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ABSTRACT

Materials by Design: A Combined Computational and Experimental Approach to

Thermoelectrics

Samuel A. Miller

In the United States and around the world, the growing energy demands and climate

concerns necessitate renewable and efficient energy production. Thermoelectric materials

could be one small part of this larger picture movement, but their high cost and low

efficiency must be improved to realize commercial use. To decrease the time to application

of new compounds, computations which provide predictions of material properties may

guide the discovery and investigation of novel thermoelectric materials. For these models

to be useful for high-throughput screening of numerous compounds across a varied phase

space, they must be accurate enough to provide trustworthy predictions and inexpensive

enough to be suitable for large and diverse groups of compounds.

This work focused on the development of empirical models for predicting material

properties relevant to thermoelectric applications as well as the use of these models to

guide experimental investigation of interesting compounds. A semi-empirical model was
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constructed by fitting physics-based equations to experimental properties using inexpen-

sive inputs. By utilizing inputs which are readily accessible from known structural data

and basic first-principles calculations, this model is capable of being implemented for high-

throughput predictions without limitations on the complexity or number of compounds

considered. Since we begin with analytical expressions for these properties and utilize a

small number of fitting parameters, rationalization of the effects and outputs is straight-

forward. This model was refined by adding additional data to the learning set, introducing

a structural parameter, and statistical fitting, thereby increasing the accuracy.

SnO, GeSe and ZrTe5 are three layered compounds which were investigated for their

thermoelectric performance. While all exhibit high potential based on predictions using

the semi-empirical model, realization of this potential through optimization proved diffi-

cult. Individually, each compound poses a unique challenge; collectively, they demonstrate

that chasing high potential alone is not recommended. Rather the possibility of realiz-

ing the optimum performance must be acknowledged. If we are to use predictions from

models to guide experiments, we must predict dopability in addition to thermoelectric

potential.

Dopability estimates are accomplished through statistical and machine learning on

experimental carrier concentration data gathered from the literature. Predictions using

this model are accurate to approximately one order of magnitude and the drivers of

dopability are rationalized and compared to previous efforts due to the simplicity of the

model. The combination of these two models, one for optimum performance and the other

for dopability, demonstrates the effectiveness of building prediction engines from empirical

data to allow human learning and guide further experimental and computational work.
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circles are predicted. Horizontal colored lines connect experimental and

predicted values of dopability, with color and thickness of line showing

persistence. Dashed gray lines represent approximate benchmarks

for good TE performance (carrier concentration>|3 x 1018| cm−3 and

β>10), meaning promising materials are in the regions labeled n-type

and p-type. 195
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CHAPTER 1

Introduction

1.1. Fundamentals of Thermoelectrics

As the global population continues to grow and develop, energy use will rise in lock-

step. A significant fraction of the energy used today comes from non-renewable sources,

thereby necessitating technological solutions to solve society’s energy dilemma. To di-

minish dependence on fossil fuels, energy consumption must be reduced by broadening

energy resources to include more renewable sources or by more efficiently converting non-

renewable sources to usable energy. Due to the large fraction of energy consumed that is

lost as waste heat, upwards of 50%, there is opportunity to significantly alter the global

energy landscape by capturing just a small fraction of this wasted energy.1 Thermoelectric

(TE) generators are one possible solution to this issue, converting waste heat to useful

electricity.

The Seebeck effect is a phenomenon where two parallel, dissimilar metals or semicon-

ductors placed in a temperature gradient produce a voltage. This was originally discovered

by Johann Cristoph Seebeck in 1820.2 Thermoelectric materials can also be used in re-

verse, as Peltier discovered in 1834 that the application of an electric current induces a

temperature gradient.3 To realize the benefit of these effects in a useful device, a ther-

moelectric generator must be constructed. These are made out of alternating TE ‘legs’

made of p- and n-type materials that are thermally in parallel and electrically in series
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Figure 1.1. Schematic of thermoelectric generator with n- and p-type legs.
Carriers move from the hot side to cold side, generating a voltage.

(Fig. 1.1). By placing dozens of these legs in a module, a reasonable amount of power

can be generated in the presence of a temperature gradient.

The charge carriers in these conducting materials (holes and electrons for p- and

n-type, respectively) can be envisioned as a gas of charged particles, such that the tem-

perature difference causes the carriers to flow from the hot end to the cold side. To

maintain equilibrium, the chemical diffusive force is balanced by an electric field, thus a

temperature gradient leads to a voltage. The Seebeck coefficient can therefore be written

as the ratio of the measured voltage across a sample subject to a temperature difference

(α=-dV
dT

).4 While this effect is utilized in thermocouples, the voltage is much smaller than

is useful for thermoelectrics.5 The thermoelectric efficiency is then given by the figure-of-

merit, zT=α2σT
κ

, where the electrical conducvity (σ) is in the inverse of the resistivity (ρ)
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and κ is the total thermal conductivity.6,7 The total thermal conductivity is given as the

sum of individual contributions; in thermoelectrics we are primarily concerned with the

electronic (κe) and lattice (κL) contributions to the total thermal conductivity, assuming

there is no bipolar effect (κBP ).8

The device level figure-of-merit, ZTavg, accounts for both the n- and p-type materials

and geometry of the individual legs. This device efficiency is governed by the Carnot

efficiency.9–14 Currently, state-of-the-art thermoelectric material zT is near unity, leading

to device level efficiency on the order of ∼12%.1 But compared to other energy sources,

both sustainable and non-renewable, the efficiency is still quite low. If the average zT

could be enhanced to between 2 and 4, this would make thermoelectrics competetive

with alternatives, opening the market to applications including waste heat recovery in

automotobiles and power generation as well as refrigeration.1,15

A significant advantage of thermoelectric generators is that they are solid-state devices

and therefore have no moving parts. This makes them vibration-free and reliable for long

term use in situations where the power supply can not be interrupted. Thermoelectrics are

therefore the best option for some niche applications such as remote weather stations and

missions in space where the solar flux is insufficient.16 Furthermore, TEs are sustainable as

they do not emit greenhouse gases when used for power generation and do not use ozone-

depleting or greenhouse gases for cooling. The main disadvantage in all situations is that

thermoelectric devices are less efficient than traditional power sources. Much of the cost-

ineffectiveness of TE generators is due to the critical bottleneck of heat exchangers. But for

broad commercial viability to be realized, the underlying material zT must be improved.17

This can be achieved either by improving the performance of already discovered TE
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materials or by discovering new compounds with desirable thermoelectric properties. The

various challenges and strategies for both optimizing performance and discovering new

materials are discussed in the following sections.

1.2. Strategies for Optimization of Known Materials

To understand the challenge in realizing high efficiency thermoelectrics we must revisit

the equation for the figure-of-merit. In order to increase zT , the thermal conductivity

and electrical resistivity should be minimized as these are both parasitic losses. Since ρ

decreases with increasing carrier concentration (n), one might consider this the simplest

way to increase efficiency. However, there is an interplay between all of the properties of

which zT is composed, as seen in Fig. 1.2. Even though the electrical conductivity in-

creases with increasing carrier concentration, the total thermal conductivity also increases

due to the corresponding increase in κe, and the Seebeck coefficient decreases. Therefore,

the performance of each compound can be optimized at a given n, usually in the range of

1019 to 1020 cm−3, leading thermoelectrics to commonly be referred to as heavily doped

semiconductors.

To quantify the shape and height of the zT vs n curve we use an effective mass model,

which is a useful tool in determining the “potential” of an investigated material as a

thermoelectric.18 In this model, the states near the band edge are responsible for the

electronic transport properties and typically are well described by an effective mass. For

most band conductors, the dispersion can, to first order, be considered parabolic. Col-

lecting measureable properties and transforming them to this metric that characterizes

band structure is a useful tool since the effective mass is a slowly changing function. It is
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Figure 1.2. Schematic of thermoelectric properties as a function of carrier
concentration. The interdependence of these properties necessitates balanc-
ing the properties of an insulator and a metal, with optimal performance
in the heavily doped semiconductor range.

possible to construct a reasonably accurate effective mass model with only a few measure-

ments of physical properties from a small number of samples, making this a very useful

tool in determining the maximum “potential” of any given material and guiding the ex-

perimentalist in optimizing its performance. The construction of an effective mass model,

commonly referred to as a single parabolic band (SPB) model, is relatively straightforward

and the details can be found elsewhere.18–20

Given knowledge of the effective mass model, zT can be redefined based on two pa-

rameters. The first is the material quality factor (B) and the second is chemical potential

(η). B is dimensionless and proportional to µ0(m∗/me)3/2

κL
T 5/2, and being composed of only

intrinsic material properties, represents the “potential” for thermoelectric performance.
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Therefore, the best possible zT that a material can reach is determined by B as they

increase monotonically together. With this quality factor model in hand, the three main

strategies for optimizing thermoelectric performance can be discussed.

The first strategy is to supress the lattice thermal conductivity by increasing the num-

ber of phonon scattering sources or the anharmonicity. This can be done by increasing the

concentration of grain boundaries, impurities, or nano-precipitates to reduce the thermal

conductivity while only slightly impacting electronic transport. This strategy is often

most successful in materials such as Si or other traditional semiconductors with inher-

ently high electronic mobility.21–27 A second stragety is to manipulate the electronic band

structure by enhancing anisotropy, valley degeneracy, or effective mass. This is done by

alloying the parent compound with one or more additional species to alter the shape and

location of bands.28–33 In addition to these two main strategies, each material can be

optimized by tuning the chemical potential (also commonly called Fermi level or carrier

concentration tuning). This is done by changing the chemical composition either by ad-

justing the ratio of elements in the compound (intrinsic doping) or by the substitution of

foreign elements (extrinsic doping).7,34,35

It can be seen in the equation for zT and B that the ideal thermoelectric is one which

has good electronic conduction but poor thermal conduction, commonly referred to as

“electron crystal, phonon glass.” This is challenging to achieve due to the coupled nature

of κ, ρ, and α. However, complex materials have been exploited as an opportunity to re-

alize good thermoelectric performance.7,8,36 Due to their complex crystal structures, they

often have inherently low lattice thermal conductivity. Often the chemical composition

of these compounds is flexible enough to allow either alloying to alter the band structure
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or doping to optimize the chemical potential, or both. In the effort to realize high zT

materials, the properties of known semiconductors can be optimized using the strategies

previously discussed, or new materials with desirable properties can be discovered.

1.3. High-throughput Searches for New Thermoelectric Materials

Reproduced in part from Energy & Environmental Science 8, 983-994 (2015) with per-

mission from the Royal Society of Chemistry.

Previous efforts in the advancements of thermoelectric materials have been led by

chemists using a combination of chemical understanding, structure-property relationships,

and fortune, which has resulted in relatively slow and incremental improvements. The

discovery of new thermoelectric materials is limited by the need to accurately predict

both the electron and phonon transport properties entering the thermoelectric figure-of-

merit.7,37–39 While the desired properties inherent to good thermoelectric performance

have been known for more than a century,40 the design problem concerning optimum

material structures and chemical compositions remains elusive. Typically most compu-

tational work is done after the experiments in an effort to understand and explain the

observed phenomena rather than before experiments to predict properties. The few at-

tempts at predicting thermoelectric performance have been limited in scope. To this end,

recent efforts have used high-throughput (HT) computations, focusing exclusively on the

ground-state electronic structure of known materials, to identify potential thermoelectric

candidates.41–43

With such a diverse phase space, the need for high-throughput computationally-driven

searches for thermoelectric materials is critical. The first broad attempt to search beyond a
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single structural class was conducted by Madsen, who considered 570 antimonides.41 This

work analyzed the ground-state electronic structure employing the constant relaxation

time approximation (CRTA) for solving the electronic Boltzmann transport equations.44

As its name suggests, the CRTA treats the charge carrier relaxation time τ as an energy-

independent term. In reality, an energy-dependent τ is expected for electron-phonon

scattering; nevertheless, the CRTA approach is mathematically attractive as it enables

one to obtain a reduced power factor (α2ρ/τ) as a function of chemical potential simply

from the electronic band structure. Within this approach, however, the ranking of different

materials based on the reduced power factor requires that τ is not only constant for a given

material, but also does not vary significantly from one material to the other. Furthermore,

calculations of dopant levels, electron or phonon scattering, and the phonon band structure

were not included in this work due to their high computational cost. This work, however,

succeeded in identifying n-type LiZnSb as a promising thermoelectric due to fairly high

band degeneracy; subsequent experimental efforts agreed with these calculations within

the experimentally accessible doping range.45

An alternative approach to addressing the scattering challenge has been proposed by

Curtarolo and coworkers, who investigated 2,500 compounds.43 The approach focuses on

highly nanostructured materials by assuming that the bulk carrier mean free path is equal

to or larger than the average grain size l. Therefore, if these structures are sufficiently

fine-grained (∼5 nm), grain boundary scattering will dominate charge carrier scattering.

Electronic structure calculations can then provide a performance metric given by α2ρ/l.

This metric can be used to compare predicted performance of different materials and sort

promising candidates. Achieving high zT in this approach inherently requires large α, as
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the electronic mobility has been significantly reduced owing to enhanced grain boundary

scattering.

On the other hand, rigorous calculations of electron–phonon scattering rates have been

recently considered for simple materials (e.g. GaAs, GaP, Si, Si1−xGex) and were found

to agree well with experiments.46–49 Calculations of the vibrational properties and lattice

thermal transport of individual materials have also seen significant advances.50–55 How-

ever, these calculations, although of desired accuracy, are typically material dependent

and are sufficiently expensive that high-throughput searches are unlikely to adopt such

methods in the near future for structurally complex materials.

1.4. Semi-empirical Model for High-throughput Predictions of

Thermoelectric Performance

Reproduced in part from Energy & Environmental Science 8, 983-994 (2015) with per-

mission from the Royal Society of Chemistry. And reproduced in part with permission

from Chemistry of Materials 29, 2494-2501 (2017). Copyright 2017 American Chemical

Society.

The basis for the semi-empirical descriptor emerges from the thermoelectric figure-

of-merit, zT , which depends on the Seebeck coefficient, electrical conductivity and the

electronic and lattice components of the thermal conductivity:

(1.1) zT =
α2σ

κL + κe
T.
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Inspection of Eq. 1.1 reveals challenges associated with direct assessment of zT as it

depends on both the electronic and vibrational properties, including scattering phenom-

ena. Electronic correlations can further complicate the evaluation of electronic transport.

The complexity of the problem is further compounded by the fact that thermoelectric

materials span a diverse chemical phase space. Many promising compounds remain to

be discovered, preferably via efficient methods such as high-throughput computations.

Alloys and metastable polymorphs offer further avenues for the discovery of new thermo-

electric materials; such compounds highlight the need for computationally-driven searches

due to their broad phase space.

A semi-empirical approach that is based on first-principles calculations and offers a

relatively simple computational assessment of the intrinsic bulk material properties which

govern zT has been proposed and validated.76 This approach offers a bridge between

ab initio calculations and experiments by deriving semi-empirical relations for quantities

that are nearly inaccessible to high-throughput computations such as carrier mobility and

lattice thermal conductivity. These material properties combine to form a quantitative

semi-empirical descriptor βSE. The efficacy of βSE is demonstrated in both predicting

known thermoelectric materials, including those that are not used in developing the em-

pirical relations for βSE, and in high-throughput screening for new candidate materials.

In an attempt to develop a tractable computational approach taking into account both

κL and the energy-dependence of charge carrier scattering and that will allow screening of

large, complex materials classes, simple descriptors for thermoelectric performance were

revisited. Consideration of the solutions to the Boltzmann transport equation within the
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relaxation time approximation yields an expression for zT ,

(1.2) zT =
uβ

vβ + 1
,

where u and v are functions that depend strictly on the chemical potential (η) and charge

carrier scattering mechanism, and β is a material-dependent parameter that is indepen-

dent of charge carrier chemical potential.56,57 It is clear from inspection of Eq. 1.2 that

large zT requires simultaneously maximizing β and optimizing η. β is defined as:

(1.3) β =
2e

~3

(
kB
e

)2(
kB
2π

)3/2
µ0m

∗
DOS

3/2

κL
T 5/2,

where µ0 is the intrinsic charge carrier mobility and m∗DOS is the density of states effective

mass. In SI units, this expression simplifies to:

(1.4) β = 5.745× 10−6µ0(m∗DOS/me)
3/2

κL
T 5/2.

Under the assumption that optimal η can be achieved, β is helpful in assessing the

maximal zT achievable in a given material. By focusing on compounds which have re-

ceived significant efforts to optimize the carrier concentration (thereby maximizing u/v

and thus zT for a given β), Fig. 1.3 shows that β300K is a good descriptor of maximal

zT . Here, β300K is estimaged from experimental values at 300 K due to the relative abun-

dance of room temperature measurements. While this descriptor is fairly independent of

temperature and facilitates comparison of materials with different band gaps and peak

temperatures, it still necessitates the production of numerous samples to properly quantify

β300K . Therefore semi-empirical models for room temperature µ0 and κL were developed
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by combining standard DFT calculations, available experimental values (at 300 K), and

classical scattering theory. These models serve to develop the semi-empirical approach to

β300K , which is denoted by βSE:

(1.5) βSE ∝
µ0(m∗DOS/me)

3/2

κL
.

At room temperature and above, one would expect a combination of acoustic and

optical phonons to dominate charge carrier scattering, which is consistent with the µ ∝

T−1.5 observed experimentally at high temperatures in thermoelectric materials and clas-

sic semiconductors.58–61 Electron-phonon scattering is known to be important in semicon-

ductors and depend critically on the elastic properties of the material. In addition, the

relaxation times are inversely proportional to the electronic density of states, which im-

plies τ scales with m∗b
−3/2 within the parabolic band approximation. Motivated by these

general features of the electron–phonon scattering mechanisms and taking into account

the reciprocal additivity of the relaxation times (Matthiessen’s rule), the model for the

carrier mobility is postulated as the combination of bulk modulus (B), describing the

elastic properties of materials, and m∗b in the following way:

(1.6) µ0 = A0(B)s(m∗b)−t,

where A0, s and t are empirical parameters which provide a reasonable approximation

for the mobility of band conductors. The bulk modulus and m∗b in Eq. 1.6 represent the

DFT calculated values with band effective mass derived from the DOS effective mass and

the band degeneracy.
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The thermal conductivity is determined within the semi-empirical model using ground

state calculations and structural data from the Inorganic Crystal Structure Database

(ICSD).62 Assuming Umklapp scattering as the dominant scattering source and using

the high temperature heat capacity limit, it can be shown that with a simplified Debye-

Callaway model,63 acoustic phonons can be approximated using:8

(1.7) κL,ac =
(6π2)2/3

4π2

Mv3
s

Tγ2V 2/3n1/3
,

where M is the average atomic mass, vs the speed of sound, T is the temperature, γ

is the Grüneisen parameter, V the volume per atom, and n is the number of atoms in

the primitive cell. In most systems, acoustic phonon modes dominate the lattice thermal

conductivity. However, omitting the optical modes produces a model which erroneously

predicts that κL asymptotes to zero in materials with large n. To account for optical

modes, it is assumed that their wavelength is related to the mean free path,64 leading to:

(1.8) κL,opt =
3kb
2

(π
6

)1/3 vs
V 2/3

(
1− 1

n2/3

)
,

where kb is the Boltzmann constant. Together, κL,ac and κL,opt provide a general expression

for κL,tot that can be obtained from ground-state calculations:

(1.9) κL,tot = A1
Mv3

s

V 2/3n1/3
+ A2

vs
V 2/3

(
1− 1

n2/3

)
.

where A1 and A2 are fitted parameters. Here, γ has been incorporated into A1 as a

material-independent quantity. In practice, γ varies from ∼0.5 to 3 in most materials and

will contribute approximately an order of magnitude scatter to the modeled κL.
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(a) (b)

Figure 1.3. (a) Room temperature experimental measurements combined
into β300K are a good descriptor of zT across a diverse range of compounds.
(b) βSE calculated via semi-empirical models is also a robust predictor of
thermoelectric performance.

The models for µ0 and κL,tot were fit using their respective adjustable parameters

to experimental values for mobility and lattice thermal conductivity in bulk materials

at room temperature. Each model is accurate to within approximately one order of

magnitude compared to the experimental values. The resulting predictions using the

semi-empirical βSE is nearly as predictive as the experimental β300K , as shown in Fig.

1.3. It is important to note that no predictions for any compounds are dramatically

false-negative or false-positive. Further, the real power of βSE is that it only requires

relatively simple and computationally inexpensive density functional calculations. Such

success provides a promising path forward for high throughput screening of known and

hypothetical materials for their thermoelectric performance.
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1.5. Summary of Research

The semi-empirical descriptor β is a measure of the maximal zT achievable in a mate-

rial, provided the system is dopable (1) with the desired carrier type, and (2) to the desired

carrier concentration. Therefore this metric can be used to make high-throughput predic-

tions on many thousands of compounds and identify promising candidate thermoelectric

materials and eliminate those with little potential.

The need for high-throughput property predictions and development of the β metric

is discussed in Chapter 1. In Chapter 3, the semi-empirical model was used to identify

a number of compounds that merited experimental investigation for their low thermal

conductivity and potential as thermoelectric materials.65 From these, eight compounds

were chosen spanning a wide variety of structures and compositions to be synthesized

and characterized. By adding the thermal conductivity of these compounds and an addi-

tional literature search to the original dataset, it was possible to refine the lattice thermal

conductivity model to include more statistically justified fitting parameters and make

more accurate predicitons. This was done primarily by the introduction of a structural

parameter that was ignored in the first version of the model. The lattice thermal conduc-

tivity predictions generated using this model are significantly better than the previous

iteration and two times as accurate as other inexpensive models. Compared with a first-

principles model that is only applicable to compounds with simple structures due to the

high computational cost, the semi-empirical model is commensurate.

Three layered compounds were chosen for further experimental thermoelectric char-

acterization. In Chapter 4, SnO is shown to be a promising n-type material with a high

mobility, low lattice thermal conductivity, and unusual electronic properties. Due to the
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limited stability range of SnO compared to SnO2, the processing conditions necessary

to optimize performance are challenging.66 Chapter 5 focuses on GeSe, a promising p-

type material where performance has been limited prior to this work. Co-substitution

is demonstrated to unlock an alternative phase which realizes the high potential with a

zT near 1.67 ZrTe5 is investigated in Chapter 6, and although the underlying properties

indicate it could be a good material for either p- or n-type thermoelectrics, it suffers from

bipolar conduction which limits performance. However, a simple two-band model can be

used to explain the properties which have been investigated as exotic phsyics phenom-

ena.68 All three of these compounds share common features: they have attractive and

interesting transport features of interest in thermoelectrics and other applications, their

potential performance is predicted to be high based on the semi-empirical model, and

they all suffer from issues related to dopability.

The dopability of materials is complicated by the presence of native defects that pin the

Fermi level; consequently, the material is either n- or p-type or intrinsically compensated

with low carrier concentrations. The descriptor β is equivocal of the doping tendency of

the material. Therefore, the realization of the high thermoelectric performance predicted

by a large value of β rests upon dopability of the material, which, at present, can be

computationally predicted with expensive defect calculations that cannot be performed

in a HT fashion. By collecting empirical carrier concentration data, it was possible to fit

a statistical model to this literature data that is accurate to within approximately one

order of magnitude. The simplicity of this model allows understanding and explaination

of the drivers of dopability in diamond-like semiconductors and comparison with previous
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efforts. By combining the β and dopability model, idenfication of promising thermoelectric

materials and better guidance for both experimental and computational efforts is achieved.
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CHAPTER 2

Methods

2.1. Summary

Discussed here is the synthesis and characterization of inorganic polycrystalline ther-

moelectric materials. While single crystals, nanomaterials, and thin films are the focus

of much current thermoelectric research with the goal of producing high zT , there are

some advantages to bulk polycrystalline samples. These samples are prepared by me-

chanical alloying and consolidation, alloying for reproducibility and mass production and

are therefore quite practical.

In order to gain a deep understanding of the underlying materials science, synthesis

and measurement were maintained as consistently as possible. Summarized in this section

are general methods for synthesis of bulk polycrystalline samples. The details of synthesis

vary by compound and project, thus they are elaborated in individuals sections below. The

same holds true for characterization techniques, mostly carried out using in-house built

measurement equipment at Northwestern, with alterations to this procedure discussed

separately. Computational methods, details on literature data scrapes, and modeling

tools are all discussed on an individual basis.
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2.2. General Sample Preparation

One common method for the synthesis of inorganic materials is melting from a mixture

of pure elements. With this technique, raw materials are weighed out to form stoichiomet-

ric quantities, sealed in an ampoule under vacuum, and placed in a furnace. The furnace

is then heated at some rate to an elevated temperature, held for a period of time, and then

either slowly cooled or the sample is removed and quenched. The resulting compound is

then consolidated through pressing.

Mixing and grinding of materials is also utilized, either before melting or between

melting and consolidation. Mixing of raw materials using an agate mortar and pestle

distributes the elements fairly uniformly, aiding in full reaction to form the compound

during melting or sintering. In situations where mixing of elements is not sufficient,

mechanical alloying using a SPEX Sample Prep 8000 Series mixer/mill can be performed.

Raw materials (2 to 10 grams) are placed in a 3 inch stainless-steel vial along with 2

or more half inch stainless steel balls. These vials are sealed with o-rings in an inert

atmosphere inside the glove box to avoid reaction of elements with oxygen. This dry, high

energy ball mill produces homogeneously distribued powder, typically with nanoscale

particles. While the typical procedure is to mill before melting, thus reducing the time

for a full reaction to occur, it can also take place after melting to reduce particle size

before consolidation.

Consolidation takes place using a home-built hot press system. A graphite die is loaded

with 1 to 2 grams of pre-reacted powder, with grafoil around the inner diameter and

both top and bottom. The die is placed within a copper induction coil, a thermocouple

is attached to monitor the temperature, and the vacuum chamber is closed. After a
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pump and purge cycle using roughing pump and argon gas, a diffusion pump evacuates

any remaining oxygen before refilling with Ar. Under flowing Ar, pressure is applied

(typically 45 MPa), and the die is rapidly heated by induction. After applying the desired

temperature and pressure for a length of time, they are removed, allowing the die and

chamber to cool slowly under flowing argon. The resulting disk shaped pellet is typically

1 to 2 mm thick and is carefully polished to produce flat parallel surfaces with no grafoil

contamination. The density is calculated either with the geometry and weight or the

Archimedes method, and the pellet is then used for chemical and physical characterization.

2.3. Synthesis Methods for Individual Studies

2.3.1. Capturing Anharmonicity in a Lattice Thermal Conductivity Model for

High-throughput Predictions

Eight compounds were synthesized and their thermal conductivity was measured for the

first time in bulk polycrystalline form in the present study. The synthesis procedure is

described in detail below for each compound. Non-oxide samples were syntehsized by

collaborator Brenden Ortiz.

• Ba3In2O6: Stoichiometric BaCO3 and In2O3 were ground in agate mortar and

pestle. Powders were pressed into 1⁄2 inch diameter pellets using uniaxial press

and steel die at 200 MPa. Pellets were fired for 18 hours at 1000°C, ball milled

in a tungsten carbide vial for 1 hour, pressed again into pellet form, and fired at

1350°C for 36 hours.

• Ba2SnO4: Stoichiometric BaCO3 and SnO2 were ground in agate mortar and

pestle. Powders were pressed into 1⁄2 inch diameter pellets using uniaxial press
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and steel die at 200 MPa. Pellets were fired for 18 hours at 1200°C, ball milled

in a tungsten carbide vial for 1 hour, pressed again into pellet form, and fired at

1425°C for 24 hours.

• Cu3TaTe4: A stoichiometric mixture of Cu granules, Ta and Te chunks was ball

milled in a stainless steel vial. The resulting powder was annealed at 600°C for

18 hours followed by hot pressing at 600°C with 3 hour densification followed by

18 hours stress free anneal.

• Cu2ZnSiTe4: A stoichiometric mixture of Cu granule, Zn powder, Si and Te chunk

was ball milled in a tungsten carbide vial. The resulting powder was annealed at

615°C for 72 hours followed by hot pressing at 554°C with 3 hour densification

and 18 hour stress free anneal. A small amount (<3%) secondary phase ZnTe

(ICSD 77072) observed following refinement.

• InI: A stoichiometric mixture of In and I chunk was ball milled in a stainless

steel vial followed by hot pressing at 220°C with 1 hour densification.

• MoTe2: A stoichiometric mixture of Mo powder and Te chunk was ball milled in

a stainless steel vial. The resulting powder was annealed at 600°C for 18 hours

followed by hot pressing at 600°C with 3 hour densification and 18 hour stress

free anneal.

• SnO: SnCl2 was dissolved in HCl, precipitated with NH4OH, and washed with

deionized water.69 The resulting powder was pressed at 200°C under 300 MPa

uniaxial pressure for 2 hours.

• SrIn2O4: Stoichiometric SrCO3 and In2O3 were ground in agate mortar and

pestle. Powders were pressed into 1⁄2 inch diameter pellets using uniaxial press
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and steel die at 200 MPa. Pellets were fired 18 hours at 1000°C, ball milled in

a tungsten carbide vial for 1 hour, pressed again into pellet form, and fired at

1350°C for 36 hours.

2.3.2. SnO as a Potential Oxide Thermoelectric Candidate

Tin monoxide was synthesized using a precipitation reaction similar to that described by

Kwestroo et al.,69 using SnCl2 as a precursor rather than Sn. Doping was attempted

either through the solution synthesis or via a solid state method by dry ball-milling

with stainless-steel balls in a stainless-steel vial using a SPEX Sample Prep 8000 Series

mixer/mill. Powders were placed in a 1/2 inch steel die which was loaded between heated

platens. The temperature was increased to 225°C at a rate of ∼100°C per hour and then

allowed to slowly cool to room temperature. During the heating and cooling process, a

pressure of 250 MPa was maintained. Discs were polished using 1200 grit sandpaper prior

to all measurements. An effective medium theory model was used to correct for porosity,

assuming small spheres of air uniformly distributed in the matrix.70

Incorporation of both p- and n-type dopants was attempted by solid state reaction.

Sn1−xSbxO, SnO1−xClx, or Sn1−xGaxO were placed in a stainless-steel vial under argon

and milled for five minutes in one minute increments. The resulting powder was then

pressed, sealed in a quartz ampule, and annealed for 7 days at 275°C. Alternately, dop-

ing the material directly during the solution synthesis was also attempted to achieve

Sn1−xSbxO or Sn1−xInxO, substituting InCl3 or SbCl5 for SnCl2 as a precursor in the

solution synthesis.
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2.3.3. High Thermoelectric Performance of New Rhombohedral Phase of GeSe

Stabilized Through Alloying with AgSbSe2

Polycrystalline samples GeAgxSbxSe1+2x (x=0, 0.05, 0.1, 0.15, 0.2, 0.3) were prepared

using a melting-annealing method and spark plasma sintering (SPS) technique. Highly

pure elemental powders of Ge (99.999%, Aladdin), Ag (99.9%, Alfa Aesar), Sb (99.999%,

Alfa Aesar), and Se (99.999%, Alfa Aesar) were weighed according to the stoichiometric

ratio GeAgxSbxSe1+2x and ball-milled for 12 h at 450 rpm. The milled powder was sealed

in a vacuum quartz tube and heated at 773 K for 30 min with a heating rate of 3 K min−1.

Then the materials were melted at 1073 K for 2 hours with a ramp rate of 3 K min−1 and

annealed at 823 K for 30 min. The samples were ground into fine powders and sintered by

SPS at 773 K for 5 min with a heating rate of 20 K min−1 and a pressure of 50 MPa. The

obtained ingots were cut for thermoelectric property measurement and characterization.

The single element doped GeSe samples (GeAgySe1+y and GeSbzSe1+z) were prepared by

the same process. Samples were syntehsized by collaborator Zhiwei Huang.

2.3.4. Polycrystalline ZrTe5 Parameterized as a Narrow Band Gap Semicon-

ductor for Thermoelectric Performance

Bulk polycrystalline ZrTe5−xIx samples were produced by solid state reaction of Zr (Alfa

Aesar, 99.95%), Te (Alfa Aesar, 99.999%), and TeI4 (Strem Chemical, 99.9%), followed by

hot pressing. Zr was mixed in a stoichiometric ratio with Te and TeI4, placed in a quartz

ampule, evacuated to 10−5 mbar, and torch sealed. Using a vertical single zone furnace,

the heating profile was 90 K per hour from room temperature to 923 K, dwell time of 12

hours, furnace quench (300 K per hour) to 748 K, dwell for 72 hours, and finally cooling
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to room temperature at 90 K per hour. The resulting material was ground in an agate

mortar and pestle into a fine powder. Powder was hot pressed in a half inch graphite

die using a maximum temperature of 723 K for 2 hours under flowing argon, followed by

ambient cooling. A series of grit papers ending in 1200 grit was used to polish residual

graphite foils and produce samples of uniform thickness.

2.4. Structural Analysis

To investigate the structure, homogeneity, composition, and presence of secondary

phases, characterization was performed on both synthesized powder and consolidated

pellets. This was done using X-ray diffraction (XRD) and electron microscopy, both

scanning electron micriscopy (SEM) and transmission electron microscopy (TEM).

The individual instruments used for characterization vary by each case. XRD was typ-

ically performed using a Rigaku D/MAX diffractometer at the JB Cohen X-ray Diffraction

Facility or STOE STADI MP at the Integrated Molecular Structure Education and Re-

search Center (IMSERC), both at Northwestern University. SEM was carried out using a

Hitachi S-3400-II in the EPIC facility in the NUANCE Center at Northwestern University.

For the work on GeSe, characterization was carried out by collaborators. The crystal

structure was characterized using X-ray diffraction (Empyrean-100) with Cu Kα radia-

tion at room temperature. The phase transition phenomenon of GeAgxSbxSe1+2x was

investigated by an in-situ XRD system (Riguka D/MAX 2400) from 300 K to 523 K in

N2 atmosphere. The high-angle annular dark field (HAADF) images and selected area

electron diffraction patterns (SAED) were collected using an ARM-200CF (JEOL, Tokyo,
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Japan) TEM system (200 keV, double spherical aberration (Cs) correctors). The sam-

ples for TEM characterization were prepared by mechanical polishing, dimpling and ion

milling method with liquid nitrogen.

2.5. Physical Property Measurement

Physical properties of interest for thermoelectric materials were measured, including

the Seebeck coefficient, electrical conductivity/resistivity, Hall effect, thermal conductiv-

ity, and optical band gap. Again, the individual instruments used for these measurements

varied so the instruments used most commonly will be described first, with any deviations

discussed separately.

The Seebeck coefficient was measured using the light-pipe method with chromel-

niobium thermocouples under vacuum.71 The various pros and cons of this method in

comparison with other techniques, including the cold-finger effect, electrical and thermal

contact issues, sample geometry, and measurement error, can be found elsewhere.20 All

instrumentation, sample loading, conditions, and analysis were typical of the lab group,

with no major differences to note.

The Hall effect and resistivity are simultaneously measured under dynamic vacuum

using a 4-point Van der Pauw (VdP) technique with a 0.8 T magnet.72 This permits

estimation of the sign, concentration, and mobility of charge carriers, allowing the effective

mass and possible scattering mechanisms to be determined when measured as a function

of temperature. Sample considerations, experimental setup, Hall correction factors, and

other details can be found in Ref. 20. All instrumentation, sample loading, conditions,

and analysis were typical of the lab group, with no major differences to note.
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Diffuse reflectance at room temperature was measured using a Shimadzu UV-3600 UV-

VIS-NIR spectrophotometer. The absorption spectra were obtained using the Kubelka-

Munk method.73,74

Thermal conductivity can be measured with numerous methods, but typical of the

thermoelectrics community, the laser flash method was utilized here. A Netzsch LFA 457

was used to measure the diffusivity (D) with the data being fit using a Cowan plus Pulse

Correction model. The total thermal conductivity is then given as κtot=DdCp where d

is the geometrical mass density and Cp is the heat capacity. For most materials, using

the Dulong-Petit approximation for the heat capacity is sufficient. The lattice thermal

conductivity (κL) was calculated from κL =κtot-κe, where κe, the electronic thermal con-

ductivity, is given by κe=LσT . L is the Lorenz number calculated by L=1.5+e−|α|/116.75

Again, the principles, preparation, and considerations are discussed elsewhere20 and all

instrumentation, sample loading, conditions, and analysis were typical of the lab group,

with no major differences to note.

When samples were not greater than 95% of the theoretical density, an effective

medium theory model70 was used to correct for porosity by treating porosity as small

spheres dispersed in a uniform matrix. The thermal conductivity of the matrix material

is given by:

(2.1) κm =
κc(2κc + κa − 3κa)

κc(2− 3P ) + κa
,

where m, c, and a represent the matrix, composite, and air, respectively, and P is the

porosity. In all cases, non-oxide samples were at least 95% dense and oxide samples were

greater than 85% of theoretical density.
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For low temperature measurements on ZrTe5 samples, a number of instruments were

used to measure the various properties by other collaborators. A Physical Property Mea-

surement System (PPMS, Quantum Design) was used in the van der Pauw configuration

as well as with the Thermal Transport Option (TTO). For all PPMS measurements,

contacts were made out of silver paste, air-dried, and were ohmic in the temperature

range considered. Additional low temperature magnetotransport and Hall measurements

were done on square planar devices with four-corner contacts applying the van der Pauw

method. The experiment was conducted in a Cryogenic Ltd. cryogen-free 5 Tesla magnet

system with helium flow-cryostat using ac lock-in techniques (SR830).

The thermoelectric properties of GeAgxSbxSe1+2x were measured by collaborators

along two directions (parallel and perpendicular to the pressing direction). There was no

evidence of anisotropic behavior in the XRD or property measurements for GeAgxSbxSe1+2x

samples, therefore only thermoelectric properties along the direction perpendicular to the

pressing direction will be discussed. The carrier concentration and mobility measurements

were performed using a Hall system (HL5500PC) at 300 K. The electrical conductivity

and Seebeck coefficient measurements were performed from 300 K to 710 K in a helium at-

mosphere (ZEM-3; ULVAC-RIKO, Japan). Heat capacity measurements were performed

using a Netzsch STA 449 F3 instrument from 300 K to 710 K at a heating rate of 10 K

min−1 in continuous N2 flow.
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2.6. Computational Methods

2.6.1. Capturing Anharmonicity in a Lattice Thermal Conductivity Model for

High-throughput Predictions

The DFT calculations were performed as previously described in Refs. 76 and 77 on 26

additional compounds. Accurate computational assessment of γ is expensive, making it

intractable for high-throughput predictions of complex materials. It was proposed to use

local coordination as an estimate of γ. The local coordination of an atomic site in a

crystal was established by estimating the number of neighboring atoms directly bonded

to it. Neighbors directly bonded to an atomic site are determined based on the shortest

neighbor distance. For each atomic site, all neighbors within 10% of the nearest neighbor

length are counted towards the site coordination. An average coordination number is then

computed for a given crystal structure by summing the coordination number for all the

atomic sites and dividing by the total number of atoms.

The density functional theory (DFT) calculations were performed by collaborators

with the plane-wave VASP code78 using the generalized gradient approximation of Perdew-

Burke-Ernzerhof (PBE) approach79 within the projector augmented wave (PAW) formal-

ism.78 The calculations were performed within the Pylada framework80 using the previ-

ously described approach for structure relaxations.81 A suitable on-site correction in the

form of Hubbard U in the rotationally-invariant form82 was applied for transition metals.

For compounds containing transition metals, a limited search was performed for the mag-

netic ground state by enumerating over all possible magnetic orders on a primitive cell.
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Because the number of configurations scales as 2N with number of magnetic atoms (N),

the total number of configurations was limited to 32, including the ferromagnetic order.

The exchange correlation functionals such as LDA83 and GGA79 that are routinely

used in computational materials screening do not account for van der Waals (vdW) in-

teractions, which are especially important in quasi-2D materials such as SnSe and SnS.

It is well known that using LDA or GGA leads to overbinding and underbinding of the

quasi-2D layers in these materials, respectively, and consequently, overestimation and un-

derestimation of B, respectively. The underestimation in GGA is especially severe; in

some cases, the value of B can be underestimated by an order of magnitude compared to

experiments. For instance, B calculated with GGA for MoTe2 is ∼5 GPa while the exper-

imental value is ∼40 GPa. As a consequence, calculated κL with GGA (0.3 Wm−1K−1)

is more than an order of magnitude smaller than the actual value (4 Wm−1K−1).84 To

account for long-range vdW interactions, the optB86 vdW-corrected exchange correlation

functional85 was employed, which significantly improves predictions of κL.77 Structural

relaxations were performed with the vdW-corrected functional using a plane-wave cutoff

of 400 eV.

2.6.2. SnO as a Potential Oxide Thermoelectric Candidate

DFT calculations were performed by collaborators with the plane-wave VASP code78 and

the generalized gradient approximation of Perdew-Burke-Ernzerhof (PBE) approach79

within the projector augmented wave (PAW) formalism.78 Structures were relaxed follow-

ing a procedure similar to that described in Ref. 81. For transition metals, a Hubbard U in
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the rotationally-invariant form was employed as the on-site correction.82 High-throughput

calculations were performed with the Pylada framework.80

2.6.3. High Thermoelectric Performance of New Rhombohedral Phase of GeSe

Stabilized Through Alloying with AgSbSe2

Density Functional Theory Calculations First-principles calculations for GeSe were carried

out b collaborators using density functional theory (DFT) implemented in the Vienna Ab

initio Simulation Package (VASP).86 In all calculations, projector-augmented-wave (PAW)

pseudopotentials and generalized gradient approximation of Perdew–Burke–Ernzerhof

(PBE)87,88 for exchange and correlation functionals was adopted. The plane-wave basis

sets were truncated at a constant energy cutoff of 405 eV, and Γ-centered k-point meshes

with a density of ∼8000 k-points per reciprocal atom (KPPRA). All atomic coordinates

were relaxed until the forces on the atoms had declined to 0.001 eV per Å, enforcing a total

energy convergence criterion of 1× 10−8 eV. For plotting the Fermi surface, a Γ-centered

k-point mesh with a density ∼20,000 KPPRA was used.

2.7. Literature Data Scrape

2.7.1. Capturing Anharmonicity in a Lattice Thermal Conductivity Model for

High-throughput Predictions

As outlined in Ref. 76, the original material dataset is similar to that used in previous stud-

ies of high-throughput prediction of κL.89,90 The dataset consisted of 37 compounds span-

ning from simple structures such as diamond (κL=1000 Wm−1K−1) to complex ternary

Zintl phases such as Ca5In2Sb6 (κL=1.2 Wm−1K−1), but was primarily focused on known
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thermoelectric materials and simple binary compounds in the rocksalt, zincblende, and

wurtzite structures. To expand the original material dataset, another literature survey

was undertaken to find experimental single crystal and bulk polycrystalline thermal con-

ductivity measurements to complete the expanded dataset; the present model does not

incorporate grain boundary or dislocation scattering and therefore nanocrystalline and

thin film samples are not considered.

2.7.2. Empirical Modeling of Dopability in Diamond-like Semiconductors

An extensive literature search was undertaken to compile a dataset that could be used

for statistical modeling. Although a few sources of tabulated carrier concentration exist,

these often do not note sample quality or processing conditions even though these are very

important in determining carrier concentration in semiconductors. For this reason, care-

ful consideration was given to experimental conditions from which measurements could

be relied upon and all measurements for this dataset were scraped from original sources

where possible. An attempt was made to use bulk samples produced at or near equilib-

rium conditions and measured using the Hall effect technique near room temperature and

pressure. Nanomaterials, thin films, and other non-equilibrium processing methods were

avoided where possible.

With DLS as the model system, the scale for dopability must be defined such that

the data are distributed fairly normal so that it can be modeled. The primary goal is

to describe the full extent of the achievable dopability range in a compound, from the

maximum n-type carrier concentration to the maximum p-type concentration. In some

compounds, carrier concentration can be experimentally varied across many orders of
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magnitude for both hole and electron majority carriers, while for others the range is nar-

row or limited to a single type. Although carrier concentration spans many orders of

magnitude for both positive and negative values, the primary interest is the range from

intrinsic to degenerately doped. Thus, the scale used here ranges from −1 x 1021 (degen-

erate n-type) to 1 x 1021 (degenerate p-type), with intrinsic considered any concentration

less than |1 x 1016| (all units given as cm−3). This allows a linear scale from -5 to 0 to 5 to

be defined, corresponding to −1 x 1021 to ±1 x 1016 to 1 x 1021 where every integer value

represents an order of magnitude in carrier concentration. Any concentration greater than

1 x 1021 was assigned a value of 5 and anything less than 1 x 1016 was considered to be 0.

2.8. Modeling Tools

2.8.1. Capturing Anharmonicity in a Lattice Thermal Conductivity Model for

High-throughput Predictions

A number of statistical quantities were used to evaluate the model presented herein to

compare with experimental data and other high-throughput models.89,90 The mean abso-

lute error is an unambiguous and natural measure of the average error91 and therefore, all

models in the present work were optimized to reduce the average factor difference (AFD)

as given by:

(2.2) AFD = 10x, x =
1

m

m∑
i=1

|log(ti)− log(pi)|,

where ti is the true or experimental value, pi is the predicted value, and m is the number

of samples. Due to the κL data spanning many orders of magnitude, we are interested in

our predictions being equally accurate, on a logarithmic scale, for AgCl and diamond (1
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and 1000 Wm−1K−1, respectively). Using the AFD as defined here gives equal weight to

all data, rather than minimizing the absolute error. For example, the log scale was used

such that for a given experimental value of 1000, predictions of 500 or 2000 were both

a factor of 2 from the “true” value (likewise predictions of 0.5 and 2 for experimental

measurement of 1 were both off by a factor of 2 as well).

To assess whether the improved model was predicting κL in a linearly increasing rela-

tionship with experimental values, the Pearson and Spearman rank correlation coefficients

were calculated. The Pearson correlation coefficient is a linear correlation between two

variables and is defined as the covariance over the product of the two standard deviations.

This was used to measure the degree of linear dependence between the variables and can

range from ±1, inclusive, with 0 indicating no correlation, -1 total negative correlation,

and 1 total positive correlation. The Spearman rank correlation can be used instead of the

usual Pearson one to assess the relationship between the ordinal ranking of the predicted

and experimental κL. This is determined by sorting the raw variables in ascending order

and assigning a rank to each (using the average position when there is more than one

variable with the same value) according to their position in the sorted list. The Spear-

man rank correlation is then calculated using the same covariance over standard deviation

product definition, except with the rank rather than the raw values. Though the same

range and interpretations apply, the Spearman rank correlation was used to determine

how well the ranking order of one variable predicts that of the other.
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2.8.2. Polycrystalline ZrTe5 Parameterized as a Narrow Band Gap Semicon-

ductor for Thermoelectric Performance

To model and analyze the thermoelectric transport data, the effective mass model was

used.18 This model is frequently employed to guide the understanding and optimization

of thermoelectrics. However, there are cases where the effective mass model breaks down,

namely due to nonparabolic bands or multi-band effects.28,92,93 We considered two bands

contributing to transport and restrict the use of the model to higher temperatures where

any possible topological and phase coherence effects are supressed. One valence and one

conduction band are used, both with a rigid band shape that does not change with tem-

perature or doping level. In this model, the effective mass and initial doping level for

each band were fixed along with the band gap. To calculate the Fermi level at each tem-

perature the charge neutrality condition was used for the chemical potential relationship

between two bands with known gap. Charge neutrality is given by:

(2.3) N+
d + p = n+N−a ,

where N+
d and N−a are the number of ionized donors and acceptors, respectively, and p and

n are the concentrations of holes and electrons. For a given band gap, Eg, the relationship

between the reduced chemical potentials of the two bands is given by the expression

(2.4) η1 = −η2 −
Eg
kBT

.

Once the masses, dopant level, and band gap were set and the Fermi level at each

temperature was calculated, the properties of each band according to the effective mass
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model could be determined. These are given below for a two-band system, though they

can be generalized to multi-band with the appropriate summations:

(2.5) αtot =
α1σ1 + α2σ2

σ1 + σ2

(2.6) σtot = σ1 + σ2

(2.7) RH,tot =
RH,1σ

2
1 +RH,2σ

2
2

σ2
tot

where α, σ, andRH are the Seebeck coefficient, electrical conductivity, and Hall coefficient,

respectively. The subscripts 1 and 2 denote the contribution from each of the two bands

(in this case, one conduction and one valence, though this analysis can be applied to two

bands of the same type). The total thermal conductivity (κtot) is then given by:

(2.8) κtot = κL + T (L1σ1 + L2σ2)

+ T

(
(σ1α

2
1 + σ2α

2
2)− (σ1α1 + σ2α2)2

σ1 + σ2

)
.

Here the first term, lattice thermal conductivity (κL) was set in the model to have some

temperature dependence. At high temperature, Umklapp scattering dominates, which

has a T−1 dependence. The second term is the electronic thermal conductivity, which

depends on the temperature, electrical conductivity, and Lorentz number (L). The third

term is bipolar thermal conductivity.
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2.8.3. Empirical Modeling of Dopability in Diamond-like Semiconductors

To model this dataset a list of features was first compiled. This includes chemistry-

based features from periodic table properties of the consitutuent elements. Added to

this feature set were inexpensive calculations from the Open Quantum Materials Data-

base (OQMD)94,95 and Materials Project (MP)96–98 collected by collaborators. Lastly,

structure and other miscellaneous features were added. Modeling was performed using a

number of Python packages, most notably Scikit-learn and StatsModels. Linear regression

and leave-one-out cross-validation (LOOCV) were chosen due to a combination of predici-

ton accuracy and interpretability after comparing the results with other machine learning

methods. The primary metric for scoring accuracy used here was the mean absolute er-

ror (MAE) which is the average distance between the experimental and predicted value,

though mean squared error (MSE) were also evaluated, where smaller values indicate less

difference between experiments and predictions.
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CHAPTER 3

Capturing Anharmonicity in a Lattice Thermal Conductivity

Model for High-throughput Predictions

This Chapter contains contents reproduced in part with permission from Chemistry of

Materials 29, 2494-2501 (2017). Copyright 2017 American Chemical Society.

3.1. Summary of Research

High-throughput, low cost, and accurate predictions of thermal properties of new

materials would be beneficial in fields ranging from thermal barrier coatings and thermo-

electrics to integrated circuits. To date, computational efforts to predict lattice thermal

conductivity (κL) are hampered by the complexity associated with computing multiple

phonon interactions. In this work, a semi-empirical model for κL is developed and vali-

dated by fitting density functional theory calculations to experimental data. Experimental

values for κL come from new measurements on SrIn2O4, Ba2SnO4, Cu2ZnSiTe4, MoTe2,

Ba3In2O6, Cu3TaTe4, SnO, and InI as well as 55 compounds from across the published

literature. To capture the anharmonicity in phonon interactions, a structural parameter

is incorporated that enables the model to predict κL within a factor of 1.5 of the exper-

imental value across four orders of magnitude in κL values and over a diverse chemical

and structural phase space, with similar or better accuracy compared to computationally

more expensive models.
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3.2. Introduction

Thermal properties of materials, namely thermal conductivity and heat capacity, are

important for applications ranging from thermal barrier coatings to integrated circuits

and light emitting diodes.99–101 This is especially true in thermoelectric materials where

the thermoelectric efficiency is determined by the thermal conductivity and thus low lat-

tice thermal conductivity (κL) is desirable.1,7 However, finding low κL materials remains

a challenge from an experimental standpoint as synthesis procedures are costly and time

consuming.61 To drive these technologies forward, efficient and accelerated searches with

accurate predictions of κL of new functional materials are necessary.102 The ability to

accurately predict thermal properties across a wide range of materials with simple cal-

culations would be beneficial for decreasing the time to realization of novel materials.

Intuitively, one would expect that κL will decrease with increasing atomic mass (heavier

atoms) and atoms in primitive unit cell (complex structure).103,104 Figure 3.1 shows that

this is generally the case, though there still exists an order of magnitude variation in κL

for compounds with similar atomic mass and number of atoms. This demonstrates that

intuition is limited and robust calculations require more nuanced theory.

Recently, advances in high-throughput computations have accelerated experimental

searches of novel functional materials.105 However, to make high-throughput predictions,

it is necessary to make various assumptions. Heat is transported through multiple-phonon

scattering processes, which are commonly determined by solving the Boltzmann transport

equation and by calculating group velocities, phonon frequencies, and both harmonic and

anharmonic interatomic force constants. This is especially expensive when considering

three phonon scattering processes, which requires calculation of third-order anharmonic
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Figure 3.1. Plot of number of atoms in the primitive cell vs average atomic
mass of 18,135 structures from the Inorganic Crystal Structure Database
(open circles). Filled circles denote 63 compounds used in developing the
present model with the heat map representing experimental room temper-
ature κL (Wm−1K−1).

interatomic force constants.52,53 Several studies have attempted to predict κL for large

sets of materials. Seko et al. used expensive anharmonic lattice-dynamics calculations to

identify low lattice thermal conductivity materials,106 Carrete et al. used ab initio cal-

culations and machine-learning algorithms to predict κL for half-Heusler compounds,55

while Madsen et al. and Toher et al. employed the quasiharmonic Debye approxima-

tion to compute thermal properties, including κL.89,90 Previously, a semi-empirical model

was developed for determining κL, which combines first-principles calculations and ex-

perimental measurements and offers an inexpensive route to predicting lattice thermal

conductivity.76 However, anharmonicity was not incorporated in the original model as
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the limited size of the original material dataset permitted only a small number of free

parameters to be fit.

To improve the accuracy of the prior model,76 a structural parameter is integrated,

which serves as a proxy to capture anharmonicity. This required an expansion of the origi-

nal material dataset through measurements for the first time on eight bulk polycrystalline

materials (Ba3In2O6, Ba2SnO4, Cu3TaTe4, Cu2ZnSiTe4, InI, MoTe2, SnO, and SrIn2O4)

as well as additional experimental results from the literature. Selection of compounds was

driven by the original model predicting low (< 10 Wm−1K−1) κL and a need for greater

structural and chemical diversity in the experimental dataset. The expanded dataset

enables anharmonicity to be included and yields a model that performs equally well or

better than current methods89,90 at a fraction of the computational cost. This demon-

strates a complete feedback loop with theory guiding material selection, experiments to

test predictions, and theory refined by these results.

3.3. Materials Dataset

The original materials dataset used in developing the semi-empirical κL model76 was

expanded from 37 to 63 compounds (Fig. 3.2), thereby permitting additional fitting

parameters. The expansion was achieved by synthesizing and characterizing eight different

compounds, Ba3In2O6, Ba2SnO4, Cu3TaTe4, Cu2ZnSiTe4, InI, MoTe2, SnO, and SrIn2O4

in-house as well as by incorporating 18 additional compounds from the literature. As

seen in Figure 3.3, the compounds synthesized in-house occupy a diverse chemical and

structural space.
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Figure 3.2. Experimental vs predicted lattice thermal conductivity for each
dataset using original model. There is no significant difference between
the datasets. More compounds were added to increase the sample size
and add to the number of compounds in the experimental lattice thermal
conductivity region of interest for thermoelectrics (1-10 Wm−1K−1).

SnO, MoTe2, and InI are all quasi-2D layered materials. Complex ternary oxides such

as the n=1 Ruddlesden-Popper (RP) phase Ba2SnO4, the oxygen deficient n=2 RP phase

Ba3In2O6, and SrIn2O4 which exhibits a continuous network of corner- and edge-shared

In octahedra were also investigated. Additionally, chalcogenide materials such as the

diamond-like structure Cu2ZnSiTe4 and cage-like Cu3TaTe4 were also included. All of the

compounds were predicted to have κL on the order of 10 Wm−1K−1 or lower using the

original model.76 The XRD patterns and Reitveld refinement for these compounds are

shown in Fig. 3.4 and Table 3.1, demonstrating that these compounds were phase pure

and match previous reports.
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Figure 3.3. Compounds synthesized in this study were chosen for their low
predicted κL and exhibit a wide range of chemical and structural diversity,
ranging across complex oxides, layered materials, and chalcogenides.

Compound ICSD a b c GOF Rp Rwp a b c
Ba3In2O6 39267 4.1925(6) 4.1925(6) 21.689(3) 1.63 4.92 7.10 4.188(2) 4.188(2) 21.69(0)
Ba2SnO4 27115 4.130(3) 4.130(3) 13.27(1) 1.18 9.81 15.02 4.142(7) 4.142(7) 13.30(2)
Cu3TaTe4 80282 5.930(2) 5.930(2) 5.930(2) 1.51, 6.94 8.87 5.926(4) 5.926(4) 5.926(4)

Cu2ZnSiTe4 656150 5.972(1) 5.972(1) 11.797(4) 2.75 8.03 11.15 5.974(4) 5.974(4) 11.79(4)
InI 38129 4.75(2) 12.76(2) 4.91(2) 1.37 6.89 9.04 4.764(6) 12.77(3) 4.905(0)

MoTe2 24155 3.5182(14) 3.5182(14) 13.9736(40) 2.01 6.14 8.44 3.518(3) 3.518(3) 13.96(1)
SnO 15516 3.7986(1) 3.7986(1) 4.808(2) 1.38 9.48 13.54 3.801(4) 3.801(4) 4.834(4)

SrIn2O4 16241 9.809 11.449 3.265 0.95 9.31, 5.78 9.829(5) 11.48(7) 3.264(4)

Table 3.1. Compounds matched to ICSD collection code using Jana 2006
with lattice parameters (in Å) along with goodness of fit, profile R-factor,
and weighted profile R-factor.

A list of in-house κL measurements for the compounds in eight different structure

types at room temperature is given in Table 3.2. The κL vs temperature behavior for

these eight compounds, representing a diverse phase and structural space, is shown for the
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Figure 3.4. Refinement showing observed pattern in green, theoretical pat-
tern in red, and difference pattern below for (a) Ba3In2O6, (b) Ba2SnO4, (c)
Cu3TaTe4, (d) Cu2ZnSiTe4, (e) InI, (f) MoTe2, (g) SnO, and (h) SrIn2O4.
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Figure 3.5. Experimental κL as a function of temperature for binary to
quaternary compounds with various structure types that have not previ-
ously been reported in bulk polycrystalline form. Open symbols represent
quasi-2D structures while filled symbols are 3D structures.

Compound Structure type Measured κ
Ba3In2O6 La2SrCu2O6 3.76
Ba2SnO4 K2MgF4 6.13
Cu3TaTe4 Cu3VS4 2.69

Cu2ZnSiTe4 Cu2FeSnS4 4.21
*InI TlI 0.54

*MoTe2 MoS2 4.02
*SnO PbO 1.54

SrIn2O4 CaFe2O4 6.53

Table 3.2. First report of room temperature lattice thermal conductivity
for bulk polycrystalline samples with numerous structure types from simple
to complex, including both layered materials (indicated with *) and 3D.

first time in Figure 3.5 for bulk, polycrystalline samples. Due to the varying temperature

stability of different compounds, the upper temperature limit of the thermal conductivity
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Compound κL [W/mK] Ref. γ Ref. Compound κL [W/mK] Ref. γ Ref.
AgCl 1 107 1.9 103 InSe 1.8 108 1.2 8

AlAs 80 109 0.66 110 γ-MgAl2O4 24 110 1.4 110

AlN 285 111 0.7 110 Mg2Ge 13 103 1.46 112

Al2O3 35 113,114 1.34 115 MgO 30 116 1.53 115

AlP 90 109 0.75 110 Mg2Si 8 103,117 1.17 112

AlSb 56 110,114 0.6 110 MnO 10 118 1.45 119

BaO 3 120 1.5 110 NiO 30 118 1.44 119

Bi2O3 0.8 121 PbS 2.9 110,122 2 110

BP 350 110 0.75 110 PbSe 4 123 1.5 110

Bi2Te3 1.6 124 1.49 8 PbTe 2.1 110,122,125 1.45 110

d -C 1000 126 0.75 110 Si 130 110,127 1.06 110

Ca3AlSb3 1.6 128 SiC (3C) 360 129 0.75 110

Ca5Al2Sb6 1.2 61 β-Si3N4 155 110 0.7 110

Ca5In2Sb6 1.2 130 SiO2 8 113 0.8 131

CaO 30 120 1.57 110 SnO2 40 129

CdGeAs2 6.86 132 SnSe 1.5 133

CdGeP2 11 134 SnTe 1.5 135,136 2.1 8

CdS 16 110 0.75 110 SrO 12 110 1.52 110

CdSe 4.4 110,135 0.6 110 SrTiO3 8.5 137

CdTe 7.5 110,114 0.52 110 ZnGeP2 18 134

CuAlO2 56 138 1.3 139 ZnO 50 110 0.75 110

CuGaSe2 4.2 140 1.03 141 ZnS 27 110 0.75 110

Fe2O3 11 142 1.51 143 ZnSb 3.5 144 0.76 145

GaAs 50 110,146 0.75 110 ZnSe 33 103,110 0.75 110

GaN 220 147 0.7 110 ZnSiAs2 14 134

Ga2O3 14 148 ZnTe 18 110 0.97 110

GaP 110 149 0.75 110 ZrNiSn 17.2 150

InP 68 110,149 0.6 110

Table 3.3. Room temperature experimental lattice thermal conductivity
(κL) and Grüneisen parameter (γ) measurements from the literature used
in the improved semi-empirical model.

measurements varies by sample. Additionally, the temperature dependence of the κL is

consistent with our assumption of Umklapp scattering dominating in this temperature

regime.
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The resulting comprehensive dataset, which is a combination of the original mate-

rial dataset, an additional literature search, and in-house experimental measurements,

provides a well-rounded dataset and supplements the low κL regime. Table 3.3 gives the

experimental κL values used in the semi-empirical model. All lattice thermal conductivity

values used in the semi-empirical model are taken at room temperature (300 K).

3.4. Addition of Structural Parameter for Improving Fit

Using the original model with A1 and A2 equal to 2.7× 10−4 K−1 and 1.5× 10−23

JK−1, respectively, κL is predicted fairly well, within half an order of magnitude, as seen

in Figure 3.2. There is no difference between the original material dataset, additional

literature compounds, and new measurements. They were simply added to supplement

and expand the dataset. However, there is a trend that tends to underestimate κL for

materials with high experimental lattice thermal conductivity and overestimate κL for

low thermal conductivity materials motivating the addition of a structural parameter for

better predictions.

An effort was undertaken to better understand what attributes lead to predictions that

deviate significantly from the experimental measurements and whether any material pa-

rameters not previously considered in Equation 1.9 should be added to the semi-empirical

model. Approximately 40 additional structural and chemical attributes were considered,

including space group, Wyckoff multiplicity, elemental mass, atomic number, coordina-

tion, and electronegativity, as well as variations on these such as maximum coordination,

lightest element relative to the average, maximum minus average atomic number, and

standard deviation of electronegativity.
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The best version of the previous model was determined by allowing all terms in Equa-

tion 1.9 to be fit, producing a baseline AFD of 1.88 as shown in Figure 3.6. This demon-

strates the best possible fit achievable with the semi-empirical model previously described,

not accounting for data being overfit with too many free parameters. An attribute was

added to the model assuming exponential behavior, allowing the exponent to vary from

-5 to +5 which is consistent with other terms in the equation. The AFD was minimized

to determine the best model with this new attribute included, the first attribute removed

and replaced with a second, and the process repeated for all possible attributes. Among

all of these possible attributes, coordination number stands out as the most promising

addition to reduce the AFD, as seen if Figure 3.6. This demonstrates that among the

37 structural attributes, most would not significantly improve the model if added, but

the average coordination number, if introduced into Eq. 1.9, would greatly improve the

semi-empirical model accuracy.

It has previously been proposed that the coordination number is related to the Grüneisen

parameter;26,151 the average γ for octahedral coordinated materials is higher than that

for tetrahedral compounds, as seen in Figure 3.7. In this dataset, compounds with ex-

perimentally measured γ yield values from 0.5 to over 2. Tetrahedrally bonded structures

have an average γ of approximately 0.75 whereas octahedrally bonded structures have γ

of approximately 1.5. However, in Equation 1.9 the Grüneisen parameter is uniformly

incorporated in A1 to allow for low cost computations, and thus it is a constant for all

calculations. This approach contributes significant scatter to the predictions as can be
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Figure 3.6. The AFD between experimental and modeled κL when using
additional attributes. A baseline accuracy of 1.88 for the model is shown
in blue. When added to the semi-empirical model and allowed to be fit,
most attributes do not significantly reduce the AFD, but incorporation of
average coordination number (CN) yields notably improved accuracy.

seen in Figure 3.8, which shows the entire κL dataset differentiated by average coordina-

tion number. Materials with an average coordination of 4 are generally underestimated

by the model and those with a coordination of greater than 4 are overestimated.

With the assumption that bonding and local coordination has the largest effect on the

Grüneisen parameter, γ can be approximated based on the average coordination number.

A functional form for this relationship was chosen such that the estimated γ is lower at

small coordination and higher for large coordination as is observed in experimental data:

(3.1) γmodeled = γ0(1− e−a(CN−CN0)).
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Figure 3.7. The average coordination number is related to the experimental
γ. The black line is the equation which best fits the present data, as given
in Equation 3.1.

This equation was fit to all experimental γ measurements in this study using the average

coordination as previously defined. The parameters, γ0, a, and CN0, were refined to

minimize the average factor difference between estimated and experimental γ. Due to

the large number of experimental measurements at or near 0.75 and 1.5 in the present

dataset, the average Grüneisen parameters are 0.76 and 1.53 for tetrahedral and octahedral

compounds, respectively. As can be seen by the black line in Figure 3.7, the estimates for

γ are close to these averages, though that may not be visibly apparent.

Here the coordination number serves as a simple, computationally inexpensive proxy

for the Grüneisen parameter to reduce computational costs; however, we can link coor-

dination and γ from a physical viewpoint. γ is a measure of anharmonicity which arises
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Figure 3.8. Systematic errors in κL show a strong correlation with coordina-
tion number (color). In general, the thermal conductivity of lower average
coordinated materials is underestimated while that of higher coordinated
materials is overestimated. A factor of two is shown with a dotted line and
half an order of magnitude is shown with a dashed line.

when vibrations of an atom are asymmetric. As Zeier et al. argued,26 these asymmet-

ric vibrations can be found in soft lattices or more open structures that are not as well

packed. Compounds with a higher coordination number typically have longer average

bond lengths leading to both softer lattices and more space. This trend of higher γ for

materials with a higher average coordination is demonstrated in Fig. 3.7, though there are

variations due to other more complex factors. Though it has previously been suggested

that the electronegativity, bond type, and other attributes influence γ,152 this study did

not find electronegativity or other structural parameters to have a significant impact in

reducing the average factor difference in the estimation.
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3.5. Refinement of κL Model

With the goal of reducing the difference between the experimental and predicted value

of κL, namely the average factor difference, the semi-empirical model was fit to the existing

experimental data. The resulting optimized κL model is given by:

(3.2) κL,tot = A1
Mvys
γ2V znx

+
3kb
2

(π
6

)1/3 vs
V z

(
1− 1

n2/3

)
.

To avoid overfitting of data, the adjusted R2 was used. The coefficient of determina-

tion, R2, will always increase as the number of explanatory variables increases. However,

adjusted R2 only increases when the addition of another variable improves the model

more than would be expected due to random chance. Therefore, the best model is that

with the maximum adjusted R2, which accounts for the number of fitting parameters and

samples. While R2 can range up to a value of 1 indicating the regression perfectly fits the

data, R2
adj. will always be less than R2. To determine which variables to fit in order to

optimize the model (Equation 3.2), all terms were held constant while each variable was

allowed to vary one at a time. It was found that the free parameter leading to the lowest

AFD was A1. The R2
adj. was determined and a second free parameter was added to the

model, allowing both A1 and the second parameter to vary. This process was repeated

until the fifth free parameter led to a decrease in the R2
adj., indicating that four fitted

variables, A1, x, y, and z, lead to the best model without overfitting the data. Allowing

the next most important parameter, the exponent on noptical, to be a free parameter did

not improve the model significantly enough to justify the use of a fifth fitting parameter
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Figure 3.9. The addition of further variables improves the lattice thermal
conductivity model as measured by R2. However, the adjusted R2 shows
the improvements do not warrant additional variables beyond the first four.

according to the R2
adj. criterion. This can be visualized in Figure 3.9, which shows that

the four variable model is the optimal choice. The fitting parameters used in the final

model are shown in Table 3.4.

The resulting predictions using this model in Figure 3.10 show good agreement be-

tween experimental and predicted κL, and represent a significant accuracy improvement

compared to the original model shown in Figure 3.8. Note that the predicted κL values

for Figure 3.10 are generated using the “leave one out” method. The new model with

four fitting variables was fit to 62 data points and then used to predict the κL of the 63rd

compound (i.e. the model is fit to all compounds in the study except GaN and then the

κL of GaN was predicted using this model) and then iterated over the entire dataset.
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Variable Value Units
γ0 7.34 N/A
a 0.0586 N/A

CN0 2.13 N/A
A1 0.00269 K−1

(nacoustic)
x x=1.05 N/A

(vs,acoustic)
y y=4.43 N/A

V z z=0.334 N/A

Table 3.4. The semi-empirical model for lattice thermal conductivity is
based on an evolving set of experimental data and associated calculations
and thus the fitted terms are expected to change as the model evolves. For
the fits employed within this paper for the complete dataset, the following
terms are used when the material parameters are in SI units.
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Figure 3.10. The final semi-empirical model of κL leads to an average fac-
tor difference of only 1.5 from experimental lattice thermal conductivity,
a significant improvement achieved through incorporation of a structural
parameter.
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AFD A1 x y z
Test set 1 1.63 0.00217 1.04 4.59 0.356
Test set 2 1.56 0.00202 1.06 4.64 0.357
Test set 3 1.39 0.00196 1.07 4.61 0.329
Test set 4 1.41 0.00230 0.994 4.36 0.340
Average 1.49 0.00225 1.04 4.55 0.345

Reported model 1.48 0.00230 1.03 4.51 0.334

Table 3.5. A summary of the AFD and each of the fitting variables in the
cross validation study for each test set as well as the average and the results
of fitting the entire dataset.

Furthermore, four-fold cross validation was performed to determine the validity of

the semi-empirical model in not just describing but also predicting κL. The results are

summarized in Table 3.5. Within this dataset, both the leave one out method and cross

validation indicate that the model is predictive rather than just descriptive.

The model presented here accurately predicts lattice thermal conductivity across a

diverse range of compounds over four orders of magnitude in κL. The resulting model

has a factor difference of 1.48, a significant improvement over the previous work. While

the expansion and diversification of the dataset provided justification for increased fitting

parameters according to the adjusted R2 analysis, the majority of the improvement is

driven by the treatment of γ as seen in Fig. 3.6. Here γ was approximated using the

average coordination number (Eq. 3.1) and it should be noted that the semi-empirical

model simplifies the speed of sound as vs ' (B/d)1/2.

For the improved semi-empirical model, the different speed of sound dependence can

be explained by the use of a Debye model here whereas the speed of sound actually

rolls flat similar to a Born-von Karman model.8,153,154 Other possible reasons include

the presence of velocity or stiffness-dependent scattering or breakdown of the Dulong
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Figure 3.11. Experimental lattice thermal conductivity shown against pre-
dicted κL with standard functionals (filled symbols) vs van der Waals-
corrected functionals (open symbols) using the original model from Yan
et al.. This demonstrates the need for van der Waals-corrected functionals
for quasi-2D layered compounds.

Petit approximation. Similarly, although n−2/3 is the dependence obtained by Slack for

the acoustic branch,103 the value here is within the bounds of n−1/3 and n−1 expected

for Umklapp and boundary scattering, respectively.8 Rather than implying boundary

scattering, it is likely that the n and V dependence of the improved model indicate a

role in scattering strength that is not captured by our simple estimate of the Grüneisen

parameter fit.

Note that van der Waals-corrected functionals are necessary to accurately predict

the bulk modulus, and thus thermal conductivity, of layered materials. In comparing

the predicted and experimental lattice thermal conductivity for these new compounds
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and previous literature reports, it was found that there are large differences for some

materials. As seen in Figure 3.11, it is necessary to use van der Waals-corrected functionals

to accurately compute the bulk modulus and thus lattice thermal conductivity of layered

materials.

3.6. Comparison of Refined Model with Previous Efforts

Accurate, low cost, and high-throughput predictions of κL are useful for a variety of

applications. To highlight the advantages of this semi-empirical model, it is compared

to previous high-throughput methods used in the literature. Both Madsen et al.89 and

Toher et al.90 employ the quasiharmonic Debye approximation and calculate κL according

to the equation proposed by Slack.103 In Ref. 89. they perform full Grüneisen parameter

calculations followed by mode-averaging, resulting in fairly accurate but expensive calcu-

lations which limits the dataset to only rocksalt, zincblende, and diamond structures (2

atoms per unit cell). In Ref. 90 an alternative approach is taken, screening a much larger

set of compounds to rank different classes by order of magnitude. Ref. 90 uses the Mie-

Grüneisen equation to calculate γ, requiring just the volume, pressure, number of atoms,

and Debye temperature. The result is a much less computationally expensive method

that allows a much larger number of calculations to be performed on more complex cells

but produces less accurate predictions. Though Refs. 89 and 90 both use the classical

exponents on each property, neither consider the κL,opt contribution to the total κL.

Due to the use of three different models each using a distinct way of computing the

Grüneisen parameter, there is variation in modeled γ for each experimental value, as seen

in Figure 3.12. Though this work appears to underestimate γ, the fit used here produces
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the minimum possible average factor difference due to numerous γexp measurements at

0.75 and 1.5 for tetrahedral and octahedral compounds, respectively. Both this work and

Ref. 89’s mode-averaged γ predictions have strong correlations with experiment (Table

3.7). For both the Pearson and Spearman rank correlation coefficients, a value of 1 shows

ideal positive correlation between the experimental. However, these correlation coeffi-

cients are only a measure of linear or monotonic relationships between two values and

don’t account for the offset between experimental and predicted properties and as such,

the average factor difference is needed to fully grasp the accuracy of the various mod-

els. The inexpensive Mie-Grüneisen method employed by Ref. 90 performs poorly on all

metrics, systematically overestimating γ and having a weak correlation with experimental

data. The high correlation coefficients and low AFD demonstrate that the simple method

presented here is at least as accurate in estimating γ as more computationally expensive

high-throughput methods.

Though approximating γ is needed, whether using the quasiharmonic Debye or semi-

empirical model, the property of interest is κL. To further verify the predictive power of

this semi-empirical model and compare it to other models, the same four randomized test

sets used for cross validation were compared with other models. Since the training set

for the semi-empirical model does not include the test set, this allows for comparison of

the AFD between the semi-empirical model and those of Ref. 89 and Ref. 90 within each

of the test sets. The results for each of the four test sets are summarized in Table 3.6

which shows that our model performs similarly to the Ref. 89 model and better than the

Ref. 90 model within each test set and on average. Additionally, there is no significant

variation in the ability of the semi-empirical model to predict κL in any given randomized
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Figure 3.12. Comparison of γ approximations between the semi-empirical
model and previous high-throughput efforts. Though simple, the estimation
of γ using the coordination number is no less accurate than other high-
throughput methods.

set taken from the complete dataset. Also note that the κL prediction accuracy is similar

for both simple and complex compounds. As summarized in Table 2, the AFD for more

complex compounds not considered in other models is 1.51 and 1.52 for the average of

the four fold cross validation and the leave one out method, respectively. These are both

similar to the 1.48 AFD for the dataset as a whole demonstrating the versatility of this

semi-empirical model.

It has been demonstrated through four-fold cross validation that the fitting parameters

do not significantly change between the test sets (Table 3.5) and that the predictions

for these tests sets compare favorably with other models (Table 3.6). Therefore, κL
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Dataset 1 Dataset 2 Dataset 3
# compounds 24 17 22

Ref. 89 SE Ref. 90 SE SE
Test set 1 2.03 1.68 3.19 1.55 1.71
Test set 2 1.57 1.52 3.07 1.50 1.61
Test set 3 1.81 1.18 4.08 1.42 1.23
Test set 4 1.53 1.50 3.69 1.42 1.23
Average 1.73 1.47 3.51 1.43 1.51

LOO method - 1.49 - 1.45 1.52

Table 3.6. Comparison of the average factor difference using four-fold cross
validation test sets and the leave one out (LOO) method. Dataset 1 includes
the compounds in Ref. 89 and the present semi-empirical (SE) model,
Dataset 2 are those in Ref. 90 and the SE model, and Dataset 3 includes
those compounds used in the present work but neither Refs. 89 or 90.

predictions are made for a single compound using the leave one out method and compared

on a case by case basis with the other models.

The resulting predictions are shown in Figure 3.13 by taking the ratio of predicted

to experimental lattice thermal conductivity. Thus predictions of κL equal to the exper-

imental value have a value of 1.0 whereas under- and over-estimation by a factor of two

are shown as 0.5 and 2.0, respectively. For the compounds considered in all three models

(Fig. 3.13a), just Ref. 90 and this work (Fig. 3.13b), and only the present semi-empirical

model (Figure 3.14), the compounds are shown in increasing order of experimental thermal

conductivity.

As seen in Figure 3.13a and Table 3.7, the semi-empirical model developed herein

performs equally well at predicting κL. On average, the factor difference between predicted

and experimental κL for the present model and that used by Ref. 89 is half that of Ref. 90.

Similarly, the Pearson and Spearman rank correlation coefficients for these two models are

comparable and closer to the ideal value of 1 than that for the Ref. 90 predictions. The
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Figure 3.13. Comparison of predicted κL with experimental values finds the
method herein combines accuracy with low computational cost. (a) shows
those rocksalt, zincblende and diamond structured materials calculated in
all models while (b) shows those more complicated structures only handled
by the present model and Ref. 79. Horizontal dashed lines show over- and
underestimation by a factor of 2 from experimental κL.
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Figure 3.14. Ratio of predicted vs experimental lattice thermal conductiv-
ity for those compounds only considered in the present study and not in
previous efforts. Even for layered compounds, Zintls, and complex oxides,
predictions are accurate; most compounds are within a factor of 2 from the
experimental measurements, and all within a factor of 3.

κL predictions for Ref 89 are accurate for the simple rocksalt, zincblende, and diamond

structures but their method is much more computationally expensive (a few orders of

magnitude for simple structures and even more costly for complex structures). Ref. 90’s

method is useful for screening large datasets but overestimates γ and underestimates the

lattice thermal conductivity for compounds with experimental κL≥ 10 Wm−1K−1. A

graphical comparison of the accuracy of each of these models on the respective datasets

is shown in Figure 3.15.
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This work Ref. 89 Ref. 90
γ Factor Difference 1.21 1.54 2.17
γ Pearson Correlation 0.815 0.834 0.214
γ Spearman Correlation 0.799 0.654 0.0917
κL Factor Difference 1.48 1.71 3.36
κL Peason Correlation 0.983 0.983 0.969

κL Spearman Correlation 0.953 0.957 0.807

Table 3.7. A summary of the comparison between this work and other pre-
vious high-throughput models, for both γ and κL. This includes the average
factor difference as well as the Pearson and Spearman rank correlation co-
efficients.
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Figure 3.15. Graphical comparison of lattice thermal conductivity average
factor difference. Each of three models is represented by a different color,
and various hash marks show different cross validation. Here it is easily
seen that the SE model performs equally well across simple to complex
compounds. For the compounds considered by other models, the SE model
is as accurate as an expensive model and much more accurate than an
inexpensive model.
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3.6.1. Limitations

Given the semi-empirical nature of the model, the predictive power is limited by the data

to which the model is fit. Included here are covalent and ionic materials with chemistries

ranging from simple elements to complex quaternaries and structural diversity spanning

simple crystals (d-C) to complex Zintl phases, cage-like structures, highly anisotropic

quasi-2D structures. The current model is applicable to bulk materials but not micro-

and nano-structured materials. The model is meant to handle stoichiometric materials

so while intermetallic compounds such as half-Heuslers can be handled by the model, κL

of solid solution alloys such as Si1−xGex cannot be accurately predicted. Small amounts

of substituted elements, whether as an alloy or dopant, are not expected to drastically

change the κL but could affect descriptors used here such as the number of atoms per unit

cell. As such, application of our model should be limited to well-defined crystal structures

found in databases such as the ICSD, allowing prediction of κL of the “parent” material.

From these predictions of the stoichiometric compound, alloy scattering models such as

that proposed by Klemens155 or Yang et al.156 can be used for substituted materials.

3.7. Conclusions

Here we ‘close the loop’ between theory and experiment, yielding a predictive model

of thermal conductivity that has an average factor difference of less than 1.5. Begin-

ning with predictions from prior work, the original lattice thermal conductivity material

dataset was expanded through the growth and characterization of eight bulk polycrys-

talline compounds for the first time and incorporation of additional literature results. By

growing the dataset to 63 diverse compounds, it was possible to incorporate additional
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parameters in the semi-empirical model to account for anharmonicity and the associated

phonon-phonon scattering rate. Additionally the model was tested using four fold cross

validation and the leave one out method to predict κL and compare with other models.

The result is a high-throughput, low cost computational method that does not require

explicit calculation of the Grüneisen parameter or numerous elastic constants. As the

model only requires the bulk modulus to be determined using density functional theory,

it is applicable to structurally complex materials. Note that the semi-empirical model

works for both layered and 3D materials, though van der Waals functionals must be used

for quasi-2D materials to accurately compute the bulk modulus. It should be expected

that further refinements of the model will take place when choosing a dataset that is

targeted to a specific chemical space.

3.8. Note on Average Factor Difference

The original publication of this paper defined the Average Factor Difference (AFD)

with the order of operations being: 1) difference (absolute value difference between ex-

perimental and predicted), 2) average, 3) factor (log scale transformation). All analysis

in the paper uses this formulation for AFD where the averaging is performed prior to the

transformation to a log scale. After further discussion, a more correct formulation would

perform the log factor transformation prior to the averaging. It was determined that a

submission correction to the journal was not necessary due to the small change in AFD

between these two formulations (less than 0.1), rather this will be corrected in the next

iteration. All AFD values used in this chapter of my thesis remain the same as those used

in the original paper.
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CHAPTER 4

SnO as a Potential Oxide Thermoelectric Candidate

This Chapter contains contents reproduced from Journal of Materials Chemistry C 5,

8854-8861 (2017) with permission from the Royal Society of Chemistry.

4.1. Summary of Research

In the search for new thermoelectric materials, high-throughput calculations using

a combination of semi-empirical models and first-principles density functional theory

present a path to screen large numbers of compounds for the most promising candidates.

Using this method, 735 oxide materials were assessed for their thermoelectric performance

potential, and SnO was identified as an n-type candidate. Computations indicate a dis-

persive and doubly degenerate conduction band edge as well as lone pair electrons. Lone

pair s-orbital semiconductors have demonstrated unusual properties in their electronic

structure and thermal properties, making SnO a material of interest for applications in-

cluding oxide electronics and thermoelectrics. We report thermal conductivity as low as

0.75 Wm−1K−1 at 525 K for bulk, polycrystalline SnO. The Hall effect and Seebeck coef-

ficient were measured and a high p-type mobility of 30 cm2V−1s−1 at room temperature

for a polycrystalline sample was reported. The stability was computationally assessed,

offering insight into the challenges associated with achieving n-type behavior.
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4.2. Introduction

Thermoelectric (TE) generators offer a solid-state, clean, and reliable method to har-

vest energy from waste heat. Traditional thermoelectric materials are predominantly

chalcogenides (e.g. PbCh, SnCh, Bi2Ch3, Sb2Ch3, where Ch = S, Se, Te)51,157,158 and

pnictides (e.g. CoSb3, CeFe4Sb12, Yb14MnSb11, Zn4Sb3, Mg3Sb2).32,159–163 However, the

elements present in these thermoelectric materials are either toxic (Pb, Sb) or scarce (Te,

Bi, Sb) in the earth’s crust.164 In addition, these thermoelectric materials are unstable

at higher temperatures or are susceptible to oxidation or sublimation.165–167 Oxide TEs

containing earth-abundant and non-toxic elements are a possible solution to the toxicity

and stability issues as oxides are generally stable in oxidizing atmospheres and at high

temperatures.168 However, oxide thermoelectrics with reasonably high zT are rare pri-

marily due to their lower mobilities and larger lattice thermal conductivities compared to

chalcogenides and pnictides.

Historically, the search for new thermoelectric materials has been led by empirical ap-

proaches using a combination of structure-property relationships, intuition and serendip-

ity.13 Recent advances in computational approaches have enabled reliable predictions of re-

ciprocal space properties (electrons and phonons)89,90,169 and accelerated computationally-

guided discovery of new thermoelectric materials.8,43,55,105,170–172 One of the approaches to

computationally predicting TE performance is to use a semi-empirical descriptor,65,76,77

which can be determined from simple first-principles calculations to predict the potential

for thermoelectric performance of a material. This approach offers a high-throughput

(HT), computationally-tractable way to assess the TE performance of large families of

compounds.
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In this work, the potential for thermoelectric performance of 735 metal-oxides was

assessed using the semi-empirical descriptor β.76 From this high-throughput search, SnO

was identified as a candidate material containing earth-abundant and non-toxic elements

based on the predicted value of β. Previous studies of SnO as a functional oxide material

include applications as a gas sensor,173 transparent conducting oxide (TCO),174 and thin

film transistor,175 indicating the potential use of SnO for oxide electronics. Phase-pure

SnO samples were produced to measure the properties. We confirmed experimentally the

low lattice thermal conductivity predictions and demonstrated an indirect optical band

gap of 0.68 eV. We report the Hall effect and thermoelectric measurements for SnO.

Though we were able to dope SnO p-type with two processes to study the thermoelectric

properties, n-type doping without significant impurities proved challenging. Computa-

tional assessment offered insight into the stability of SnO.

4.3. High-throughput Search

In this work, the quality factor β was calculated for 735 oxides reported in the Inorganic

Crystal Structure Database,62 consisting of s, p, and d block elements. The calculated

value of β (only considering those materials with calculated DFT band gaps larger than 10

meV) is shown in Figures 4.1(a) and 4.1(b) as functions of µe (intrinsic electron mobility)

and µh (intrinsic hole mobility) and κL, respectively. The data are also available through

the open-access database, TEDesignLab (www.tedesignlab.org).176 The values of β for

PbTe, a well-known thermoelectric material, are ∼16 for both n- and p-type transport;

therefore β for PbTe is used as a reference to gauge the predicted performance of the

oxides. The gray markers in Figure 4.1 represent chalcogenides and pnictides. In general,
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Compound SG β(n) Compound SG β(p)
SiSn6O8 186 23 HgO§ 2 26

PbO§ 57 16 LaGaO3 62 24
BaO2

‡ 65 15 Rb2Co2O3 62 22
In2O3

‡ 62 12 Ba2PbO4
§ 139 19

SnO 129 11 SrSnO3 62 17
Cd2SnO4

§ 55 10 BaPbO3
§ 74 16

PbHfO3
§ 221 10 BaO2

‡ 65 15
CdSnO3

§ 62 10 HfO2
‡ 225 13

SnO2
‡ 205 9 CaGeO3 62 13

PbZrO3
§ 221 9 SrPbO3

§ 62 12

Table 4.1. Value of n- and p-type β for top ten oxide candidates. SG denotes
the space group. Superscript § indicates compound contains toxic elements
while ‡ indicates high-pressure or high-temperature phases.

oxides exhibit lower mobility (µ), particularly for holes, and higher lattice thermal con-

ductivity (κL) compared to chalcogenides and pnictides. Lower µ and higher κL are both

undesirable for thermoelectrics, which illustrates the challenge in identifying promising

new oxide thermoelectric materials.

Ten n- and p-type oxides with the largest values of β are shown in Table 4.1, the

majority of which are either high-pressure or high-temperature phases or contain toxic

elements such as Cd, Pb, or Hg. SnO was identified as a n-type candidate oxide contain-

ing earth-abundant and non-toxic elements. First-principles calculations indicate that

SnO possesses favorable electronic structure and thermal properties for thermoelectrics:

(1) dispersive conduction band edge (low effective masses m∗), (2) doubly degenerate

conduction band edge, and (3) Sn s lone pairs, which are responsible for anharmonic in-

teractions and consequently, low lattice thermal conductivity.177 While not identical, the

layered structure of SnO (tetragonal) with lone pair electrons is similar to SnS and SnSe

(orthorhombic). Both Sn monochalcogenides exhibit good thermoelectric performance as

demonstrated in some recent works.51,157,178
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Figure 4.1. Plots of electron (a) and hole (b) mobilities vs lattice thermal
conductivity (κL) in assumed n-type and p-type materials, respectively.
Marker color represents calculated value of β for oxides, where β ∼8 is
0.5βPbTe for both p- and n-type transport. Gray markers are all pnictides
(Pn) and chalcogenides (Ch) from TEDesignLab. Generally, oxides have
lower µ and higher κL compared to chalcogenides and pnictides.
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4.4. Charge and Phonon Transport Properties

SnO is known to crystallize in three different structures but the structure of interest is

the room temperature phase stable in ambient conditions - black SnO (space group 129,

P4/nmm).179 The crystal structure of SnO is shown in Figure 4.2, which consists of PbO-

like sheets stacked in the c-axis. These sheets are comprised of regular square pyramidal

polyhedra capped with tin (II) atoms, arranged in a zig-zag pattern when viewed along

the b-axis and a square net when viewed along the c-axis.

Oxides are generally considered poor candidates for thermoelectrics due to the highly

ionic bonding, which leads to large band gaps and less dispersive band edges. The latter

results in lower charge carrier mobilities compared to traditional thermoelectrics materials

that are predominantly chalcogenides and pnictides (Fig. 4.1). SnO exhibits favorable

(a) (b)

Sn O

Figure 4.2. (a) The crystal structure of SnO with layers in the a-b plane
stacked along the c-axis. (b) The crystal structure viewed along the c-axis
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Figure 4.3. (a) Brillouin zone for tetragonal SnO with special k-point paths
(b) Calculated band structure along special k-point paths. The shaded
region denotes the band gap. The doubly degenerate conduction band edge
is dispersive while the valence band edge, which is mainly composed of Sn
s lone pairs is flat. (c) The atom-projected density of states (pDOS) shows
that the conduction band edge is dominated by Sn p states while the valence
band edge is comprised of states derived from O p orbitals and Sn lone pair
s electrons.

electronic structure properties as shown in Figure 4.3. Unlike most oxides, SnO has

a small band gap (0.68 eV experimental, 0.32 eV calculated) and dispersive band edges.

The calculated band structure of SnO (space group 129) in Figure 4.3(b) shows an indirect

band gap of 0.32 eV. The highly ionic bonding in oxides also generally leads to large κL

(Fig. 4.1). However, κL has been shown to be low in materials with lone pairs, due

to larger phonon anharmonicities,177 as well as those with layered structures.180,181 The

combination of these leads to a low predicted κL of 1.66 Wm−1K−1 at 300 K for SnO

using the semi-empirical model.

Due to the layered crystal structure, the electronic structure is expected to be anisotropic

in SnO. The conduction band is dispersive in the plane of the layers (along X-Γ-M) as

well as out-of-plane (along M -A), with the minima at M doubly degenerate (Figure 4.3b).

The overlap of Sn p states leads to an interconnected network (Fig. 4.4(a)) that resides
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(a) CB (along c-axis)

(c) VB (along b-axis)

(b) CB (along b-axis)

Figure 4.4. Isosurface of charge density within 50 meV from (a) the conduc-
tion band minimum viewed along the c-axis, (b) the conduction band min-
imum viewed along the b-axis, and (c) the valence band maximum viewed
along the b-axis.
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in the interstitial space between the layers, as seen in Figure 4.4(b). This causes the con-

duction band to be less anisotropic compared to the valence band. The valence band edge

along Γ-M (in-plane) has low dispersion, and the partial charge density of the valence

band edge (Figure 4.4c) shows the characteristic “lobes” associated with lone pairs (Sn s).

There is no overlap between the lone pairs either in-plane or out-of -plane leading to the

observed high effective mass. The dispersive valence band along Γ-Z arises from in-layer

overlap between Sn p and O p, as also evidenced by the projected density of states in

Figure 4.3(c); the smaller band mass along Γ-Z may allow charge transport in-plane. The

high predicted β for n-type SnO (Table 4.1) is the result of a combination of the large

carrier mobilities enabled by the dispersive and doubly degenerate conduction band and

low lattice thermal conductivity due to the presence of lone pairs and a layered crystal

structure.

4.5. Synthesis and Stability

Tin monoxide was synthesized phase-pure (Fig. 4.5) using the solution process method

described in the Methods section. Hot pressing the phase-pure powder using the previ-

ously described method resulted in samples with a geometric density greater than 85% of

the theoretical density. Doping was attempted by substituting Ga for Sn using the solid

state reaction (SSR) or In for Sn using the precipitation reaction (PR). In both cases,

samples with less than 3 atomic percent dopant (Ga or In) were phase-pure, as observed

by XRD, but upon further addition, elemental dopant impurity was observed.

The synthesized SnO was determined to be phase-pure after the precipitation reac-

tion procedure using X-ray diffraction (Fig. 4.5). SnO was stable in air, vacuum, and
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Figure 4.5. The theoretical pattern for SnO (space group 129) as well as the
diffraction pattern for phase-pure SnO synthesized using the precipitation
reaction synthesis.

3 0 4 0 5 0 6 0

������������


�������	���


 

Int
en

sity
 (a

rb.
 un

its)

2 �����

����������

�����������


�β

2 6 2 7 2 8
�

���

Figure 4.6. The diffraction pattern for the unannealed SnO as well as SnO
sealed, evacuated, and then annealed under various conditions. The Kβ

peak for the main SnO peak is apparent in all diffraction patterns and the
main SnO2 peak is indicated by an asterisk for the 325 °C anneal.
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Figure 4.7. The diffraction pattern for the as-synthesized SnO, SnO ball
milled for 10 minutes in an argon atmosphere, and SnO doped with Sb dur-
ing the precipitation reaction. Both the ball milled and Sb doped samples
show SnO2 impurity with the main peaks indicated with an asterisk.

inert atmosphere (argon) up to ∼300°C for one week. However, increasing the annealing

temperature to 325 °C caused the decomposition of SnO to begin, as SnO2 impurities

were observed after 12 hours. Figure 4.6 shows the diffraction pattern of unannealed SnO

as well as SnO sealed in fused silica tubes evacuated to 10−5 mbar and annealed. Addi-

tionally, it was found that ball milling for more than a few minutes produced increasing

amounts of SnO2 impurity, as did attempts to dope SnO with Sb (Fig. 4.7). SnO showed

no impurities after pressing pellets, and annealing them at 275°C for up to one week did

not lead to any further densification.
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Figure 4.8. The normalized absorption vs energy spectra for bulk SnO
powder calculated using the Kubelka-Munk method. The indirect gap es-
timated from diffuse reflectance measurements is approximately 0.68 eV.

4.6. Property Characterization

It has been previously reported that measurements on a SnO thin film show an indirect

band gap of ∼0.7 eV and a direct gap of ∼2.7 eV.182 Diffuse reflectance was measured for

bulk SnO powder and the Kubelka-Munk method used to calculate the absorption. The

results on bulk SnO powders agree well with the previous DFT and thin film results,183

as the indirect band gap was determined to be 0.68 eV (Fig. 4.8). The DFT calculated

band gap of 0.32 eV is consistent with expectations for DFT to underestimate the band

gap.184

The electronic transport behavior for undoped SnO is shown as a function of tem-

perature in Figure 4.9. Typical room temperature values for mobility (µH) and carrier
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concentration (nH) are approximately 30 cm2V−1s−1 and 1× 1016 h+cm−3, respectively.

The Hall mobility decreases strongly with temperature suggesting phonon scattering dom-

inates. The relatively high mobility retained in these polycrystalline samples despite

porosity and grain boundaries indicates SnO is a good candidate for oxide electronics

applications. Previous reports have revealed thermally activated mobility in the room

temperature and below range, indicating the possibility of polaron hopping due to the

layered crystal structure.182 However, in the temperature range of these measurements,

the temperature dependence of the mobility indicates this is not the case. The carrier

concentration behavior as a function of temperature shows thermally activated behavior

with a slope that corresponds to a gap of 0.18 eV or a defect state of 0.09 eV.185 The

cause of natural p-type behavior was first believed to be due to tin vacancies.186 How-

ever, defect calculations by Varley et al. indicated that hydrogen incorporated during

processing would form tin vacancy and hydrogen (VSn-H) complexes that act as shallow

acceptors, 0.07 eV above the valence band maximum.183 This is similar to our result of

an activation energy of ∼0.09 eV from the carrier concentration data, as well as previous

reports of defect energy in the range of 90-100 meV.187

The thermoelectric properties are shown in Figure 4.10 as a function of temperature

for three samples: the undoped SnO, SnO doped with 1 at.% gallium using a solid state

reaction (SnO:Ga SSR), and SnO doped with 1 at.% indium during the precipitation

reaction (SnO:In PR). The Seebeck coefficient (Fig 4.10 (a)) shows that the gallium and

indium are doping the tin monoxide and increasing the p-type behavior as the resistivity

drops (Fig 4.10 (b)). The total thermal conductivity is shown in (Fig 4.10 (c)) and agrees

well with the prediction of κL of 1.66 at 300 K. Due to the low conductivity, the electronic
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Figure 4.9. Hall data for undoped SnO. The carrier concentration shows
thermally activated behavior while the mobility decreases strongly with
temperature. Dashed lines provide a guide to the eye.

thermal conductivity is negligible and thus the total thermal conductivity is dominated by

the lattice contribution. The lattice thermal conductivity is similar for all samples, though

the sample produced by the solid state reaction displays the lowest values. A possible

explanation is grain size reduction induced by the ball milling, as this has been shown to

decrease thermal conductivity in other systems.188,189 The zT is shown in Figure 4.10 (d)

as a function of temperature. Though the samples doped with Ga and In have somewhat

lower thermal conductivity and resistivity, their Seebeck coefficient is significantly lower

resulting in a lower zT .
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4.7. Dopability and Stability

Although p-type doping was achieved using both the solid state and precipitation

reactions, better thermoelectric performance is predicted for n-type SnO (Table 4.1).

Previous reports have indicated that n-type doping is possible by the incorporation of

>5% antimony in SnO thin films.187 The native p-type self doping of SnO has been

attributed to the formation of VSn-H complexes.183 For n-type doping with Sb to be

effective, the substitutional defect (SbSn) needs to avoid charge compensation with VSn-H

complexes. Additionally, synthesis must take place in Sn-rich conditions for n-type doping

since O-rich conditions will facilitate oxidation to SnO2, as well as the formation of Sn

vacancies,183 resulting in self-compensation that would forbid n-type doping.

To realize n-type SnO, extrinsic doping with Sb was attempted via both solid-state

and precipitation reaction routes. Significant impurities in the form of SnO2 were observed

for Sb-doped samples. Although Sb-doped SnO samples have negative Seebeck and Hall

coefficients, they contain significant amounts of SnO2 impurity and thus we cannot confirm

if the n-type behavior is because of SnO doping or due to the formation of SnO2, which is

natively n-type.190 Synthesis in Sn excess was also attempted but did not produce n-type

samples. Among the potential halide dopants, Cl was selected due to its size relative to

O as well as the low melting temperature of SnCl2 allowing low-temperature processing.

Unfortunately, Cl doping of SnO has been unsuccessful in our several attempts but does

not rule out the possibility of n-type doping of SnO using different deposition and doping

procedures and creative chemistry techniques.

The challenges associated with SnO are illustrated in Figure 4.11, which shows the

phase stability of the Sn-O binary chemical phase. SnO is in equilibrium with Sn metal
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Figure 4.11. Calculated phase diagram of the Sn-O system showing the sta-
bility regions of SnO and SnO2. ∆µO and ∆µSn are the chemical potential
changes of O and Sn, respectively, from their reference standard states (O2

gas, Sn metal). ∆µO=0 corresponds to O-rich conditions (equilibrium with
O2 gas) and ∆µSn=0 to Sn-rich conditions (equilibrium with Sn metal).
SnO has a narrow region of phase stability and readily oxidizes to SnO2.

and SnO2 while SnO2 is in equilirium with SnO and O2 gas phase. The range of Sn (∆µSn)

and O (∆µO) chemical potentials over which SnO is stable is much more narrow compared

to SnO2. Therefore, it is not surprising to find that SnO readily converts to SnO2 upon

heating or ball milling (Fig 4.7). Despite these challenges, we can look to another layered

IV-VI semiconductor for insight. While SnSe was reported to have a high p-type zT in

single crystal form,51 first-principles calculations predicted the zT to be even higher for

n-type SnSe compared to p-type.191 Doping SnSe n-type was deemed challenging due to
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the strong p-type behavior, yet it was successfully achieved for both polycrystalline192 and

single crystal193 samples. The limitations of temperature and milling necessitate other

processing techniques to realize the potential of SnO as an oxide thermoelectric indicated

by predictions. Although achieving phase-pure n-type SnO has been unsuccessful to date,

the prediction and subsequent realization of high zT in n-type SnSe, a system similar to

SnO, is promising.

4.8. SnO for Oxide Electronics

SnO thin films have been fabricated using a number of techniques but the electrical

properties appear to be highly dependent on processing conditions, especially deposition

atmosphere and temperature. Hole mobilities of up to 15-25 cm2V−1s−1 at room temper-

ature in thin film form have been previously reported.194–196 The mobility (30 cm2V−1s−1)

reported here is fairly high, especially considering that the sample is bulk, polycrystalline,

and not fully dense. This is likely due to the high dispersion along Γ-Z producing a smaller

band mass in-plane, as discussed previously. In semiconductors, carrier mobility is a key

performance metric197 and as such, the demonstration of high mobility in oxide materials

leads to excitement and investigation for oxide electronic applications. One such possible

application for SnO is as a transparent conducting oxide material. While this work re-

ports a high mobility, the carrier concentration is fairly low resulting in a low conductivity.

However, defect calculations by Varley et al. indicate the possibility to incorporate p-type

dopants.183 This points to the opportunity to realize high p-type mobility bulk samples.
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4.9. Conclusions

High-throughput predictions of the semi-empirical metric for thermoelectric perfor-

mance potential, β, were made for 735 oxide compounds. Tin monoxide was determined

as a promising n-type candidate for further work with calculations indicating favorable

electronic properties and low thermal conductivity. The thermoelectric properties of bulk,

polycrystalline p-type SnO are reported here as a function of temperature. The effect of

p-type dopants Ga and In were investigated and led to a reduction in thermal conductivity

and resistivity. Efforts to achieve n-type behavior were unsuccessful due to the formation

of significant concentrations of SnO2 during processing. To fully realize the potential of

SnO as an oxide thermoelectric, n-type dopants must be incorporated through alternative

synthesis techniques. The high p-type mobility demonstrated here offers the possibility

of p-type SnO for oxide electronics.
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CHAPTER 5

High Thermoelectric Performance of New Rhombohedral Phase

of GeSe Stabilized Through Alloying with AgSbSe2

This Chapter contains contents reproduced from Angewandte Chemie International Edi-

tion 56, 14113-14118 (2017). Copyright 2017 Wiley-VCH Verlag GmbH & Co. KGaA,

Weinheim.

5.1. Summary

GeSe is a IV–VI semiconductor, like the excellent thermoelectric materials PbTe and

SnSe. Orthorhombic GeSe has been predicted theoretically to have good thermoelectric

performance but is difficult to dope experimentally. Like PbTe, rhombohedral GeTe has

a multivalley band structure, which is ideal for thermoelectrics and also promotes the

formation of Ge vacancies to provide enough carriers for electrical transport. Herein, we

investigate the thermoelectric properties of GeSe alloyed with AgSbSe2, which stabilizes

a new rhombohedral structure with higher symmetry that leads to a multivalley Fermi

surface and a dramatic increase in carrier concentration. The zT of GeAg0.2Sb0.2Se1.4

reaches 0.86 at 710 K, which is 18 times higher than that of pristine GeSe and over four

times higher than doped orthorhombic GeSe. Our results open a new avenue towards de-

veloping novel thermoelectric materials through crystal phase engineering using a strategy

of entropy stabilization of high-symmetry alloys.
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5.2. Introduction

Thermoelectric materials, which can directly convert thermal energy to electricity,

have been investigated widely as clean and sustainable energy materials.1,7,198–200 Thermo-

electric performance depends on the thermoelectric figure-of-merit zT = α2σT/κ, where

α is the Seebeck coefficient, σ is the electrical conductivity, T is the absolute tempera-

ture, and κ is the total thermal conductivity. Enhancement of zT can be realized through

tuning the power factor (PF=α2σ) and reducing the thermal conductivity. The power

factor can be improved through carrier concentration optimization,7,201 increasing band

degeneracy (tuning crystal structure symmetry200,202 or band convergence29,203) and res-

onant doping level.204,205 Thermal conductivity can be reduced by introducing atomic

scale point defects,206 nanostructuring,158 and all scale hierarchical architecturing.207 Al-

though Bi2Te3 and PbTe based thermoelectric materials exhibit high zT , new thermo-

electric materials with earth abundant and less toxic elements are required for largescale

applications.158,208,209

Recently, SnSe has received extensive attention as a promising thermoelectric mate-

rial due to its high zT value, which primarily originates from the low thermal conductiv-

ity.51,210–215 GeSe has a similar layered orthorhombic crystal structure (Pnma) at room

temperature and transforms to cubic (Fm3m) at 920–930 K.216,217 Like SnSe and GeSe,

GeTe based compounds, including TAGS, are an example of another IV–VI compound

that undergoes a high-temperature phase transition (from rhombohedral to cubic) that

have been shown to have a high zT over 1.5.218–222 Density functional theory (DFT) cal-

culations have predicted that, for GeSe doped to the optimal hole carrier concentration

of 5× 1019 cm−3, a zT of 2.5 at 800 K could be achieved, superior to SnSe.223 However,
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the experimental zT for polycrystalline GeSe is only 0.2 at 700 K, primarily due to the

low carrier concentration.224 In principle, the carrier concentration should be tunable by

elemental doping, but in practice this has proved challenging. A wide range of elements,

including Cu, Ag and Na for p-type as well as Bi, Sb, La, As and I for n-type, have

been doped into GeSe, but the maximum carrier concentration reached, 1018 cm−3 by Ag

doping, is still far away from the ideal value from theoretical prediction.223,224 We herein

demonstrate that, by using an alloying strategy, the thermoelectric properties of GeSe-

based materials can be dramatically improved. For GeSe, it is found that alloying with

AgSbSe2 induces a structural phase transition from the original orthorhombic structure

of pristine GeSe to a rhombohedral phase. This transition to a high-symmetry phase, to-

gether with the band structure modification, leads to an increase of carrier concentration

to 1.2× 1020 cm−3. As a result, a high power factor of 1105 µWm−1K−2 and zT of 0.86 at

710 K for GeAg0.2Sb0.2Se1.4 was achieved. This not only confirms GeSe-based materials

as promising thermoelectric candidates, but also indicates that the strategy of entropy

stabilization of high-symmetry alloys can be exploited as an effective means of improving

thermoelectric performance for novel materials.

5.3. Phase Determination

Presented in Fig. 5.1 are the GeAgxSbxSe1+2x (x=0, 0.05, 0.1, 0.15, 0.2, 0.3) powder

X-ray diffraction (XRD) patterns of at room temperature. Enlarged versions are shown in

Fig. 5.2. Pristine GeSe (x=0) shows orthorhombic structure (Pnma) at room temperature

(a=10.830 Å, b=3.832 Å, c=4.396 Å), which is consistent with previous reports.224 As

x increases to 0.05, the rhombohedral structure (R3m) begins to form along with the
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Figure 5.1. a) XRD patterns of GeAgxSbxSe1+2x and b) crystal cell pa-
rameter (a = b) vs substitution amount for rhombohedral GeAgxSbxSe1+2x

(x=0.1, 0.15, 0.2, 0.3).

orthorhombic phase. At x=0.1, the structure is fully rhombohedral with a hexagonal

unit cell given as a=b=3.958 Å, and c=10.081 Å. This rhombohedral phase, which can be

regarded as the cubic rock salt structure stretched diagonally,218 is not present in either the

GeSe or AgSbSe2 end members.225,226 Similar to high entropy alloying, where the addition

of extra species in the alloy leads to the formation of a high-symmetry phase due to the

increased entropy,227–230 the entropy of GeSe is enhanced after alloying with AgSbSe2,

which leads to formation of the rhombohedral phase with a higher-symmetry structure.

Interestingly, substituting GeSe with Ag alone increases the carrier concentration but

does not cause a phase change, while substituting Sb alone causes a partial phase change

at high Sb content (Fig. 5.3).
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Figure 5.2. Enlarged powder XRD patterns of GeAgxSbxSe1+2x (x=0, 0.05,
0.1, 0.15, 0.2, 0.3) samples a) from 30°to 35°and b) from 43°to 48°.

Figure 5.3. a) Full XRD patterns and b) enlarged XRD patterns of Ag
doped GeSe (GeAgySe1+y) and Sb doped GeSe (GeSbzSe1+z) samples (y,
z=0, 0.05, 0.1, 0.2).
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5.4. Phase Transition

The phase evolution of GeSe in the transition from low to high symmetry is schemat-

ically shown in Fig. 5.4a. At high temperature, the structure of GeSe is the symmetric

cubic rocksalt but the low temperature phase is an orthorhombic structure that is highly

distorted from cubic. This distortion leads to changes in the distance between Ge and

Se atoms and a reduction of 6 equidistant neighbors to only three. The change in bond

length leads to a bilayer structure forming, with a van der Waals gap between the layers.

In contrast, the rhombohedral structure is only a slight distortion from cubic, giving the

appearance of opposite cube corners being stretched out. The rhombohedral structure

that forms when GeSe is alloyed with AgSbSe2 is only a slight distortion of the Se sub-

lattice relative to that of Ge. This leads to bonding more similar to the symmetric cubic

structure rather than the distorted orthorhombic structure. High-angle annular darkfield

(HAADF) images (Fig. 5.4b,c) and selected area electron diffraction (SAED) patterns

(Fig. 5.4d,e) further confirm the orthorhombic phase for pristine GeSe and rhombohedral

phase for GeAg0.2Sb0.2Se1.4, which corroborates the peak identification from XRD results.

When x>0.1, the main peak at 2θ=31.5° shifts towards smaller angles with increasing

content of Ag and Sb, indicating the substitution of Ag and Sb leads to lattice expansion.

The refined crystal cell parameters of GeAgxSbxSe1+2x (x≥0.1) are presented in Fig. 5.1b.

The cell parameter increases linearly with substitution, obeying Vegard’s law, which is to

be expected when Ag1+ and Sb3+ substitute for the smaller Ge2+.

For pristine GeSe, the crystal structure changes directly from orthorhombic (Pnma) to

cubic (Fm3m) at 920 – 930 K.216,217 However, for the AgSbSe2 alloyed samples, not only

does the more symmetric rhombohedral phase form at room temperature for x≥0.1, it
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Figure 5.4. a) Schematic of orthorhombic, rhombohedral, and cubic crys-
tal structures of GeSe. HAADF images of b) pristine GeSe and c)
GeAg0.2Sb0.2Se1.4 projected in the [001] direction. SAED patterns of d)
GeSe and e) GeAg0.2Sb0.2Se1.4.

leads to a transformation to the cubic phase at a lower temperature (523 K as opposed to

930 K). This can be seen in Fig. 5.5, which shows the XRD pattern as a function of tem-

perature for GeAg0.2Sb0.2Se1.4, where the double peaks between 2θ=43-47° move closer.
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Figure 5.5. a) Temperature-dependent XRD patterns of GeAg0.2Sb0.2Se1.4

and b) enlarged XRD patterns from 42°to 48°.

Figure 5.6. Sketch of possible phase diagram for GeSe alloyed with
AgSbSe2; lines are inexact.
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This indicates that as the temperature increases, the cubic nature of GeAgxSbxSe1+2x

also increases. This observation is similar to the doping effect of Ag-Sb in GeTe, where

the transition temperature from rhombohedral to cubic decreases from 700 K to 510 K

by Ag and Sb co-doping.231,232 A schematic representation of the possible phase space

in the GeSe-AgSbSe2 system is shown in Fig. 5.6. More data is needed to determine

exact positions of phase boundaries but this demonstrates the relative locations of the

orthorhombic, rhombohedral, and cubic phases.

5.5. Electronic Structure and Properties

The band structure calculated by DFT for GeSe in the rhombohedral phase is shown

in Fig. 5.7a, which has a band gap of 0.46 eV, compared to a DFT gap of 0.85 eV for

orthorhombic GeSe and an experimental band gap of 1.1 eV.223,233,234 For rhombohedral

GeSe, the band structure is quite similar to that of rhombohedral GeTe, a good thermo-

electric material (TAGS).218–222 Rhombohedral GeTe exhibits high carrier concentration

due to intrinsic Ge vacancies.235–237 The formation energy of Ge vacancies in rhombohe-

dral GeTe is low meaning Ge vacancies can form easily.236,237 A similar phenomenon in

rhombohedral GeSe may be expected due to the similar crystal structure, band struc-

ture, and bonding nature. The Fermi surface for rhombohedral GeSe (Fig. 5.7c) is much

more complex than that for orthorhombic GeSe,223 showing two sets of threefold sym-

metric sigma pockets that arise between Γ and P. Rhombohedral GeSe has more pockets

contributing to conduction compared to orthorhombic GeSe,223,227,228 with the multiple

bands for rhombohedral GeSe leading to a higher effective mass than orthorhombic GeSe.

The calculated effective mass of rhombohedral GeSe is 1.8 me compared to 0.75 me for
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Figure 5.7. a) Calculated electronic band structure and density of states, b)
Brillouin zone with high symmetry points, and c) Fermi surface at 2× 1020

cm−3 for rhombohedral GeSe.

orthorhombic GeSe.224 The contribution of more conduction pockets and the higher effec-

tive mass enhances the thermoelectric performance of GeSe in higher-symmetry structures

compared to the orthorhombic phase.29,223,229
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Pristine GeSe has a high Seebeck coefficient typical of a lightly doped p-type semi-

conductor (Fig. 5.8). The Seebeck coefficient peak corresponds to a Goldsmid-Sharp gap

of 0.85 eV, in reasonable agreement with previous measurements and DFT calculations.

With the co-substitution of Ag and Sb, the Seebeck coefficient drops dramatically for

x=0.05 followed by an increase in S with increasing x. The room temperature carrier

concentration for pristine GeSe is quite low, less than 1017 cm−3, consistent with previous

reports.224 In GeSe, with x≥0.1, the room-temperature carrier concentration is quite high

even though co-substitution of Ag1+ and Sb3+ should offset donor and acceptor effects.

This value of 1020 cm−3 is similar to rhombohedral GeTe, where intrinsic Ge vacancies

lead to a large number of acceptors, and is evidenced by the reduced Seebeck coefficient.

In the single phase rhombohedral region (x≥0.1), the carrier concentration decreases with

increasing x. In addition to the carrier concentration dropping with increased alloying,

the mobility decreases significantly in this single phase region, leading to a drop in the

conductivity as GeSe is further alloyed with AgSbSe2 in the rhombohedral phase region

(Fig. 5.8b).

Doping with silver alone increases the carrier concentration, and thus conductivity,

while simultaneously decreasing the Seebeck coefficient, consistent with substitution of

Ag1+ for Ge2+ (Fig. 5.9). The substitution of Ag for Ge in GeSe results in similar

carrier concentration, 1018 cm−3, and Seebeck coefficient as previous work.224 Doping

with Sb increases the p-type carrier concentration, which is contradictory to expectation

for Sb3+ substitution on Ge2+ sites to be an electron donor.220 The substitution of Sb3+

induces a partial phase transition (Fig. 5.3), with GeSbzSe1+z samples exhibiting a mixed

structure of orthorhombic and rhombohedral phases. The existence of the rhombohedral
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Figure 5.8. a) Hall carrier concentration, and b) mobility versus the sub-
stitution values (M) of x, y, z in GeAgxSbxSe1+2x, GeSbySe1+y, and
GeAgzSe1+z samples. Temperature-dependent c) electrical conductivity, d)
Seebeck coefficient, e) total thermal conductivity, and f) lattice thermal
conductivity of GeAgxSbxSe1+2x (x=0, 0.05, 0.1, 0.15, 0.2, 0.3) samples.
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Figure 5.9. Temperature-dependent a) electrical conductivity and b) See-
beck coefficient of GeAgySe1+y, and GeSbzSe1+z samples.

phase, which may have abundant intrinsic Ge vacancies, therefore increases the p-type

carrier concentration of GeSbzSe1+z samples. The presence of a secondary phase also

explains the low mobility in Sb doped samples. Only by alloying GeSe with AgSbSe2 to

form GeAgxSbxSe1+2x does the complete transformation of orthorhombic to rhombohedral

GeSe occur, with the accompanying high carrier concentration and high mobility.

The total thermal conductivity (κtot) of GeAgxSbxSe1+2x as a function of temperature

is shown in Fig. 5.8e. The lattice thermal conductivity (κL) was calculated by subtract-

ing the electronic thermal conductivity (κe) (Fig. 5.10) from κtot. Though κtot varies

between samples, the total thermal conductivity is dominated by the lattice contribu-

tion. The κL of pristine GeSe is 2.9 Wm−1K−1 at 300 K and decreases to 0.85 Wm−1K−1

at 710 K. Our results for pristine GeSe are similar to but slightly higher than previous

experimental reports for lattice thermal conductivity of orthorhombic GeSe (1.8 to 0.6

Wm−1K−1).224 The heat capacity and diffusivity are shown in Fig. 5.11. Like the lat-

tice thermal conductivity, the diffusivity for pristine GeSe exhibits a strong temperature
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Figure 5.10. Temperature-dependent a) Lorenz number and b) electronic
thermal conductivity of GeAgxSbxSe1+2x samples.

dependent behavior, which is typical for crystals, while the temperature dependence of

the rhombohedral samples is quite flat like a glass. The heat capacity has a baseline that

agrees reasonably well with the Dulong–Petit approximation (dashed line in Fig. 5.11a).

For the x≥0.1 samples, there is a peak in the heat capacity, corresponding to the phase

transition from rhombohedral to cubic, which decreases in temperature with increasing

x, in agreement with the possible phase diagram presented in Fig. 5.6. The phase tran-

sition leads to the bumps of (κL) and (κtot) for rhombohedral GeAgxSbxSe1+2x samples

in Fig. 5.8e,f. In the rhombohedral phase samples, both the mobility and lattice thermal

conductivity decrease with increasing substitution of AgSbSe2. A possible explanation for

this is impurity or point defect scattering due to alloying. The lattice thermal conductiv-

ity for polycrystalline GeSe samples is fairly low; however the theoretical prediction for

the thermal conductivity of GeSe is nearly two times lower than the experimental values

found here and by others,224 which accounts for most of the difference in maximum zT

between predictions and experiments.223
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Figure 5.11. a) Heat capacity of GeAgxSbxSe1+2x. Gray dashed line repre-
sents the Dulong-Petit approximation of 0.33 Jg−1K−1 for GeSe. b) Thermal
diffusivity for GeAgxSbxSe1+2x samples.

Figure 5.12. a) Power factor of GeAgxSbxSe1+2x samples and b) power fac-
tor of GeAgySe1+y and GeSbzSe1+z samples.

Alloying GeSe with AgSbSe2 dramatically improves the power factor, from a maximum

of 56 µWm−1K−2 at 710 K for pristine orthorhombic GeSe to 1233 µWm−1K−2 at 710

K for GeAg0.15Sb0.15Se1.3, significantly higher than the power factor for any of the single

element doped samples (Fig. 5.12). This is due to a combination of the increase in the

carrier concentration as well as the increase in degeneracy for the rhombohedral phase
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Figure 5.13. Temperature-dependent experimental zT (filled symbols and
solid lines) and maximum possible zT from the weighted mobility modelling
(open symbols and dashed lines) for GeAgxSbxSe1+2x (x=0, 0.05, 0.1, 0.15,
0.2, 0.3) samples.

as compared to the orthorhombic phase. The improvement of the power factor, coupled

with a decrease in the lattice thermal conductivity, leads to a maximum zT of 0.86 for

GeAg0.2Sb0.2Se1.4 at 710 K (Fig. 5.13). This zT value (0.86) is 18 times larger than that

of pristine GeSe (0.046) and more than four times higher than the previous reports for

GeSe.224 The high zT of GeAg0.2Sb0.2Se1.4 shows thermal stability as shown in Fig. 5.14.
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Figure 5.14. Two-cycle heating-cooling a) Seebeck coefficients and b) zT
versus T of GeAg0.2Sb0.2Se1.4.

5.6. Optimization of GeSe

An effective mass model can be used as a tool to optimize the thermoelectric effi-

ciency.18 Using transport measurements, the intrinsic material properties can be deter-

mined and combined to calculate β and thus the optimum zT . The effective mass of

orthorhombic Ag doped GeSe has previously been reported as ∼1.0 me at 700 K,224 con-

sistent with our calculation of ∼0.75 me for GeAgySe1+y at room temperature. For the

x=0.1 sample, the effective mass and mobility parameter are determined as 1.8 me, and

21 cm2V−1s−1, respectively, in the rhombohedral phase at room temperature. Using an

effective mass of 1.8 me, a Pisarenko plot (Fig. 5.15a) shows the rhombohedral phase sam-

ples are well fit by this model. However, without Hall data as a function of temperature,

the effective mass and mobility parameter cannot be determined at high temperatures, so

instead the weighted mobility is used to determine the quality factor β. Fig. 5.15b shows

the maximal zT as a function of Seebeck coefficient at various temperatures for the x=0.1

sample, the first fully rhombohedral sample. This demonstrates that the stabilization
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Figure 5.15. a) Pisarenko plot for rhombohedral GeSe showing fit with an
effective mass of 1.8 me at 300 K and b) zT vs Seebeck coefficient for
GeAg0.1Sb0.1Se1.2. Orange stars represent experimental Seebeck coefficient
at each temperature, showing experimental Seebeck coefficient is slightly
too low (and thus carrier concentration is too high), though very near the
maximum. The legend is temperature in Kelvin.

of the high-symmetry rhombohedral phase allows a carrier concentration very near the

optimum. This is the case for all of the rhombohedral samples, which have carrier concen-

tration slightly above the optimum, giving an experimental zT just below the maximum,

as shown in Fig. 5.13. This is in contrast with the pristine orthorhombic GeSe sample,

which shows a maximum zT significantly higher than the experimental measurement due

to the difficulty in doping to a higher carrier concentration, in agreement with previous

work.224

5.7. Conclusions

Although orthorhombic GeSe has been predicted to have a high zT based on DFT

calculations, this has not been experimentally realized due to the difficulty in carrier

concentration tuning. By alloying GeSe with AgSbSe2, a new rhombohedral phase is
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stabilized at room temperature, an example of entropy stabilization of a high symmetry

alloy. This rhombohedral phase is not fully stabilized by substituting either Ag or Sb

alone and is not present in either of the end members GeSe or AgSbSe2. Likely due to

Ge vacancies, the rhombohedral phase of GeSe has a high carrier concentration, similar

to rhombohedral GeTe. An effective mass model is used to show that the carrier concen-

tration for rhombohedral samples is very near the optimum. Combined with this high

carrier concentration, the rhombohedral phase, due to the higher symmetry compared to

orthorhombic, has a Fermi surface conducive to high thermoelectric performance. This is

realized as zT=0.86 for GeAg0.2Sb0.2Se1.4 at 710 K owing to the high carrier concentration

and low lattice thermal conductivity.
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CHAPTER 6

Polycrystalline ZrTe5 Parameterized as a Narrow Band Gap

Semiconductor for Thermoelectric Performance

This Chapter contains contents reprinted with permission from Physical Review Applied

9, 014025 (2018). Copyright 2018 by the American Physical Society.

6.1. Summary of Research

Transition metal pentatellurides HfTe5 and ZrTe5 have been studied for their exotic

transport properties with much debate over the transport mechanism, band gap, and

cause of the resistivity behavior, including a large low-temperature resistivity peak. Single

crystals grown by the chemical vapor transport method have shown a n-p transition of

the Seebeck coefficient at the same temperature as a peak in the resistivity. We show that

behavior similar to that of single crystals can be observed in iodine doped polycrystalline

samples, but that undoped polycrystalline samples exhibit drastically different properties;

they are p-type over the entire temperature range. Additionally, the thermal conductivity

for polycrystalline samples is much lower, 1.5 Wm−1K−1, than previously reported for

single crystals. It is found that the polycrystalline ZrTe5 system can be modeled as a

simple semiconductor with conduction and valence bands both contributing to transport,

separated by a band gap of 20 meV. This model demonstrates to first order that a simple

two-band model can explain the transition from n to p-type behavior and the cause of

the anomalous resistivity peak. Combined with the experimental data, the two-band
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model shows that carrier concentration variation is responsible for differences in behavior

between samples. Using the two-band model, the thermoelectric performance at different

doping levels is predicted, finding zT = 0.2 and 0.1 for p and n-type, respectively, at 300

K, and zT = 0.23 and 0.32 for p and n-type at 600 K. Given the reasonably high zT that

is comparable in magnitude for both n and p-type, a thermoelectric device with a single

compound used for both legs is feasible.

6.2. Introduction

Thermoelectric (TE) materials are those that convert a temperature gradient to a volt-

age or an electrical current flow into a heat flow, with applications in power generation

and Peltier cooling. This thermoelectric conversion of heat energy into electrical energy,

the Seebeck effect, has been well studied, with compounds optimized for use in various

temperature ranges and applications. Mid- and high-temperature thermoelectrics have

been well investigated, including PbTe, SiGe, and Zintl compounds.13,238–241 However,

there is a dearth of materials for applications at lower temperatures. To date, TE materi-

als for cooling applications fall into one of three families, Bi1−xSbx,
242,243 CsBi4Te6,244,245

or (Bi,Sb)2(Te,Se)3.246,247 Furthermore, construction of thermoelectric generators requires

thermal and chemical stability and matching between n and p legs of the device.248 Re-

cently, there has been interest in the use of layered transition metal pentatellurides for

low temperature thermoelectric applications. ZrTe5 and HfTe5 have demonstrated high

power factors, though the thermal conductivity is relatively high.249,250 Measurement on

needle-like single crystals showed the thermal conductivity to be in the ∼4-8 Wm−1K−1

range at room temperature.251 In contrast, recent calculations indicated that the lattice
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Figure 6.1. Schematic of two-band model for iodine doped polycrystalline
sample (or vapor grown single crystals) showing movement of the Fermi
level with increasing temperature and the resulting properties.

thermal conductivity should be much lower,65,76,176 and thus the zT higher than initially

thought, warranting further study.77

However, the optimization of thermoelectric performance through compositional tun-

ing of the pentatelluride materials has been difficult due to a poor understanding of the

underlying transport. Chemical vapor grown single crystals of ZrTe5 exhibit a peak in

resistivity (ρ) as a function of temperature and a change in sign of the Seebeck coeffi-

cient (α) at approximately 130 K. There have been many explanations for this behavior

over the years. Researchers first believed this was due to charge density waves,252 but
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diffraction, magnetic field, and compositional data indicated this was not likely the cause

of the peaked resistivity.6,253 Other explanations have since been advanced but there has

not been a consensus on the cause of the transport phenomena.254,255 The temperature-

induced Lifshitz transition has been studied as well as the quantum Hall effect and chiral

magnetic effect,256–261 but there remains a debate over whether pentatellurides are topo-

logical insulators with a small band gap or whether they are Dirac semimetals.262–267

To more specifically investigate the promise of ZrTe5 as a thermoelectric material,

we have produced bulk, polycrystalline ZrTe5 samples. Our undoped samples are p-type

over the entire temperature range, though substitution of iodine for tellurium causes a

transition to n-type at low temperatures, in agreement with previous reports. Using

experimental Seebeck coefficient, thermal conductivity (κ), and Hall data, we find that

in the polycrystalline form, these pentatellurides can be modeled as a narrow band gap

semiconductor with effective contributions from a single n-type conduction band and a

single p-type valence band. We then use our model to explain previous property observa-

tions in the literature, and are able to explain the resistivity peak in terms of a n-type to

p-type thermally-induced crossover, shown schematically in Fig 6.1. We also investigate

predicted thermoelectric properties from this model and show how to optimize the zT for

these polycrystalline materials, as well as note their potential use for both n and p-type

legs in the same device.

6.3. Synthesis and Characterization

ZrTe5−xIx samples were prepared by solid state reaction and hot pressing with powder

XRD used to monitor sample purity at room temperature (Fig. 6.2). Rietveld refinement
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Figure 6.2. X-ray diffraction of ZrTe5 and ZrTe4.85I0.15 are shown along
with tick marks corresponding to the theoretical peak positions for ZrTe5.

Figure 6.3. Rietveld fit of ZrTe5 (Cu-Kα1 radiation). Ticks mark the calcu-
lated reflection positions of the target phase while the baseline corresponds
to the residuals of a Rietveld refinement (Ri = 0.08, Rp = 0.15, Rwp = 0.21)
based on the reported crystal structure data. No pronounced preferred ori-
entation was observed by texture analysis. The lattice parameters of this
sample were a = 3.9880(3) Å, b = 14.5283(8) Å, c = 13.7305(9) Å.
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was performed by the WinCSD program package on the hot-pressed undoped sample and

the result is shown in Figure 6.3268,269. All compositions labeled in the text and figures

are the nominal composition. Samples were nearly phase-pure after solid state reaction

as well as following hot pressing. The geometric density of the hot pressed samples

was greater than 98% of the theoretical density for ZrTe5. Figure 6.2 shows the X-ray

diffraction pattern for the pure and iodine doped ZrTe5 samples as well as the theoretical

peak positions,269 indicating phase-purity for both samples. The Rietveld refinement is

shown in Figure 6.3, performed on the undoped sample following hot pressing. From a

careful texture analysis, preferred orientation of the grains was not observed, meaning

that the polycrystalline sample is a collection of mostly randomly oriented grains. This

safely allows modeling of the transport properties as isotropic even though the properties

in a single crystal are anisotropic.

6.4. Property Measurements

Figure 6.4 shows the raw measurements of the properties for both ZrTe5 and ZrTe4.85I0.15

at all temperatures. Above room temperature, Seebeck measurements are taken using the

light-pipe method, resistivity and Hall coefficient are measured using a 4-point van der

Pauw technique, and thermal conductivity using an LFA 457 as described in Methods.

These measurements are represented as orange “up” triangles and blue “right” trian-

gles for ZrTe5 and ZrTe4.85I0.15, respectively. Below room temperature properties were

measured in various systems. For ZrTe5, the Seebeck coefficient and resistivity were mea-

sured with a Physical Property Measurement System (PPMS, Quantum Design) with the

Thermal Transport Option (TTO) and are represented as orange “down” triangles. The
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Hall coefficient was measured using a 4-point VdP geometry described previously and

are shown as orange diamonds. For ZrTe4.85I0.15 the Seebeck coefficient, resistivity, and

thermal conductivity measured with PPMS-TTO are shown as blue “left” triangles. The

resistivity and Hall coefficient as measured with a PPMS using a 4-point VdP method

are shown using blue diamonds.

We have scaled all low temperature measurements to agree with high temperature ones,

using a multiplicative factor, in order to have smooth data across the entire temperature

range for modeling purposes. In the PPMS-TTO measurement, contacts are painted on

and assumed to be point contacts where in reality they are of significant size relative to

the sample. This is noticeable in the resistivity for ZrTe4.85I0.15 where the value measured

using the PPMS-TTO measurement at room temperature (6.53 mOhmcm) is significantly

higher than either the PPMS-VdP (2.14) or high temperature VdP (1.71). Even for the

low temperature VdP measurements using either the home-built or PPMS systems the

ratio of the contact size to sample size is much larger than that employed for the high

temperature measurements. Due to the confluence of all these factors we have scaled all

low temperature values to agree with high temperature ones, where the measurements for

both samples were taken using the same instruments and geometries. Raw data is shown

here for the interested reader with smoothed data shown throughout the rest of the text.

Most previous reports of ZrTe5 properties have been for single crystals grown by a

chemical vapor transport method. For these crystals, the Seebeck coefficient is linear at

low temperature, changes from n to p-type near 130 K, and has an absolute value of ∼100-

200 µVK−1, while the temperature-dependent resistivity has a peak around 130 K which

is a few times higher than the room temperature value.249,250,270–276 Recently a tellurium
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Figure 6.4. Raw data for ZrTe5 and ZrTe4.85I0.15 showing low temperature
and high temperature data before smoothing. Orange up arrows and blue
right triangles are for ZrTe5 and ZrTe4.85I0.15, respectively, measured above
room temperature as described in the text. Orange down and blue left
triangles are for low tempeature measurements using PPMS while diamonds
are for van der Pauw measurements. See text for specific details on the
instrument used to collect each.

self-flux growth technique was used to synthesize single crystals, an alternative to the

traditional vapor transport growth.256 These flux grown crystals exhibit similar behavior
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as chemical vapor transport single crysals in general, though there are some key differences

when compared with vapor grown crystals. For example, ρ does not trend toward zero

at 0 K, the n-type α is significantly larger in magnitude, and most importantly, the

temperature is much lower for the n-p transition and resitivity peak, around 60 K. This

indicates that synthesis techniques are very important in determining the properties of

ZrTe5. In addition to the influence on differences in the TE properties, both the vapor

growth and self-flux techniques produce needle-like single crystals which are small and

can present challenges for property measurement and sample loading. Finally, there are

seldom reports of the thermoelectric properties above 300 K,249 which would provide a

more complete understanding of the transport.

To resolve these issues, we synthesized ZrTe5 samples by solid state reaction and

hot pressing, producing large, bulk, polycrystalline samples for study across the entire

temperature range, approximately 0 to 700 K. The Seebeck coefficient and resistivity for

polycrystalline ZrTe5−xIx samples are shown in Figure 6.5. While the ZrTe4.85I0.15 sample

exhibits properties largely similar to previous reports on chemical vapor grown single

crystal samples, the behavior of undoped polycrystalline ZrTe5 is quite different (Fig.

6.5). The Seebeck coefficient for the latter is always positive and the resistivity peak is

shifted to a lower temperature, closer to 60 K, in addition to being smaller in magnitude

relative to ρ300K .

Shown in Figure 6.6 are sweeps of the Hall resistance vs magnetic field (B) for all

temperatures up to 300 K. This confirms the p-type nature of undoped ZrTe5 down to low

temperatures. Above approximately 150 K, ρxy is linear with B field for ZrTe5, indicating

a single carrier dominates. However, at lower temperatures, lines are curved, indicating
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Figure 6.5. Seebeck coefficient and resistivity for polycrytalline ZrTe5 and
ZrTe4.85I0.15. Dashed line at 130 K indicating resistivity peak and Seebeck
coefficient crossing zero for ZrTe4.85I0.15. Undoped ZrTe5, by contrast, has
a lower temperature resistivity peak and stays p-type over the full temper-
ature range.

multiple carrier types contribute. For ZrTe4.85I0.15, the Hall coefficient is negative at low

temperatures, crosses zero around 130 K, and becomes linear around 200 K. The trend is

in good agreement with previous reports for flux grown single crystals, with transitions

shifted to higher temperatures. The 120 K ρxy trace is positive at negative B field, crosses

to negative around -1 Tesla, goes through zero B field with a positive slope, and finally

crosses back from positive to negative ρxy at 1 T. This indicates that the p-type mobility is
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Figure 6.6. Resistivity and Hall resistance for both samples. (a) and (c)
are for ZrTe5 while (b) and (d) are for ZrTe4.85I0.15. Data in (a)-(d) collected
with SR830 and (e) was collected with PPMS.

much higher than the n-type mobility while the concentration is higher for n-type carriers

than p-type.

The resistivity (ρxx) and Hall resistance (Rxy) as a function of magnetic field are shown

in Figure 6.7 for these polycrystalline samples. At low temperatures, ρxx(B) shows an

antilocalization minimum at B = 0 typically associated with strong spin-orbit coupling

typical to the valence band and also the conduction band for narrow-gap materials.277 This

could also be attributed to topological surface states, possibly at grain boundary inter-

faces. Numerous unconventional effects have previously been observed in single crystals at

low temperatures, including the chiral magnetic effect,259,260 Lifshitz transition,256,278 Van
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Figure 6.7. Resistivity (a) and Hall resistance (b) for both ZrTe5 and
ZrTe4.85I0.15 at select temperatures (well below, near, and well above the
transition).
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Hove singularity,279,280 Zeeman splitting,281,282 and topological effects.262,264,265,277,278,283

This measurement demonstrates that some of the unconventional effects previously ob-

served at low temperatures in single crystals persist in polycrystalline samples as well.

However, at higher temperatures, these effects are less important in their contributions

to the transport behavior. As the temperature increases, ρxx(B) in Fig. 6.7(a) is less de-

pendent on magnetic field over the relevant magnetic field range, deviating at most ±25%

around the mean value, with a sharp curvature only at the lowest temperature. Thus we

define an arbitrary 150 K cutoff above which we argue that a Drude-like model with no

consideration of phase-coherent effects can approximate the observed behavior, but below

which a more careful model including weak anti-localization would be needed. The Hall

resistance for ZrTe4.85I0.15 is consistent with previous measurements256 and with Seebeck

coefficient measurements showing n-type conduction at low temperatures and switching

to p-type at higher temperatures, while undoped ZrTe5 remains p-type at all tempera-

tures, again consistent with Seebeck coefficient measurements. Both of the polycrystalline

samples show non-linearity of Rxy with B at lower temperatures, possibly indicating more

than one carrier contributes to conduction. As the temperature increases, Rxy becomes

linear with B, indicating a single charge carrier dominates.

6.5. Two-band Modeling

Although there are prominent features in the low-temperature magnetotransport as-

sociated with spin-orbit coupling and phase coherent scattering, as we shall demonstrate,

the higher temperature properties above 150 K can be reproduced with a simple two-band

model for all of the transport coefficients in this high temperature range. In addition, the
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qualitative trends at low temperature can also be reproduced with the same parametriza-

tion. We therefore propose a simplified two-band model that clarifies the significantly

different properties observed in ZrTe5 samples produced by different methods (polycrys-

talline, flux, or vapor grown) and offers insight into the phenomena of the resitivity peak

and Seebeck coefficient switching from n to p-type. Using this simple two-band model

with one valence and one conduction band, we can describe the thermoelectric properties

observed for various samples by changing only the doping level.

The effective mass model used here is similar to the single parabolic band (SPB)

model commonly used in thermoelectrics, but considers contributions from two bands (one

conduction and one valence). To construct the model, we fix a number of parameters based

on previous experimental and computational studies and then determine the mobility

needed to explain the experimentally measured transport properties. The Boltzmann

transport equations have previously been derived assuming Drude model for mobility

and an energy dependent scattering time τ = τ0E
λ−1/2 (λ = 0 for acoustic phonon).284

For the fits to the polycrystalline ZrTe5−xIx samples we fix the isotropic electron and

hole Seebeck mass as me = 0.5 m0 and mh = 0.15 m0, respectively, and the band gap

as Eg = 0.02 eV. The number of donors for the iodine doped sample is fixed at Nd

= 1.1× 1018 (cm−3) while for the undoped ZrTe5 sample the number of acceptors was

Na = 4.5× 1017 (cm−3). To appropriately fit the data, it was found that the masses,

their ratio, and the band gap, were required to be within a relatively narrow range. For

example, it was only possible to fit the model to experimental data when the band gap

is set between approximately 0.015 and 0.03 eV. Previous experimental studies using a

variety of techniques have found that the band gap of ZrTe5 can be anywhere from 100
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meV to a gapless semimetal.258,259,262–266,278,285 However, recent ARPES studies observed

a 40 meV band gap at 255 K which decreases with decreasing temperature,278 while

another measured a gap of 18-29 meV.286 We found that the model worked best with a

gap of 20 meV. As this is an effective mass model, we can not definitively determine each

of the parameters without more experimental data, we can only suggest general ranges

and ratios of the parameters. Additionally, an isotropic model is used here whereas

the transport properties in ZrTe5 are anisotropic.282,287,288 The transport properties are

expected to be anisotropic due to the structure of ZrTe5 and needle-like growth of single

crystals. However, the solid state reaction, grinding, and hot pressing procedure used

here produces a sample that is not textured, as seen in the Rietveld refinement. Instead

the sample is a collection of randomly oriented grains such that the properties for each

direction are averaged out, allowing the use of a simpler, isotropic model here.

The experimental properties for both polycrystalline samples, as well as the model

using two different doping levels, are shown in Figure 6.8. The model fits the data

reasonably well in the 200-600 K range. The resistivity as a function of temperature is well

described by this effective mass model across the entire temperature range (Fig. 6.8(a)).

The Seebeck coefficient data fits well at high temperature (Fig. 6.8(b)). The model

deviates from the experimental data at low temperatures, though this is to be expected.

As discussed previously, the unconventional transport effects start to dominate in these

polycrystalline samples at low temperature. The modeled Hall coefficient qualitatively

reproduces the trends observed in the experimental Hall coefficient (Fig. 6.8(c)), which

was determined using a linear fit to the low field Rxy vs B data.
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Figure 6.8. Smoothed experimental data (symbols) for (a) resistivity, (b)
Seebeck coefficient, (c) Hall coefficient, (d) total thermal conductivity, and
(e) zT . Also shown are the modeled properties (lines) with two different
carrier concentrations using the parameters listed in the text. In (e) the
total (solid) and lattice plus bipolar (dashed) thermal conductivity using
the model are shown. The modeled mobility is shown in (f) with dashed
lines representing T−3/2.

The resistivity and Seebeck coefficient behavior for the ZrTe4.85I0.15 sample is very sim-

ilar to previous reports for chemical vapor grown single crystals, showing n-type behavior

at low temperature. The Seebeck coefficient is n-type at low temperature and increasing

in magnitude as the Fermi level is initially in the conduction band and moving toward the

gap with increasing temperature. The temperature where the Seebeck coefficient crosses

zero and the resistivity is at a maximum (∼130 K in this case) is where the Fermi level
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nears the middle of the gap. With increasing temperature, the Fermi level continues to-

ward the valence band as the material becomes more p-type. Finally, after the Seebeck

coefficient reaches its maximum p-type value it then decreases linearly with temperature,

when the Fermi level becomes effectively pinned within the valence band (see Fig. 6.1).

As will be demonstrated later, the initial position of the Fermi level in the conduction

band is what controls the temperature at which α = 0 and the resistivity is peaked. On

the other hand, for the undoped polycrystalline ZrTe5, the Seebeck coefficient is always

positive due to the Fermi level residing in the valence band. At low temperatures, the

Fermi level moves toward the gap leading to the linear increase in α, and eventually is

pinned within the valence band.

The model for κ (Fig. 6.8(d)) considers Umklapp scattering as well as the electronic

and bipolar contributions to total thermal conductivity. Umklapp scattering dominates

at higher temperatures and has a T−1 dependence which fits the data well at higher

temperatures, in the area of interest for zT predictions. Below 200K, the model fit to

experimental data is not as good, partly due to the use of a PPMS for low temperature

measurements which uses a direct measurement technique that is uncorrected for radi-

ation. The fit below 200 K is not expected to be exact as the measurement technique

differs and other scattering mechanisms (i.e. point defect or boundary scattering) may

play a role at lower temperatures. Due to the layered crystal structure, κ is fairly low.

Though ZrTe5 was predicted to have a lattice thermal conductivity of 1.8 Wm−1K−1 at

300 K,77 initial reports in single crystal ZrTe5 found κ ∼8 Wm−1K−1. However, due

to the small size and needle-like shape of the single crystals measured previously, there



146

may be a significant error in the initial report of thermal conductivity. These measure-

ments demonstrate a much lower total thermal conductivity, experimentally confirming

the prediction (Fig. 6.8(d)), in line with previous measurements.289 This difference in the

thermal conductivity is expected, due to the polycrystalline nature, but is also partly due

to the measurement technique allowed by the larger size and shape of these samples. Our

polycrystalline ZrTe5 samples exhibit a total thermal conductivity four times lower than

that measured for single crystals along the a-axis, so while the power factor is reduced,

the overall zT (Fig. 6.8(e)) is higher.

In most thermoelectric materials, it is sufficient to assume solely acoustic phonon scat-

tering for modeling purposes, as they tend to be investigated at temperatures above 300

K. However for these pentatelluride systems, the thermoelectric behaviors of interest occur

below 200 K, where other scattering mechanisms can play a significant role. For example

in Si and Ge, ionized impurity scattering dominates the temperature dependence of mo-

bility at low temperatures while acoustic phonon scattering is more important at higher

temperatures.284 The Fermi integrals used in this model are for λ=0, acoustic phonon

scattering, since we are primarily concerned with high temperature properties while the

model is not expected to fit precisely at low temperatures due to the reasons discussed

previously. The mobility used to fit the measured properties is shown in Figure 6.8(f).

The modeled mobility for both the conduction and valence bands have a temperature

dependence close to T−3/2 above 100 K, in agreement with acoustic phonon scattering.

In addition to low temperature effects discussed previously, there is another contri-

bution to the discrepancy between measured and modeled Seebeck and Hall coefficients.
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Due to the complex nature of the pentatellurides with a small band gap and layered struc-

ture, DFT calculations of band structure have not always been in agreement.262,265,285,290

Additionally, the calculated band structure is sensitive to the parameters used, including

the temperature, stress/strain induced by chemical substitution, and pressure.258,282,283

However, calculations typically show a single hole pocket centered around Γ with much

higher energy than other pockets, while the conduction band has numerous pockets at

comparable energy levels. As T increases, these pockets contribute to conduction lead-

ing to an increase in the Seebeck effective mass. This is due to carriers being thermally

generated across the small gap due to broadening of the Fermi-Dirac distribution with

increasing temperature. A better fit to the experimental data can be achieved by either

adding a third band or employing a temperature dependent effective mass or band gap.

But because exact fits are not expected due to the unconventional effects at low tem-

peratures as previously discussed, the introduction of additional fitting parameters is not

warranted. Nonetheless, this model does qualitatively reproduce the trends as a function

of temperature for the various property measurements.

6.6. Effect of Varying Carrier Concentration

The two-band model fit to experimental data can be extended to simulate properties

at carrier concentrations not used for modeling, as shown in Figure 6.9. This is done by

adjusting the initial doping level in the calculations, akin to experimental carrier concen-

tration tuning using external dopants. As the p-type carrier concentration is increased,

the peak in the Seebeck coefficient moves to a higher temperature and lower magnitude

while the resistivity peak decreases in magnitude. As the n-type carrier concentration is
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Figure 6.9. The (a) Seebeck coefficient and (b) resistivity as a function of
temperature in polycrystalline ZrTe5 for different doping levels (cm−3) of
both p (solid) and n-type (dashed) carriers.

increased, the n-type Seebeck coefficient crosses 0 at a higher temperature for higher dop-

ing levels, while the resistivity peaks at a lower magnitude but higher temperature. This

qualitative behavior is in good agreement with previous measurements on single crystals
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Figure 6.10. Resistivity and Seebeck coefficient data for Zr0.99Sm0.01Te5.

with different carrier concentrations. Reports of iodine-vapor grown crystals show nH

of approximately 1× 1018 cm−3 at room temperature and an n-p transition temperature

of about 130 K while self-flux grown single crystals had values of 5× 1016 cm−3 and 60

K.249,255,256 The trends from the two-band model in Seebeck coefficient and resistivity

are also in agreement with experiments where rare earth elements are substituted for the

transition metal (Fig. 6.10 and Ref. 291). Figure 6.10 shows the Seebeck coefficient and

resistivity for ZrTe5 with samarium substituted for zirconium. These were measured using

the home-built systems described previously cooled with liquid nitrogen. This demon-

strates the properties for samples with higher p-type carrier concentration, in agreement

with the two-band model. The model predicts that at high n-type carrier concentrations,

a negative Seebeck will persist to higher temperatures, as has been experimentally found

for Hf0.99Ta0.01Te5 up to at least 300 K.292
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As was previously discussed, the synthesis route used to produce ZrTe5 samples has

a dramatic effect on the observed properties. Our model shows that the cause of the

various properties found in different crystals is the carrier concentration variation due

to processing. The traditional route for making single crystals of ZrTe5, chemical vapor

transport synthesis, was thought to produce pure samples. Iodine is used as the vapor

transport agent, so even though crystals are washed after this procedure, it is unlikely

that all iodine is removed. Substitution of I for Te would act as an electron donor,

causing n-type transport at low temperatures before the higher mobility p-type conduction

dominates as carriers are thermally activated. Our model demonstrates how variations

in the carrier concentration, in this case due to unintentional doping with iodine, change

the properties. This is experimentally verified by measurements on undoped and iodine

doped polycrystalline samples. Additionally, the differences between Te self-flux grown

single crystals and undoped polycrystalline samples can be explained in the context of

this model. ZrTe5 is considered a line compound, though there is actually a finite phase

width. So while both the flux and solid state reactions consist of only Zr and Te (no I),

the ratio of the two elements may vary in the samples produced by different methods.

This Zr to Te ratio would lead to changes in carrier concentration due to differences in

actual (not nominal) stoichiometry. For example, Te vacancies caused by the high vapor

pressure of tellurium would act as electron donors. Our model shows that the temperature

and magnitude of the ρ peak, as well as the n-p transition of α can be tuned by adjusting

the carrier concentration, accomplished through careful control of the Zr to Te ratio or

dopant concentration.
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Figure 6.11. For polycrystalline ZrTe5, (a) the zT as a function of temper-
ature at various acceptor (solid) or donor (dashed) levels, and (b) the zT
as a function of dopant concentration for temperatures ranging from 200 to
600 K.

6.7. Tuning Model to Optimize Thermoelectric Performance

Due to the reasons previously stated, we do not expect the model to be accurate at low

temperatures, but the properties are well fit in the 200-600 K range where the peak zT
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is observed. Figure 6.11(a) shows the zT as a function of temperature for various doping

levels while Figure 6.11(b) shows zT vs doping level for both p and n-type samples at

various temperatures. With low doping levels, bipolar conduction sets in by 200 K, leading

to modest zT . However, as the doping level is increased, the maximum zT increases as

the Fermi level is pinned into one band or the other. Controlling the carrier concentration

allows for optimization of the zT in a desired temperature range.

Using the model for predictions, strategies can be devised for optimizing the thermo-

electric performance of ZrTe5. By increasing the band gap, minority carrier contributions

can be suppressed, increasing the zT to ∼0.4 at 300 K. This could be done by substi-

tution of Se for Te, as demonststrated previously.292 Using our two-band model, we can

estimate the zT contributions of each band independently. From this, we observe that

engineering the composition such that the mobility of the minority carrier is reduced by

a factor of 10 would also increase the 300K zT to approximately 0.35 for p-type. A two

to three-fold reduction in the lattice thermal conductivity through grain size reduction,

softening of the lattice, alloying, or other strategies would potentially lead to a zT near

1 at room temperature. Furthermore, by controlling the carrier concentration through

doping, n and p legs can be made in the ZrTe5 system. This provides the opportunity to

make modules out of single compound, thus mitigating issues with chemical and thermal

compatibility.

6.8. Conclusions

The details of transport in the HfTe5 and ZrTe5 systems have been debated for many

years due to the exotic transport properties observed in single crystals. Measurement of
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polycrystalline ZrTe5 samples revealed p-type behavior at all temperatures, leading to a

conjecture that the system could be explained as a semiconductor. Doping ZrTe5 with io-

dine led to properties similar to previous reports on single crystals, with a n to p transition

near 130 K, suggesting that prior work on pentatellurides may have been contaminated

by residual iodine from the typical iodine vapor transport synthesis. A two-band model

was constructed which accurately describes the properties of polycrystalline samples as

well as explains the behavior of both flux and vapor grown single crystals. The model has

a temperature independent band gap of 0.02 eV, a valence band with a higher mobility,

and a conduction band with a higher effective mass. The experimental data is consistent

with a semiconductor having a positive finite gap where the anomalous resistivity peak

and change in Seebeck coefficient can be simultaneously explained. Finally, the model

allows for prediction of zT by carrier concentration tuning and other strategies to opti-

mize the thermoelectric performance. ZrTe5 is promising for practical applications, as a

thermoelectric device could be constructed out of single material used for both legs.
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CHAPTER 7

Empirical Modeling of Dopability in Diamond-like

Semicondutros

This Chapter contains content which has been submitted to a journal. Once it is

accepted, permission will be requested.

7.1. Summary

Carrier concentration optimization has been an enduring challenge when developing

newly discovered semiconductors for applications (e.g. thermoelectrics, transparent con-

ductors, photovoltaics). This barrier has been particularly pernicious in the realm of high

throughput property prediction, where the carrier concentration is often assumed to be

a free parameter and the limits are not predicted due to the high computational cost.

In this work, we explore the application of machine learning for high-throughput carrier

concentration range prediction. Bounding the model within diamond-like semiconductors,

the learning set was developed from experimental carrier concentration data on 127 com-

pounds ranging from unary to quaternary. The data was analyzed using various statistical

and machine learning methods. Accurate predictions of carrier concentration ranges in

diamond-like semiconductors are made within approximately one order of magnitude on

average across both p- and n-type dopability. The model fit to empirical data is analyzed

to understand what drives trends in carrier concentration which are then compared with
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previous computational efforts. Finally, dopability predictions from this model are com-

bined with high-throughput quality factor predictions to identify promising thermoelectric

materials.

7.2. Introduction

Control of charge carrier concentration of semiconducting materials is vitally impor-

tant in a variety of applications, including photovoltaics,293,294 optoelectronics,295,296 tran-

sistors,297,298 and thermoelectrics (TE).7,299 To maximize efficiency, many of these appli-

cations require tuning both the type (p- or n-type) as well as the concentration of carriers.

For many well-studied systems, the methods of controlling the carrier concentration are

well established, both in choice of dopant species and synthetic technique.300,301 How-

ever, the control of carrier concentration is not well understood in novel material systems.

Traditionally, experimentalists have relied on basic metrics to guide the choice of doping

species, namely ionic charge counting and radius ratio “rules of thumb.”302 These rules

may not directly translate to more complex chemistries and structures. Theorists have

recently been able to better guide efforts using defect calculations as computational capa-

bilities have improved.303–307 Despite these improvements, issues remain in the widespread

use of these calculations due to their computational costs and inaccuracy. Therefore,

methods to address dopability are critical for advances in complex semiconductors.

One such example is the high-throughput prediction of material properties, which has

become increasingly common in the thermoelectrics community.65,90,176,308 Various groups

have developed their own models which can predict the optimal potential thermoelectric

performance for a material based on its structure and simple density functional theory
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(DFT) calculations. One of these metrics, quality factor (β), is a descriptor for the po-

tential of a material to exhibit high thermoelectric performance, and has been previously

shown to track well with experimental TE performance.76 Despite the reasonable accu-

racy of these models in predicting the potential of a compound’s performance, they rely

on a key assumption. In order to predict this quality factor, it must be assumed that the

chemical potential (i.e. Fermi level) can be sufficiently tuned to the type and concentra-

tion of charge carrier that optimizes performance. In the absence of dopability guidance,

experimental investigation of high β compounds is inefficient due to the large number of

false positive compounds which cannot be doped.

In the discussion of dopability, we find it helpful to identify the distinct sources that

limit dopability. The discussion here is in relation to p-type dopability, but the schematic

and discussion for n-type would be a mirror image. In the first case, Fig. 7.1a, the

red native donor defect represents a hole “killer” defect, one that prevents the Fermi

level (EF) from being driven beyond some energy range, as it spontaneously produces

an electron which increases EF. This donor defect pins the minimum thermodynamically

achievable limit of the Fermi level (EF,lim) at the location of the red tick, with the possible

doping range shown by the red horizantal gradient bar. As the native donor energy (En,d)

increases, EF,lim moves towards the valence band, allowing a larger possible doping range

shown by the green bar. Eventually, the donor energy is great enough such that the

native donor dopability window (Wn,d) becomes positive, allowing greater p-type carrier

concentration. Beyond killer defects, a system may exhibit limited dopability due to the

lack of chemical flexibility in the native structure or extrinsic dopants. The Fermi level

of the material will be set near the intersection of the lowest energy acceptor and donor
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Figure 7.1. (a) Defect diagram schematic showing native defects, including
an acceptor defect (black line) and two possible variations of a native donor
defect (red and green lines). The intersection at the valence band maxi-
mum (VBM) of the native donor defect gives the p-type dopability window
(Wn,d). The achievable thermodynamic limit of the Fermi level (EF,lim) is set
by the charge (which determines slope) of the native donor defect and the
conduction band minimum (CBM) defect energy (native donor energy or
En,d). (b) Defect diagram schematic showing the effect of extrinsic dopants
(dashed colored lines), given native acceptor and donor defects (solid black
lines). The Fermi level will be near the intersection of the lowest energy
donor and acceptor defects. The red extrinsic acceptor is a poor dopant as
it does not significantly lower EF. A good p-type dopant is one where the
extrinsic acceptor energy (Ee,a) is less than or equal to Wn,d (Wn,d - Ee,a ≥
0), allowing high p-type carrier concentration.

defects, regardless of whether they are native or extrinsic (Fig. 7.1b.). In some cases, the

lowest energy extrinsic acceptor dopant is too high to substantially lower the Fermi level,

meaning there is no extrinsic dopant which increases the dopability window,309 represented

with the red extrinsic acceptor. This arises when there is significant phase competition

for the dopant element and dopant solubility limits are reached. In more well-behaved
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systems, high dopant solubility is achieved due to a lack of phase competition and the

minimal energetic penalty for dopant incorporation. This scenario yields a dopant where

the energy of the extrinsic acceptor (Ee,a) is lower than the window of the native donor

(Wn,d), drastically altering the Fermi level toward or into the valence band, leading to an

associated high p-type carrier concentration (green extrinsic defect).

To date, there have been few efforts in modeling of charge carrier concentration and

no comprehensive analytical/physical model exists to estimate dopability of materials.

Conventional wisdom posits that large band gap materials are harder to dope, elemen-

tal properties such as size and electronegativity should be considered when choosing a

substituting species, and that the structure and lattice energy have some effect.302 Yet

little is known about the relationship (sign, magnitude, functional form) between the

physical properties and carrier concentration. DFT can predict intrinsic defects and ex-

ternal dopants, guiding experimentalists to regions of phase space and dopants necessary

to achieve the desired carrier concentration.20 In the field of dopability, diamond-like

semiconductors (DLS) have received the most computational attention. This includes

an amphoteric defect model,306,310 phenomenological models for doping limits based on

universal band alignment,303,304,309,311 and detailed analysis of defects in individual DLS

systems.312–314 Despite this success, defect calculations can’t be used for high-throughput

screening due to their computational cost.

One possible solution is the development of semi-empirical models, as they have proven

successful in combining experimental data with physics-based models.65,76 In the absence

of an analytic model or high-throughput defect calculations, statistical learning from

experimental or computational data can serve as an alternative to create empirical models
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and rules of thumb to make predictions of dopability in new compounds. Machine learning

has proven successful in understanding and predicting energy and entropy,315 potentials

and forces,316–318 structure, physical, and elastic properties,319–324 bandgap,320,325,326 and

defects,327 as well as enabling high-throughput screening and discovery,328–332 and guiding

experimental synthesis.333,334

In order to properly model and interpret dopability, the construction of an empirical

dataset for cross-validation is of vital importance. While other physical properties have

been tabulated in databases, there are few resources where carrier concentration in semi-

conductors has been collected. Minimization of the number of uncontrolled variables and

maximization of the size of the dataset is helpful in improving accuracy, statistical sig-

nificance, and applicability to the largest possible group of materials.326,335 Again, DLS

stands out from this perspective as there are a large number of compounds and they

are technologically relevant,336–339 including recent discovery of high β quaternary com-

pounds.340 DLS compounds have the same tetrahedral local bonding environment and

span an impressive fraction of the periodic table.341,342

The goal of the following is to establish a broader understanding of the drivers un-

derpinning dopability and a method to predict the possible carrier concentration range in

DLS compounds. By performing a careful and extensive literature search with DLS as the

model system, the experimentally realized carrier concentration range of 127 compounds

have been obtained. Input features for modeling have been generated using structural

information, periodic table properties of constituent elements, and widely available inex-

pensive DFT calculation results. We show using cross validation that accurate predictions
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are possible for this dataset across the entire family, with the model capturing experimen-

tal trends in subsets of compounds as well. The features determined to be important

in the linear regression are explained and matched with intuition and previous compu-

tational results. Finally, the dopability prediction engine is applied to additional DLS

compounds which have not been experimentally studied to assess their ultimate potential

as TE materials.

7.3. Experimental Carrier Concentration Data

The two most important factors in determining dopability are structure and chemistry.

For statistical learning, diamond-like semiconductors (DLS) are an ideal system as they

allow isolation of one of these factors. The local bonding environment is fixed to tetra-

hedral coordination while compounds span a broad chemical space. DLS compounds are

derived from the silicon structure and range from unary to quaternary in this study. Typ-

ically DLS compounds have an average position of Group IV (4 electrons per atom) and

an equal number of cations and anions in the unit cell, though there are defect structures

which break these rules. With a wide range of elements and numerous stoichiometries

(unary, 1-1, 1-1-2, 2-1-3, 3-1-4, 2-1-1-4, 1-2-1-4), DLS is a rich family of compounds. This

makes them an ideal model system for statistical learning from a large dataset.

Using DLS as the model system, carrier concentration reports were scraped from liter-

ature to create a dataset to be used for statistical modeling. This is because preparation

of enough compounds, each with fully explored carrier concentration range, by a sin-

gle individual or group is not feasible. Therefore, we employ a comprehensive literature
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seach from many disciplines, while carefully controlling processing conditions. The result-

ing dataset is presented in Table 7.1. There are some inherent difficulties in building a

dataset in this way that can be broken down into three major groups:

• Samples are produced and measured by different groups, with different prepa-

ration methods and goals. This means that there will be variations in sample

quality and various types of human error, preparation conditions are sometimes

ill-defined, and that carrier concentration is often not the primary goal and in-

stead is just one of many properties reported for a sample.

• There is insufficient data to allow division of intrinsically and extrinsically doped

samples, even though we expect that there should be some difference in the limits

obtainable by self-doping vs introduction of an additional species.

• Experimental reports inherently skew toward unary and binary compounds as

these have been investigated more thoroughly than ternary and quaternary com-

pounds even though there are more possible compositions at higher order.

Irrespective of these caveats, we believe this is likely the best dataset one could reason-

ably expect possible due to the careful control of structure, chemistry, and processing

conditions and the large number of samples and chemical constituents present.
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Table 7.1. Experimental carrier concentration (cm−3) range for DLS compounds.

CompoundMax n-type Synthesis Max p-type Synthesis All Refs.

AgAlTe2 1× 1017 vacuum anneal343 343

AgCd2InTe4 1× 1015 from melt344 7.3× 1016 polycrytalline pellet345 344–346

AgFeSe2 −5× 1019 from melt347 −1× 1019 from melt347 341,347

AgFeTe2 −1× 1019 from melt347 −2× 1018 from melt347 341,347,348

AgGaSe2 1.7× 1015 sputter 450349 6.6× 1016 sputter 550349 349–353

AgGaTe2 1× 1013 flash evaporation 400354 1× 1017 vacuum anneal343 343,354–357

AgInS2 −3× 1020 vacuum deposition 380358 1× 1015 vacuum deposition 380358 350,358–362

AgInSe2 −2.5× 1018 thermal evaporation 600363 1.35× 1015 magnetron sputtered selenized 300364 350,363–368

AgInTe2 6× 1015 melt anneal369 1.1× 1016 melt anneal369 343,369,370

AgSbSe2 8× 1014 review341 341

AgSbTe2 2× 1016 review341 341

Ag2GeSe3 2× 1017 review348 348

Ag2GeTe3 8× 1017 review348 348

Ag2HgSnS4 −4.6× 1016 Bridgman371 371

Ag2SnSe3 1× 1016 polycrystalline pellet372 1× 1018 review348 348,372

Ag2SnTe3 5× 1017 review348 1× 1020 polycrystalline pellet372 348,372

Ag2ZnSnS4 −1.6× 1014 chemical bath deposition373 −6× 1012 chemical bath deposition373 373–376

Ag2ZnSnSe4 −6× 1018 thermal evaporation377 −9× 1015 thermal evaporation377 374,377,378

AlAs −6× 1018 vapor growth379 1× 1019 crystals362 362,379–383

AlN −1× 1017 MOVPE 1040, Si doped384 4.7× 1019 CVD 750, Mg doped385 384–388

AlP −5× 1019 vapor transpor389t −5× 1018 vapor transport389 389,390

AlSb −1× 1017 MBE 430, Te doped391 1× 1019 MBE 550, Ge doped392 380,390–397

BAs 1× 1017 vapor transport398 1× 1019 chemical transport399 398,399

BN −6× 1016 review400 5× 1018 magnetron sputter 1000401 400–405

BP −2× 1020 vapor deposition 950, P excess406 1× 1019 thermal decomposition 1150407 362,406–418

BSb −1.5× 1018 PLD 200419 −8.6× 1017 PLD 400419 419

BeTe 1× 1014 autoclave synthesis420 1× 1020 MBE 400, N doped421 362,420,421

C 1.8× 1014 CVD 850422 3× 1021 CVD 500423 422–428

CdGa2Se4 9× 1011 Bridgman429 429

Continued on next page
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CompoundMax n-type Synthesis Max p-type Synthesis All Refs.

CdGeAs2 −4× 1018 single crystals430 2× 1017 gradient freeze431 348,430–438

CdGeP2 −1× 1020 Bridgmann134 2× 1018 from melt, Mn doped439 134,436,439,440

CdIn2S4 −1.25× 1019 Bridgman441 −7.2× 1015 vaport transport442 441–446

CdIn2Se4 −1.5× 1019 zone leveling447 −3.9× 1015 PLD 100448 447,448

CdIn2Te4 −3.5× 1015 Bridgman449 −2.5× 1011 Bridgman450 348,449,449–452

CdS −1.1× 1021 review303 1.1× 1017 review303 303,453–465

CdSe −1.3× 1019 electrodeposition 500, Cd excess466 1× 1017 MBE 230, N doped467 362,465–479

CdSiAs2 1× 109 CVT480 2.4× 1018 CVT, B doped481 437,480–486

CdSiP2 −1× 1015 review341 −1× 1014 review341 341

CdSnAs2 −5× 1018 from melt487 5× 1018 zone recrystallization488 487–495

CdSnP2 −8× 1017 cooled from melt496 −3.6× 1015 gradient freeze497 496–499

CdTe −2× 1018 Stockbarger, I doped500 1× 1017 vapor growth501 362,465,479,500,500–543

CuAlS2 −7.4× 1016 vapor transport544 6.3× 1019 polycrystalline pellet, Zn doped545 350,544–546

CuAlSe2 5× 1013 vapor grown547 4× 1018 MBE 800548 547,548

CuAlTe2 5× 1012 directional freezing549 8.8× 1014 CVD550 549,550

CuBr 8× 1015 polycrystalline pellet551 9× 1017 polycrystalline pellet552 551,552

CuCd2GaS4 1× 1015 polycrystalline pellet553 1× 1016 polycrystalline pellet553 553

CuCd2GaTe4 5× 1018 from melt554 554

CuCd2InS4 1× 1015 polycrystalline pellet553 1× 1016 polycrystalline pellet553 553

CuCd2InSe4 8.7× 1015 Bridgman555 1.9× 1018 polycrystalline pellet345 345,555–557

CuCd2InTe4 7.4× 1018 polycrystalline pellet558 5× 1019 polycrystalline pellet345 344–346,555,558

CuCl −1× 1019 magnetron sputter559 −2× 1015 magnetron sputtering559 559–561

CuFeS2 −3× 1021 polycrystalline562 7× 1020 polycrystalline pellet563 562–573

CuFeSe2 2× 1019 from melt347 2× 1020 from melt347 341,347

CuFeTe2 5× 1019 from melt347 5× 1021 review574 341,347

CuGaS2 4.2× 1011 melt grown575 5.4× 1017 vapor grown575 303,350,575,576

CuGaSe2 −1× 1016 Ge implantation, Zn anneal577 1.2× 1019 MOVPE 570578 350,577–584

CuGaTe2 2× 1017 flash evaporation 400354 1.1× 1020 Bridgman585 354,550,585–589

CuGe4P3 4× 1020 crystal590 590

CuI 1× 1018 sputter 350591 1× 1019 sputter 350591 591

Continued on next page
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CompoundMax n-type Synthesis Max p-type Synthesis All Refs.

CuInS2 −1× 1018 Bridgman592 2× 1019 melt and thermal evaporation593 350,358,576,592–599

CuInSe2 −7× 1018 flash evaporation 490600 1× 1019 Bridgman601 348,350,582,583,593,600–609

CuInTe2 −2× 1017 directional freezing610 7.5× 1019 Bridgman611 303,339,550,585,589,593,610–619

CuSbSe2 5× 1015 review341 341

CuZn2InTe4 9.5× 1018 polycrystalline pellet345 3.7× 1019 polycrystalline pellet558 345,558

Cu2CdGeS4 4× 1014 directional solidification620 6× 1016 directional solidification620 620

Cu2CdGeSe4 6.4× 1019 polycrystalline pellet621 1.2× 1021 polycrystalline pellet621 621

Cu2CdGeTe4 1.5× 1020 polycrytalline pellet340 340

Cu2CdSiTe4 8.1× 1019 polycrytalline pellet340 340

Cu2CdSnS4 3× 1017 sputter and sulfurize 550622 5× 1020 spray pyrolysis 500623 622–628

Cu2CdSnSe4 2.3× 1018 polycrystalline pellet629 2× 1020 polycrystalline pellet629 627,629–631

Cu2CdSnTe4 2× 1020 polycrytalline pellet340 340

Cu2CoSnS4 2× 1016 spin coat and sulfurize 500632 5× 1016 drop cast and sulfurize 550633 632,633

Cu2FeGeSe4 1× 1019 from melt634 634,635

Cu2FeSnS4 1× 1016 spray pyrolysis and sulfurize 500636 1.1× 1018 cast and anneal 550637 626,633,636–640

Cu2FeSnSe4 8.7× 1019 solvothermal 200641 8× 1020 spray pyrolysis and selenize 500640 640,641

Cu2Ga4Te7 1× 1018 from melt642 8.3× 1019 polycrystalline pellet643 643

Cu2GeS3 5.6× 1015 vapor transport644 3× 1017 review348 348,644,645

Cu2GeSe3 1.5× 1017 review348 1.4× 1021 polycrystalline pellet, Ga doped646 348,646–654

Cu2GeTe3 3× 1021 from melt653 653

Cu2HgGeTe4 8× 1019 polycrystalline pellet340 6× 1020 polycrytalline pellet340 340

Cu2HgSiTe4 2.3× 1020 polycrytalline pellet340 340

Cu2HgSnSe4 9× 1018 normal freezing556 4× 1019 polycrystalline pellet655 556,655

Cu2HgSnTe4 1.6× 1020 polycrystalline pellet340 4× 1020 polycrytalline pellet655 340,655

Cu2In4Te7 5.3× 1018 polycrystalline pellet656 656

Cu2MgSnSe4 3.2× 1018 polycrystallibe pellet657 2.5× 1020 polycrystalline pellet657 657

Cu2MnGeS4 4× 1017 vapor transport658 658

Cu2MnSnS4 4.7× 1018 spray pyrolysis 500659 8.5× 1019 spray pyrolysis and sulfurize 500660 659,660

Cu2MnSnSe4 3.8× 1019 spray pyrolysis and selenize 500660 637,660

Cu2NiSnS4 3.9× 1018 dip coat and sulfurize 525661 6.3× 1018 dip coat and sulfurize 525661 661

Continued on next page
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CompoundMax n-type Synthesis Max p-type Synthesis All Refs.

Cu2SnS3 6× 1017 review348 2.5× 1021 polycrystalline pellet, Zn doped662 348,644,662–672

Cu2SnSe3 −1× 1018 liquid phase reactive sinter, In doped673 2.9× 1021 polycrystalline pellet674 348,653,654,673–684

Cu2SnSe4 3.3× 1018 polycrystalline pellet685 1× 1021 Bridgman686 685,686

Cu2SnTe3 1× 1021 from melt684 684

Cu2ZnGeS4 7.8× 1018 vapor transport687 1.5× 1019 vapor transport687 687

Cu2ZnGeSe4 1× 1018 polycrystalline pellet688 1× 1021 polycrystalline pellet688 688–691

Cu2ZnGeTe4 3.5× 1020 polycrytalline pellet340 340

Cu2ZnSiTe4 5.5× 1020 polycrytalline pellet340 340

Cu2ZnSnS4 1× 1016 traveling heater692 8× 1019 magnetron sputter 500693 624,637,692–694,694–716

Cu2ZnSnSe4 4.4× 1016 sputter and selenize 600717 1.8× 1021 polycrystalline pellet718 378,637,717–732

Cu2ZnSnTe4 2.9× 1020 crystals733 3.3× 1020 polycrystalline pellet340 340,733

Cu3AsS4 1× 1016 polycrystalline pellet734 7.8× 1019 review348 348,362,734,735

Cu3AsSe4 3× 1017 polycrystalline pellet734 2.7× 1018 review348 348,734

Cu3PS4 1× 1016 polycrystalline pellet736 1.8× 1017 vapor transport737 734,736–738

Cu3PSe4 3.3× 1016 PLD and anneal739 6× 1017 polycrystalline pellet734 734,736,739

Cu3SbS4 1× 1016 polycrystalline pellet734 1× 1021 polycrystalline pellet740 362,734,740–742

Cu3SbSe4 3× 1017 from melt743 3.2× 1020 polycrystalline pellet744 348,743–753

GaAs −2× 1019 MBE 400, Si doped380 5× 1019 MBE 800, C doped380 380,390,400,471,754

GaN −4× 1020 MBE 1100, Ge doped755 5× 1017 PSD 480756 383,755–774

GaP −4× 1018 monocrystalline775 2× 1019 vapor grown, Zn doped776 396,775–778

GaSb −2× 1018 Czochralski, Te excess779 1× 1019 MOVPE 560, C doped780 396,397,400,779–785

Ge −8× 1019 solvent growth, As doped786 6× 1019 sputtered 600, Mn doped787 400,786–789

HgGa2S4 1× 108 vapor transport790 790

HgIn2Te4 −1.5× 1017 Bridgman791 −3.5× 1015 Bridgman348 348,791–793

HgS −3× 1019 vacuum deposition, 185794 −1× 1018 vacuum deposition 185794 465,794–796

HgSe −1× 1019 review797 −3.5× 1017 zone melt798 465,797–800

HgTe −6× 1017 Bridmann801 1× 1019 review797 465,796,797,801–805

InAs −8× 1020 review362 5× 1020 review362 362,383,396,400,806–813

InN −8× 1021 tube flow method 600814 −3× 1017 MBE 380815 396,759,814–824

InP −4× 1019 Czochralski825 7.6× 1018 diffusion, Zn doped826 362,383,390,396,400,813,825–836

Continued on next page
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CompoundMax n-type Synthesis Max p-type Synthesis All Refs.

InSb −1.5× 1019 Te doped single crystal837 1× 1020 pure crystals838 362,396,400,813,837–853

MgGeAs2 −3× 1018 MBE260-610, Ge rich854 2× 1019 MBE260-610, Mg rich854 854

MnGa2Te4 1× 1013 directional crystallization855 855

MnIn2Te4 1× 1012 directional crysallization855 855

Si −1× 1020 review856 5× 1019 review856 400,856,857

SiC (3C) −2× 1020 Czochralski858 −1× 1016 Czochralski858 858–878

Sn (α) −3× 1019 grown from Hg solution879 3.1× 1019 Hg solution, Ga doped880 879–881

ZnGeAs2 1× 1018 Bridgman, As annealed882 8× 1019 cooled from melt883 438,882–887

ZnGeN2 −1× 1019 vapor-liquid-solid method888 1× 1018 CVD 850889 888,889

ZnGeP2 1.5× 1010 Bridgman890 1× 1018 directional crystallization436 134,436,437,440,491,890–894

ZnIn2S4 1× 1017 vapor transport895 895,896

ZnIn2Se4 −8× 1016 vaport transport897 −4× 1013 evaporated 426898 897–899

ZnO −1.1× 1021 PLD, 400, Al doped900 9× 1016 MBE, 525, N doped901 900–924

ZnS −5× 1019 solvent growth 400, I doped303 −4.8× 1016 I vapor transport, Zn anneal925 303,925–930

ZnSe −1.5× 1019 MBE 280, Cl doped931 1× 1018 MBE 300, N doped932 307,925,929,931–939

ZnSiAs2 2× 1014 Bridgman940 5× 1017 vapor transport941 134,940–944

ZnSiP2 −4.8× 1018 CVT, Te doped945 5× 1017 vapor transport946 348,945–953

ZnSnAs2 5× 1017 crystals954 3× 1021 from melt489 348,489,954–959

ZnSnN2 −1× 1021 MBE 400960 −2.3× 1017 magnetron sputtering 400 anneal961 960–967

ZnSnP2 6.6× 1016 cooled from melt968 1.4× 1017 melt grown969 968–971

ZnSnSb2 1× 1019 from solution, Zn excess972 1× 1021 from solution, Sn excess972 972,973

ZnTe −4× 1017 MOVEPE 380, Al doped974 1× 1020 MBE 280, Te excess931 465,541,931,935,974–988
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Due to carrier concentration spanning many orders of magnitude, both n and p-type,

experimental data must be appropriately scaled before modeling. By using the -5 to +5

scale discussed in Methods to describe carrier concentration, the distribution is fairly

normal in DLS compounds, allowing more accurate modeling, as shown in Fig. 7.2.

There appears to be two distinct sides to the distribution, with more p-type than n-type

compounds. This is due to historical bias, as more Cu-containing than Ag-containing

ternary and quaternary compounds have been investigated.

The dopability dataset scraped from literature reports of carrier concentration is pre-

sented in Fig. 7.3. The width of each bar represents dopability range for 127 compounds

found in the comprehensive literature search. While the theoretical limits on dopability

are determined by defects and chemistry (see Fig. 7.1), there are also practical limits

due to historical research which we call “persistence.” The more times a compound has

been reported, the more likely it is that someone has pushed the dopability limit. This is

highlighted by the color shading in Fig. 7.3. The persistence is quite varied, from 1 report

of carrier concentration in a compound to dozens, with the average or median value being

∼5 per compound. For compounds which have not been measured with high persistence,

for only a single application, or that have not been made with the explicit goal of exploring

the the full dopability range, it is likely that only a single distribution (n-type, intrinsic,

or p-type) has been investigated. Whether intentionally or not, compounds which have

been studied extensively are more likely to have been sampled in each distribution, thus

pushing the dopability limits (Fig. 7.10). While one may intuit that the low-persistence

compounds could be ignored, we provide two virtual experiments (Fig. 7.11) that demon-

strate we should not ignore these compounds in modeling the dataset and instead use this
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Figure 7.2. Experimental Data Collection and Scaling Dopability in
DLS compounds follows a fairly normal distribution when put on the -5
to 5 scale as described. This also demonstrates that there are more p-type
DLS compounds than n-type, largely due to the ternary and quaternary Cu
containing compounds.

persistence value in weighing the data for fitting. The effect of persistence and historical

bias and how we should handle this issue will be discussed in later sections.
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Figure 7.3. Experimental dopability range for diamond-like semiconductors
collected from literature data. Left end of bar represents highest n-type
carrier concentration while right side shows highest p-type achieved. Top to
bottom order chosen to minimize both the difference in dopability range and
the left/right displacement of the bar. Compounds with more experimental
measurements are darker blue.
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7.4. Feature Preparation for Modeling

A set of features for each compound to serve as inputs to the model were assembled

from periodic table properties, DFT calculations, and other sources gathered by hand.

A flowchart describing feature preparation is shown in Fig. 7.4. All of the elements in

a compound are considered as one group from which elements are further split into one

of two additional groups: anion (the element which is from the rightmost column on the

periodic table), and cations (all other elements). Features for these groups are determined

based on a set of properties and a set of mathematical relationships as listed by applying

each math function to each property for each compound. In this set of compounds, there

is only a single anion in any given system, thus each of the periodic properties for the

anion are also added to the feature set. Additionally a pairwise comparison between the

anion and each cation present in a compound was also added to the feature set.

Beyond these periodic table properties obtained using Pymatgen’s featurizer,989 inex-

pensive DFT properties were added to the feature set from the Open Quantum Materi-

als Database94,95 and Materials Project96–98 including formation energy, band gap, bulk

modulus, shear modulus, and band offset terms, and Madelung energy. Furthermore, the

Bader charge analysis code990–993 was used to calculate the Bader charge for each element

in the compounds and a set of properties were determined in the same way as the peri-

odic properties. Finally, a few hand selected features were added such as describing the

number of unique elements in a compound, the structure (based on diamond, zinc-blende,

wurtzite, or defect), or the presence of unique atoms such as copper or silver.

The resulting 116 features were standardized and scaled to unit variance

(sklearn.preprocessing.StandardScaler) prior to the bivariate correlation being calculated
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Figure 7.4. Flowchart for feature preparation in modeling DLS compound
dopability. For each compound, features from periodic table information,
DFT calculations, and other infomration is assembled. Once this is done for
all compounds, the features are scaled based on the mean and variance, their
cross-correlation is determined, and highly correlated features are removed.

for each pair of features. Then one of the features was removed if the pair had a cor-

relation greater than |0.9|. The resulting set of 42 uncorrelated features were used for

further analysis. It should be mentioned that it is impossible to definitively determine

which property or feature is the one that controls dopability among two or more that are

highly correlated with each other, we can only say that at least one of these correlated

features is important.

7.5. Model Selection: The Case for Simplicity

Having established that the experimental dopability depends on a multitude of fea-

tures, the most appropriate type of model for this problem must be chosen. Here a
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discussion of the pros, cons, and assumptions of various model types is warranted. For

any model, there are trade-offs between the interpretability of a model and the assump-

tions or constraints that are necessary. On one end of this spectrum is a linear model

which is highly interpretable but presumes that there is no interaction between the inputs

and that the relationship between the response and the input is linear. While this type

of model is simple, robust, and easy to interpret, we might presume that there would in

reality be some interaction between various material properties and that at least some

of them are likely to have a non-linear effect on carrier concentration. Given these two

drawbacks to a linear model, a possible alternative is random forest which does not ne-

cessitate a linear relationship. Random forest models are typically a good choice for ease

of use in that they require little parametric tuning and are robust to outliers and over-

fitting. The trade-off though is the computational cost for large datasets and the loss of

interpretability. On the far end of the spectrum is deep learning or neural networks which

work well for large datasets and complex interactions both between multiple varaiables

and between each variable and the response. The downside of neural networks is that

they require larger datasets for training and testing, additional parameter tuning, and are

much like a “black box”. But for certain problems, the increase in prediction accuracy

for neural networks is worth the loss of interpretability.

Model selection was performed by implementing a gridspace search over basic param-

eters to optimize each of the model types, using the mean absolute error (MAE) on the

test set to score performance (lower MAE means less difference between experimental

and predicted values). All modeling was done using Python Scikit-learn (sklearn) with

the same set of inputs and targets using k-fold cross validation with k=5. For linear
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Figure 7.5. A comparison of basic optimization for linear regression (LR),
random forest (RF), and neural network (NN) models. The green line
represents dopability range for each individual compound, joining the scat-
terpoint ends which represent the maximum n-type (left) and maximum
p-type (right) carrier concentrations. Compounds with more experimen-
tal reports of carrier concentration have lines that are thicker and darker
green. Solid black line represents perfect prediction accuracy, dashed lines
correspond to one order of magnitude difference.

regression the L1 regularizer (alpha=0.125) was varied, for random forest the number of

trees (nestimators=200) was varied, and for the neural network with three hidden layers, it

was the number of neurons in each of the layers (hidden layer sizes=200). Shown in Fig.

7.5 is the first-pass optimized version of each model type (optimized parameters given in

parentheses in previous sentence). While each model is likely to be improved with more

careful parameter tuning, this shows that the accuracy of the predictions from each of

the models is similar. Since the linear model is simple and interpretable, it is attractive

as we are interested in not just making predictions, but in understanding the properties

that lead to dopability. Therefore the linear model is the one of choice given that it is

similar or even slightly better than the random forest and neural network models.
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While these more complex models are generally believed to be more accurate for most

situations, there could be reasons why that is not the case here. One must first consider the

dataset. In a materials science scenario such as this, the limiting step in building a dataset

is not in generating features but in collecting samples. Whether this involves synthesis

and characterization of new samples or assembling measurements from literature reports,

this is a very time-intensive process. On the other hand, generating more features is much

less expensive, whether it involves large-batch DFT calculations or including additional

features or mathematical relationships between those properties of each element. This is

contrary to many data science cases where the response is known for hundreds or millions

of samples but only a limited number of inputs can be collected. In this dopability

dataset, we start with more features than samples, though final modeling is performed at

approximately a 2:1 samples to inputs ratio after removing highly correlated features and

samples with insufficient data. While random forest and neural network models excel in

large, complex scenarios, some argue that they are not as well suited for small datasets

where overfitting can be an issue. Additionally, the bias/variance tradeoff must always

be considered, with simpler models generally having high bias/low variance and more

complex models having low bias/high variance. While a simple linear model may have a

high bias and underfit the data, it will likely produce less variance in predictions beyond

the training set.

7.6. Refinement of Linear Model

Using leave-one-out cross validation, a model was fit to the diamond-like semiconduc-

tor dopability data using LASSO. Shown in Fig. 7.6 are the mean coefficient values and
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the mean plus or minus the standard deviation for each of the features. The inputs are

all of the uncorrelated features and shown here are all features with at least one non-zero

coefficient. The standard deviation is very tight, demonstrating the training of the model

is robust in terms of the dataset and iteration. The top to bottom order of the features

is in descending order of the sum of the absolute value of the coefficients, indicating some

relative order of importance.

Following adoption of this model, further refinement is necessary. While the sklearn

LASSO (least absolute shrinkage and selection operator) model performs some feature

selection, it lacks functionality that is important. The nature of the data collection for

dopability in this study leads to differences in the confidence we should have about the

dopability range in compounds. Those that have been studied more for various applica-

tions naturally have larger carrier concentration ranges while those that have only a few

literature measurements have narrow reported experimental dopability windows. This

will be discussed in more detail in later sections. Therefore we would like to apply a sam-

ple weighting scheme that places more weight in training the model on compounds which

have more experimental measurements. We would also like to place confidence intervals

on the predictions due to uncertainty in the experimenal measurements. Linear regression

and other models predict the mean value, while we are interested in the extreme limits

of dopability, therefore confidence and prediction intervals were calculated to determine

reasonable estimates of these limits.

Further refinement is performed using the weighted least squares (WLS) function in

StatsModels which allows the use of weighting and calculation of confidence and prediction

intervals. Refinement was done by simultaneously performing a gridspace search over
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Figure 7.6. Non-zero coefficients for unrefined linear regression (no addi-
tional feature selection or sample weighting) using uncorrelated feature list.
Model fit using LASSO with L1 regularizer set to alpha=0.125 and leave-
one-out cross validation. Vertical bar represent the mean coefficient and
horizontal bar is the mean plus/minus the standard deviation.
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sample weights while removing features with coefficients near zero as determined by the

LASSO model. Monitoring of the MAE, MSE, and adjusted R2 using LOOCV was carried

out. The best predictions without overfitting are the model where the MAE and MSE are

minimized and the adjusted R2 is maximized. For this dataset, the optimum features will

be discussed later and the optimum weight was determined to be (N/Nmax)
0.2 where N is

the number of literature reports for a given compound and Nmax is the maximum number

of experimental reports (95 for CdTe). This means that in training the linear regression

model, CdTe is weighted as being approximately 2x more important than compounds

which have only one experimental report of carrier concentration. Transformations of

the features prior to introduction to the model were also attempted such as log base 10,

natural log, polynomial expansion, and a combination of these, but no improvement was

observed.

7.7. Comparison of Experimental and Predicted Dopability

The resulting predictions of the optimized model using leave-one-out cross-validation

(LOOCV) are shown in Fig. 7.7. This figure contains only the subset of DLS compounds

for which both experimental dopability data could be found as well as properties from DFT

databases (OQMD and MP) had been calculated, and defect structures were removed.

The experimental range is shown with a blue bar representing the maximum extent of

dopability in both directions observed in a given compound. A seperate model is used to

predict the maximum dopability on each side, with the predicted dopability range being

all values between these maxima and given by the red bar. Since this model predicts

the mean value for dopability, where we are interested in the maximum extent, a 50%
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prediction interval is given by the grey error bars. The prediction interval is calculated

individually for each type (n/p) and compound, but in this dataset the bars are largely

the same length, indicating the compounds are fairly evenly distributed across the feature

space. As the left and right sides of this dopability range are predicted separately, there

is a difference between the accuracy of these individual models. The MAE of the CB

is 1.16, while for the VB it is 1.22, giving an average MAE of 1.19 (about one order

of magnitude in carrier concentration on average), demonstrating the model is roughly

equally predictive of both n- and p-type carrier concentration. The predictive quality of

this model has thus been established using LOOCV demonstrating the ability to predict

dopability using this data collection and statistical fitting method.

Careful observation of the experimental dopability dataset reveals some trends and

these trends are captured by the model. A few of these trends are highlighted here and

are discussed in more detail in the next section.. The first trend that is captured is in

the Group IV compounds, where Si, Ge, and Sn all have quite large carrier concentration

ranges across n and p-type while C can only be made p-type and SiC only n-type. Second,

in binary materials, there is a clear trend in II-VI compounds where dopability shifts

from left to right (n towards p-type) as you move down the anion group which is not

observed in experimental III-V data. Third, compounds of the II-IV-V2 family show a

similar trend in the experimental data for those with Zn but not those with Cd. Finally,

in I-III-VI2 compounds, Cu-containing compounds are much more p-type whereas Ag

ones are intrinsic or n-type. The predictions for all of these sub-families of DLS match

qualitatively with the observation of experimental trends and are discussed in more detail

in the following section.
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Figure 7.7. For each compound, the experimental range is shown in blue
and the prediction in red (shade of blue denotes experimental persistence).
Grey error bar style lines represent a 50% prediction interval for both the
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7.8. Experimental Trends Captured by Model

Trends in the experimental carrier concentration ranges of subgroups of the DLS family

can be observed, as seen in Fig. 7.8. In Group IV compounds and Cu or Ag I-III-VI2

compounds there is a distinct dilineation of the carrier type (n or p-type) and in select

binary and ternary compounds there are periodic trends. These are largely captured by

the model and discussed in more detail here.

The first observation is that Si, Ge, and Sn all have quite a large carrier concentra-

tion range for both n and p-type while C and SiC can only be made a single type (all

experimental measurements are for 3C SiC which has the zincblende-type structure and

is the structure which has carrier concentration reported most commonly). For n-type

diamond or p-type SiC, there are few reports and those that are available were deemed

unsatisfactory for these purposes due to non-equilibrium processing conditions. Carbon

is doped fairly easily p-type using B, but it is much more challenging to achieve reason-

able n-type carrier concentration. Nitrogen is the most logical donor element but NC is

a deep donor due to the formation of a dangling bond on one of the carbon neighbors

and a lone-pair on the nitrogen.994 Another potential n-type dopant, phosphorus, has a

smaller donor level but it is still fairly deep, 0.6 eV, leading to low carrier concentra-

tion. Complicating the n-type dopability in C is that the lattice constant is quite small

so substitution causes deformation in the region of the dopant leading to low solubility

of dopants. In SiC, n-type carrier concentration is readily varied by incorporation of N,

which acts as a shallow donor, through the gas phase. In 4H SiC, reasonable p-type carrier

concentrations have been achieved with Al as the acceptor and vapor phase epitaxy, but

no bulk samples produced under near-equilibrium processing conditions having modest
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Figure 7.8. Observations of trends in experimental dopability data are re-
produced by this model. In (a) and (d), the charge carrier type is correctly
predicted, while in (b) and (c) the periodic trends are replicated. All ex-
perimental ranges presented in color, with darkness representing number of
measurements, and predictions shown using the black bar.
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p-type carrier concentrations have been reported based on our literature search. These

are both examples where there are no “killer” defects but the carrier concentration is

limited due to dopant solubility issues. The linear model largely predicts the dopability

in each of these compounds correctly. Si, Ge, and Sn have large dopability ranges for

both experiments and predictions. For C, the predictions and experiments are mostly

p-type only, and for SiC they are both mostly n-type. It is interesting to note that for

C, the n-type tail is nearly non-existant, in agreement with the experimental results as

discussed, indicating the model has captured the solubility limitation even though there

is no killer defect. On the other hand, we should expect that p-type SiC in the 3C struc-

ture is achievable to 1× 1018 cm−3 plus or minus an order of magnitude based on the

combination of predictions from this model and experimental realization in 4H SiC.

Due to the larger number of binary compounds the trends in carrier concentration

are more apparent but are also somewhat convoluted. Looking at the right panel in Fig.

7.8b, two trends emerge in the experimental data. The first is that experimental carrier

concentration shifts from left to right (n-type to p-type) as you move down the anion

group. This is most apparent by viewing each bin as a whole or by looking at only the Zn

or Cd compounds. This matches both the predictions and the coefficients (see Features

2 and 5 which relate to the atomic number and Bader charge of the anion). The second

trend is that as you move down the cation group, the shift is from right to left (p to

n-type), which again matches the predictions and the linear model (see Features 3, 7,

and 8 which relate to the ionic radius electronegativity, and atomic number of a cation

becoming more similar to that of the anion). There is also a trend in the predictions

caused by the model coefficients to trend toward a smaller dopability range as you move
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down the cation group but this is less apparent in the experimental data, likely due to

the lack of measurements outside of the Se containing II-VI compounds. Interestingly,

these same trends are not as visible in the III-V DLS experimental data. The left to right

shift based on the anion as well as the right to left shift based on the cation are both

much less pronounced in the experimental data, though they still appear in the predicted

dopability due to the model being the same. Our hypothesis is that the dopability limits

have been pushed further in these compounds due to their more extensive use in a variety

of applications.

The dopability in ternary compounds has been studied less intensely than in binary

ones, leading to fewer literature reports of carrier concentration on average. Addition-

ally, although more combinations of elements in the structure type are possible, a smaller

fraction have dopability reports. Nonetheless, it is interesting to observe the top left to

bottom right shift of experimental dopability in Zn-IV-V2 compounds, noticeably in the

P and As groups, which is not present in the Cd-IV-V2 compounds. As mentioned pre-

viously, Cu and Ag seem to behave fundamentally differently in ternary and quaternary

chalcogenides. There are fewer quaternary compounds with sufficient experimental data

but a comparison of I-III-VI2 compounds offers ample evidence. Comparing Cu/Ag ana-

logues with the same III and VI species shows that the center of mass of the experimental

dopability for the Ag version is always further left than the Cu one; this is again captured

by the model. It should be noted that the only Cu-III-VI2 compounds with even moder-

ate n-type carrier concentration are those containing In. This may be an example of the

“persistence effect” as these are most investigated leading to the dopability limits being

pushed further. Parsing how features in the model influence the predictions in ternary
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compounds is even more challenging than for binary compounds due to the added com-

plexity, necessitating further experimental investigation and defect calculations to help

elucidate the trends and their causes.

7.9. Model Interpretation

Rather than serving only as a prediction engine, the hope is that some physical insight

can be gained through interpretation of the resulting model. As this is a linear regression,

it has an intercept (baseline n/p-type dopability) and a number of features that modify

the intercept based on the coefficient value associated with each of them. Therefore, Fig.

7.9 can be interpreted by looking at the sign and magnitude of the coefficient value of

each feature in relation to that of the intercept. Features whose coefficients are opposite

in sign to their intercept contribute to lowering the carrier concentration range for either

the n/p-type side. The eight features of Fig. 7.9 constitute the set which provide the best

fit (lowest MAE) before overfitting begins by the addition of more features. Each of the

features and their associated coefficient values will be discussed individually but viewed

together, there are three drivers of dopability in this model: substitutional defects, other

chemistry related features (including lattice and electronic energy), and practical limits

due to historical persistence.

The first set of coefficients to discuss are those that are partly related to the persistence

limitation and more broadly the historical bias of prior experimental work: the intercept,

Feature 1, and Feature 4. The sign of the intercept is as we should expect, negative for

n-type and positive for p-type. A large number of p-type Cu-containing compounds form

the learning set (over 45%), thereby making the intercept for the p-type prediction quite
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Figure 7.9. Linear regression intercepts and coefficients that were most
important in determining carrier concentration ranges. Separate models
were fit for n-type (CB) shown in green and p-type (VB) in purple. Error
bars represent a 50% confidence interval for the coefficients. Features are in
descending order based on the sum of the absolute value of the coefficients.

large. Conversely, the low individual persistence of these Cu-containing compounds yields

a narrow dopability window and thus a smaller n-type intercept.

Feature 1 represents the number of unique elements in a compound; both coefficients

are positive and the n-type value is significantly larger than the p-type value. In other

words, the range shrinks and becomes more p-type with increasing number of unique ele-

ments. Unary and binary compounds have been well studied and thus their experimental

dopability range is quite large, while ternary and quaternary compounds have less reports

in the literature and smaller experimental dopability ranges. The impact of number of

unique elements is not a priori obvious; as the number of sites increases, there are more
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possible sites to dope but also more possible substitutional defects that could pin the

Fermi level. Again, the Cu-containing compounds induce this shift due to their native

p-type behavior and limited persistence.

Feature 4 is whether silver is present in the compound, driving the dopability more

n-type with a smaller range. Since many of the Ag containing compounds have low p-

type carrier concentration (more intrinsic) or are n-type, the presence of silver as one

of the elements in the composition drives both the CB and VB more negative (Feature

4). As the model is heavily biased by Cu-containing compounds, the presence of Ag thus

requires a correction to overcome this difference. Once again, persistence is relevant as

the Ag-compounds likewise have limited persistence and a small range.

The next set of features all relate to the cations and their similarity to the anion:

Feature 3 is the maximum cation average ionic radius, Feature 7 is the maximum elec-

tronegativity of the cations, and Feature 8 is the minimum absolute pair-wise difference

in atomic number between the anion and each cation. The effect of Features 7 and 8

are quite similar; when there is cation that is more like the anion in electronegativity or

atomic number, the carrier concentration is pushed toward intrinsic and the compound

has a lower dopability range. This can be seen as the mean VB coefficient for both of these

features is negative and the mean CB coefficient is positive, both opposite of the VB/CB

intercept. Since the VB coefficient for Feature 3 is negative (opposite VB intercept) and

more negative than the CB coefficient, the dopability range decreases and shifts toward

n-type when there is a cation with a similar ionic radius as the anion. Our interpretation

of these trends is that these three features, each relating to having at least one cation

that is similar to an anion, whether in size, electronegativity or atomic radius, reduce the
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dopability range. Such reduced range may be due to the emergence of low energy ‘killer’

compensating defects.

The other important features are related to chemistry but not closely linked to the

concept of substitutional defects. Feature 2 is the atomic number of the anion; therefore

the trend is that as the anionic species is found further to the right and bottom of the

periodic table, the compound is more p-type and has a smaller dopability range. Feature

5 is the minimum Bader for the compound, and in this case, the minimum Bader charge

is always that of the anion. The Bader charge is an approximation of the total electronic

charge of an atom and depends on both the chemistry and structure of the compound. The

coefficients for the linear model imply that as the anionic element becomes more positive

(i.e. less negatively charged), the anion less strongly holds the electrons and the compound

becomes more p-type and the dopability range increases. This matches our intuition that

compounds that are more covalent and less ionic are more dopable. Similarly, Feature

6 is the band gap from OQMD, with larger band gaps leading to a slightly more p-type

material but one with a much smaller dopability range, again matching our intuition.

Phase competition has been found to affect dopability in materials.995 The number

of elements plays a role in phase competition as there are likely to be more possible

compounds in the phase diagram as the number of elements increases; as such, this prior

work can be related to Feature 1. Another factor that enters into dopability is the energy

of the lattice,304,306 captured in this model by the Bader charge in Feature 5. It has long

been assumed that compounds with larger band gaps are harder to dope, however more

recent work has found that the band offset and the position of the band extrema relative to

the Fermi stabilization or pinning energy is what controls doping limits.303,306,309,996 These
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computational efforts find universal band alignment relate dopability in DLS compounds

to the relative position of the VBM and CBM, creating ‘Pauling-esque’ rules. However,

these are not linked directly to the elements that are present and the trends in associated

properties of those elements and compounds, therefore the remaining features are not

directly comparable to previous computational work.

7.10. The Effect of Persistence

The compound-by-compound predictions generated using this model are shown in Fig.

7.7. However, by grouping these compounds based on the number of times the carrier

concentration has been reported in the literature, an interesting trend emerges. In Fig.

7.10, the predictions are broken into roughly equally sized groups based on the number of

experimental measurements in the literature for each compound. This illustrates the mo-

tivation behind using sample weighting in fitting the linear regression model. By grouping

compounds, it becomes apparent that those with many measurements are predicted more

accurately. For these compounds, we can be more confident that the experimental dopa-

bility range has been fully explored. The lines for these compounds are at approximately a

45 degree angle or less, indicating that the total dopability range is modeled accurately or

even underpredicted. This trend toward underpredicting dopability limits in well-studied

compounds can also be seen by the endpoints of the green lines. In the bottom left quad-

rant of the panel the lines end within or above the dashed order-of-magnitude lines while

in the top right quadrant the lines generally end within or below the dashed lines. This

means that the model is, on average, underestimating the maximum n/p carrier concen-

tration limits observed experimentally for compounds with many measurements. On the
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other end of the spectrum it can be seen that the compounds with few measurements have

lines that are generally much greater than 45 degrees, even approaching vertical. This is

because these compounds have very limited dopability range as reported experimentally.

This is due to the lack of literature measurements, even when we would expect their true

dopability limits to be larger. This is the “persistence limitation,” that the dopability

limits are not fully explored in compounds with fewer reports of carrier concentration.

Our expectations are captured by the model, which predicts larger dopability ranges than

have been reported experimentally for these compounds.
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Figure 7.10. Optimized linear regression model showing compounds
grouped into roughly equal sized bins by the number of experimental mea-
surements (darker green indicates more measurements). Compounds with
more measurements are predicted better than those with few measurements.
This indicates that the doping limits have not been fully explored in com-
pounds that have less persistence.
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7.11. Virtual Experiments

Such observations elicit a clear question. Even with using a sample weighting scheme

for training and scoring the model, could it be improved by removing from the dataset

entirely those compounds which have few experimental measurements? If we are to believe

that every compound has some positive finite dopability range, then we are training the

model with samples for which we know theoretical dopability is larger than what has so

far been reported in the literature (i.e. the values we are training the model on are wrong).

For those with only a few measurements, it is likely that the theoretical range has not

been fully explored experimentally. Taking this to the extreme, compounds measured only

once have no range experimentally (they are given an arbitrarily small range of 0.1 for

the purposes of visualization), even though they have at least some theoretical dopability

range. This idea was explored by conducting two virtual experiments and comparing each

of them to the predictions of the weighted model using the entire dataset.

In Fig. 7.11a, the panels with the title “All” are those with the predictions generated

using the standard LOO model using the entire dataset. Each panel shows only a subset

of the compounds, with those on the left including a larger percentage of the dataset (all

compounds with 3 or more measurements) and those on the right showing fewer (only

those compounds with 21 or more measurements). The panels with titles “Confident” are

predictions using LOO but removing part of the data and showing what is not removed.

Therefore, the top and bottom panels show the same set of compounds, the difference is

that the top panel is fit using all compounds in the dataset, and the bottom panel is fit

using only the compounds shown in that panel (compounds we are more confident in the

dopability limits due to persistence). What can be seen is that toward the left, when the
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(a)

(b)

Figure 7.11. Two virtual experiments to test the effect of persistence in
experimental measurements and whether the model can be improved by not
fitting model to compounds where the dopability bounds have not been fully
explored. Compounds with more experimental measurements shown using
darker and thicker lines. These results indicate that predictions are not
improved when low persistence samples are removed, indicating that while
the information they contain is imperfect, it is still useful or important.
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dataset is more complete, the predictions are largely the same. But as compounds are

removed from the set used for training the model, the predictions get worse, even though

the compounds that were removed are those we are less confident the dopability limits

have been fully explored experimentally.

A second virtual experiment is shown in Fig. 7.11b that attempts to answer a similar

question from a different angle. Here we hold an entire group of compounds out, train

the model on all compounds that have been experimentally measured more times than

some mask, and then predict the limits of the compounds that have been measured less

than the mask. Using this work-flow, the “Confident” panels were generated by holding

back some subset of compounds, training a single model on those compounds which

have been measured a sufficient number of times, and then predicting on the held back

compounds. These are then compared with the standard LOO predictions made using

the entire dataset shown in the plots labeled “All”. The result is similar as that in 7.11a;

with a small group of compounds held back, the predictions are virtually the same, but

as more compounds are held out of the training set, the predictions get worse.

The same conclusion is reached by looking at the results of these two tests. Fig

7.11a shows that removing compounds we are not confident about does not improve

the prediction accuracy for well studied compounds, Fig. 7.11b shows that masking

compounds we are not confident about does not improve the prediction accuracy for those

compounds that are not well studied. The implication of these two virtual experiments

is that we should not remove compounds from the dataset, even ones in which we have

little confidence in the experimental dopability limits, because while the information this

set of compounds contains is imperfect, it is still important.
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7.12. High-throughput Dopability Predictions

Combining dopability predictions with quality factor predictions allows the identifica-

tion of potential new TE materials in the DLS family. While the optimized version of the

dopability model includes features and weighting that do not lend well to high-throughput

predictions, a simplified version can be used. A model for dopability constructed utilizing

only a feature set created using the formula and chemistry-based inputs and LOOCV has

a prediction accuracy reasonably similar to the optimized model (MAE/MSE of 1.34/3.05

compared to 1.19/2.23). This model was then used in tandem with β 176 to generate pre-

dictions for DLS compounds, with results shown in Fig. 7.12. Out of a total of 188

DLS compounds considered in this study, the dopabiilty learning set was based on 127

compounds. This yields 61 compounds that had no experimental dopability information;

both β and dopability could then be predicted for these compounds. An additional 67

compounds were part of the dopability learning set and had β predictions but had a a per-

sistence of less than 5 papers. In this latter case, the dopability prediction may highlight

opportunities for extending the known doping range in promising β compounds.

The first notable observation is that both the model predictions and experimental val-

ues (where they exist) indicate there are far more DLS compounds that are dopable to an

appropriate p-type carrier concentration range to be useful for thermoelectric applications.

Furthermore, there are far more DLS compounds with β predicted to be 10 or greater as

n-type than p-type. The average hole mobility is ∼two orders of magnitude lower than

the electron mobility and the valence band mass is about one order of magnitude higher

than the conduction band on average. This leads to many materials with high potential

n-type performance and fewer with high p-type β. Unfortunately, it appears far fewer
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AgFeS
SnS

CuFeS

SnTe

Figure 7.12. Predicted quality factor (β) vs dopability for compounds in
the diamond-like structure. Filled circles are experimental dopability, open
circles are predicted. Horizontal colored lines connect experimental and
predicted values of dopability, with color and thickness of line showing per-
sistence. Dashed gray lines represent approximate benchmarks for good
TE performance (carrier concentration>|3 x 1018| cm−3 and β>10), mean-
ing promising materials are in the regions labeled n-type and p-type.

compounds can be realized n-type to a reasonably high carrier concentrations. Many of

these are quaternary Cu containing compounds which have been made p-type only, and

while the quality factor indicates they have the potential to be very good thermoelectric

materials, the dopability predictions show it is very unlikely they can be made n-type

to realize that potential. However, the high quantity of low persistence quaternary Cu
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compounds may bias this conclusion; further studies of extrinsic doping in these materials

is needed to establish the attainable carrier concentration bounds.

Fig. 7.12 also demonstrates there are a number of binary and ternary compounds

which could be interesting thermelectric materials where the dopability limits have not

been fully explored experimentally. For example, β calculations indicate GaP could be a

good thermoelectric, with both experimental and predicted dopability in the approriate

range. ZnSnSb2 is predicted to have a much larger carrier concentration window than

found to date experimentally and could be a good thermoelectric if pushed from p-type

through intrinsic to n-type. This also indicates that CuInSe2, which has had recent

attention as a p-type thermoelectric, should be looked at instead as an n-type TE. Likewise

p-type CuFeS2 and AgFeS2 could be promising TE materials. SnTe997–999 and SnS191,1000

have both received significant interest as TE materials in their typical structures (rocksalt

and orthorhombic, respectively) and our predictions indicate they could exhibit high

performance if stabilized in the diamond-like structure.

7.13. Conclusions

In this work, we show that dopability ranges can be predicted to approximately one

order of magnitude against experimental results through linear modeling. The accu-

racy of a simple linear model is found to be similar to more complex machine learning

techniques and allows greater interpretability regarding the features and properties that

control dopability in diamond-like semiconductors. A number of features indicate substi-

tutional defects play a major role in driving carrier concentration ranges toward intrinsic

ranges and features such as band gap and Bader charge match either ‘rules-of-thumb’ or
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previous computational findings. Compounds that possess both promising thermoelectric

quality factor (β) and complementary dopability are identified. Our results serve as a

caution against pursuing a subset of high β compounds that have unfavorable dopability

ranges. For compounds or subgroups of DLS where persistence is historically low, this

work serves to inspire further experimental interrogation of carrier concentration limits

when the predicted dopability range is far greater than the experimentally realized limits.

These results also indicate where detailed defect calculation efforts are most impactful.

We note that the predictive dopability model is not inherently limited to DLS compounds;

an expanded learning set could incorporate structural descriptors so that the model could

be applied to a more diverse set of compounds, including all thermoelectric materials.
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CHAPTER 8

Summary and Recommendation for Future Work

In this work, I have shown how a metric for estimating the potential for thermoelectric

performance β can be developed. This is useful to serve as a guide for both experimen-

talists and computationalists to investigate compounds with high potential as TEs and

eliminate those that are unlikely to ever be useful. Experimental investigation of some

of these potentially interesting compounds was carried out; each compound has its own

unique challenges and opportunities:

• SnO has the potential to be among the best n-type oxide thermoelectric com-

pounds. In this work we were unable to dope it to the appropriate carrier type

and density due to stability issues. Other processing techniques may make these

carrier concentrations experimentally accessible to realize high performance.

• The potential of GeSe as a thermoelectric was realized by co-substitution to un-

lock the rhombohedral phase that permits the optimum carrier concentration to

be attained. Further work on GeSe should be focused on lattice thermal conduc-

tivity reduction and possibly completing the phase transformation to cubic.

• The exotic transport properties of ZrTe5 were shown to be explainable using a

simple two-band model. This model indicates that high performance could be

realized in the pentatelluride system by lowering lattice thermal conductivity

or reducing bipolar conduction, either through reduction of the minority carrier
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mobility or opening the band gap further. Work here should focus on alloying

with HfTe5 or substitution of S/Se for Te.

Further work in modeling both β (including lattice thermal conductivity) and dopa-

bility should focus on completing a feedback loop of property predictions, experimental

characterization and validation, and using these new measurements to refine the model.

For prediction accuracy to improve, the addition of more experimental data is quite im-

portant as it allows more fitting parameters to be statistically justified and decreases the

number of out-of-sample compounds. This increased flexibility and applicability supports

further learning of what determines a given property and how to design a material to

attain the desired characteristics. For the κL model, more modeling could be done to

determine what features are missing from the physics-based equation. The effect of per-

sistence and historical bias needs to be isolated from the chemical and structural drivers

of dopability if possible. Additional work could be done by predicting the probability

that compounds could be doped to a certain threshold to aid separating persistence or

combining dopability estimation with β. The dataset should also be expanded to include

more types of compounds outside of diamond-like semiconductors. The inclusion of inputs

which serve as proxies for structure, along with literature data of corresponding material

classes, would permit the application of this model to a broader set of compounds which

should include all known thermoelectric materials. This may provoke the discovery of

new TEs.

I have shown that models can be developed which use inexpensive inputs and are fit

to empirical literature data through a rigorous statistical procedure. These models aid

in the discovery of novel materials with high potential as thermoelectrics. The success
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of these models, which are similar in accuracy and can be applied to a much broader

class of compounds compared with more computationally expensive first-principles, should

inspire their use in other fields. In situations where there are analytical expressions, a

semi-empirical model can be fit with a grasp on the underlying physics. When no such

expressions exist, the use of simple statistical models allows interpretation of the primary

drivers that play a role in determining the target property. When the goal is learning and

not just prediction, both accuracy and interpretability should be considered in selection

of a model type for each case, meaning that sometimes linear models will be superior to

more trendy machine learning.
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G. J. Snyder, Journal of Materials Chemistry C, 2017, 5, 8854–8861.

[67] Z. Huang, S. A. Miller, B. Ge, M. Yan, S. Anand, T. Wu, P. Nan, Y. Zhu,
W. Zhuang, G. J. Snyder et al., Angewandte Chemie International Edition, 2017,
56, 14113–14118.

[68] S. A. Miller, I. Witting, U. Aydemir, L. Peng, A. J. Rettie, P. Gorai, D. Y. Chung,
M. G. Kanatzidis, M. Grayson, V. Stevanović et al., Physical Review Applied, 2018,
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V. Stevanović, E. Ertekin, A. Zevalkink et al., Chem. Mater., 2018.

[341] J. L. Shay and J. H. Wernick, Ternary Chalcopyrite Semiconductors: Growth,
Electronic Properties, and Applications: International Series of Monographs in
The Science of The Solid State, Elsevier, 2017, vol. 7.
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