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Abstract

Rocky exoplanets are indicated to be common in the galaxy. Future instruments including the

James Webb Space Telescope (JWST), high resolution ground­based spectrographs, and direct

imaging missions for under consideration by the 2020 Decadal Survey on Astronomy and Astro­

physics are poised to unlock the atmospheres of habitable zone planets orbiting nearby and distant

main­sequence stars. However, retrieval and interpretation of observational measurements will re­

quire understanding of possible atmospheric compositions, star­planet environmental context, and

their consequences on the habitability and detectability of the planet. To inform future instruments,

a range of model complexity, architectures, and frameworks have been used. Recently, emerging

terrestrial general circulation model (GCM) results argue that planetary rotation can drive changes

in heat redistribution, cloud formation, and circulation regimes, potentially influencing chemical

transport and the spatial distribution of gaseous species such as atmospheric biosignatures. Obser­

vations of neighborhood stars show evidence for flaring events that deviates substantially from their

time­averaged spectra over day­to­week time spans. These flares will likely accompany heightened

UV radiation and energetic particle precipitation, effects that should be accounted for in single col­

umn and global climate models. These newfound importance of atmospheric dynamics and dayside

photochemistry, particularly for slowly­rotating planets orbiting low­mass stars, has been hypoth­

esized to have important ramifications for the cumulative and evolving atmospheric compositions,

surface habitability, and remote detectability of molecular signals.

In this dissertation, we employ an array of three­dimensional Earth­system models in a series

of experiments that seek to self­consistently determine the atmospheric composition and dynam­

ics of extrasolar planets. Specifically, this dissertation utilizes global chemistry­climate models

in conjunction with observed data of stellar parameters to explore the habitability and observa­

tional prospects of rocky exoplanets orbiting G, K, and M­stars. In Chapter 1, we describe the
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motivation, background, and approach that serve as the foundation our work. In Chapter 2, we

adapt a chemistry­climate model (CCM) to simulate slowly­ and synchronously­rotating planets

orbiting systems with masses less than the Sun. Using this newly adapted tool, we confined the

degree of spatial heterogeneity of key biosignature compounds and find substantial chemical day­

night side contrasts for planets with rotation periods of 60 Earth days. In Chapter 3, we employ

a high­top version of the CCM to investigate hypothetical oxygen­rich exoplanets around a va­

riety of M­dwarf spectral types. For planets at the inner edge of the habitable zone, we find that

chemical­climate feedback driven by stellar forcing lead to thinning of the ozone layer as the model

atmospheres move towards more active M­dwarfs or increasingly wetter climates. Further, the dif­

ference between these scenarios will likely manifest in observed atmospheric spectra and could be

discriminated by instruments aboard the JWST. In Chapter 4, we apply the sameCCM to discovered

habitable zone planetary climates, but we use stellar spectra and lightcurves with the inclusion of

flare activity as inputs. We find secular and order­of­magnitude variations in the global concentra­

tions of habitability­associated gas­phase species (e.g., nitrogen and hydrogen oxides) over weekly

to monthly timescales. In Chapter 5, we expand upon the results of Chapter 3 and explore the con­

sequence of different global oxygenation levels from pO2 of 0.1% present atmospheric level (PAL)

to 10% PAL on the habitability of dry and moist climates. The slow rise of molecular oxygen in

Earth’s history is a result of oxygenating photosynthesis on a planetary­scale, and our results from

this chapter highlight the importance of 3D modeling in evaluating the effects of (exo)planetary

evolution. Finally, in Chapter 6, we develop a volatile accretion model based on N­body plane­

tary accretion simulations to trace the origins and sources of key elements (C, N, H) that make up

Earth’s hydrosphere and atmosphere.
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My parents taught me that the provable, tangible, veri­

fiable things were sacred, that sometimes the most as­

tonishing ideas are clearly profound, but when they

get labeled as ”facts”, we lose sight of their beauty.

It doesn’t have to be this way. Science is the source of

so much insight worthy of ecstatic celebration.

Sasha Sagan

Chapter 1

Introduction

We stand at an important juncture in human history; for the first time we have the capability to

perform detail survey and characterization of planets outside the solar system (i.e., extrasolar plan­

ets, or exoplanets). Since the first discovery of a transiting exoplanets in 1996, the Kepler Space

Telescope has revolutionized our knowledge regarding the demographics of planetary systems and

simultaneously, has provided us with detailed dossiers of the attributes and histories of potential

planetary environments. In recent years, we are gradually moving from planet discovery towards

planet characterization with the ultimate goal of understanding the existence and distribution of life

in the Universe.

Today, about five thousand exoplanets are known to exist (e.g., Bryson et al. 38, Hsu et al.

147), but our knowledge of these planets and their environments is incomplete. While fundamen­

tal physical parameters such as mass, radius, and bulk density are relatively well measured, we

know little about the structure and atmospheres of these systems. Critically, understanding the na­

ture of exoplanets and how they form and evolve, particularly for small planets, is needed to help

predict and interpret anticipated atmospheric measurements of potentially habitable worlds includ­
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ing Kepler­186f, Proxima Centauri b, TRAPPIST­1e, LHS 1140b, and TOI­700d with upcoming

ground­based spectrographs and space­borne missions such as the James Webb Space Telescope

(JWST), the European Extremely Large Telescope (E­ELT), the Large Ultraviolet Optical Infrared

Surveyor (LUVOIR), the Habitable Exoplanet Observatory (HabEx), and the Origins Space Tele­

scope (OST).

In the past decade, extrasolar planet characterization efforts revealed exotic atmospheric com­

positions and climate patterns. Hot Jupiters, one of the most well examined exoplanet classes, are

found to host familiar compounds such as carbonmonoxide (CO) andwater vapor (H2O) [207, 228],

bolstering the likelihood for such detections in terrestrial worlds. Detection of aluminium oxide

(Al2O3) and titanium oxide (TiO) and even sulfur (S) imply the occurrence of complex chemistry on

these warm gaseous planets [23, 52, 59]. Transit­transmission spectroscopy of sub Neptunes and

super Earths found that clouds and hazes have a large impact on the observed spectra by raising

the baseline and/or muting certain spectral features [196]. Recently, the field has rapidly pushed

towards smaller planets with greater habitability prospects. For example, initial remote reconnais­

sance of the TRAPPIST­1 system has ruled out high mean­molecular weight atmospheres as the

primary composition for TRAPPIST­1e and TRAPPIST­1f [69, 246].

For the next few decades, a primary focus of the astronomy, planetary science, and astrobiolgi­

cal communities will be the atmospheric and surface characterization of small and potentially rocky

planets. With the imminent launch of the JWST and flagship direct imagingmissions on the horizon,

we will need terrestrial planet models to interpret observations and retrieve planetary characteris­

tics by upcoming observational campaigns. Earlier efforts to quantify the climate, habitability, and

observational potential of habitable zone typically rely on conceptual, analytical, or single­column

models. In the past decade or so, state­of­the­art numerical models such as the three­dimensional

(3D) general circulation models (GCMs) have also been employed (e.g., Eager et al. 86, Kasting

et al. 168, Komacek and Abbot 187, Kopparapu 192, Way et al. 348, Wolf et al. 354). However,
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terrestrial planet GCMs typically do not include chemical speciation, transport, and interactive reac­

tions that are imperative for detailed habitability and biosignature modeling. To better circumscribe

the climate and atmospheres of warm habitable exoplanets, coupled chemistry­climate models are

warranted. Below, we describe the need for such an advance in modeling techniques in terrestrial

planet studies. In doing so, we motivate the work conducted in this dissertation.

Conventional GCM studies without interactive chemistry assumed atmospheres composed of

N2­CO2­H2O, with either ocean­covered or dry surfaces and quiescent stellar spectral energy dis­

tributions. However, observational measurements show evidence of stellar flares (and implicitly

coronal mass ejections) in the Kepler and TESS data (e.g., Howard and Law 146, Seli et al. 307, Tu

et al. 334). In many cases, the measured peak flare emissions of typical M­dwarfs are over three

orders of magnitude greater than the strongest record solar flare i.e., the Carrington Event [281].

When modeling the 3D atmospheres of small exoplanets, it is thus important to account for the cou­

pled effects of stellar activity [280, 289] as well as the dynamical and chemical responses because

both initial perturbation and subsequent feedbacks could determine the ionization rates, energy

balance, and production/destruction of gas­phase species.

Previous work has demonstrated inclusion of 3D processes can significantly affect the long­

term climate and chemistry of slowly­ and synchronously­rotating planets orbiting early K and late

M­dwarfs. Strong substellar buoyant updrafts can lead to the formation of optically thick dayside

cloud decks, which increases the planetary albedo and lowers the global mean surface temperature

[348, 362]. For planets with P > 25 days, it has been shown that divergent day­to­night circulation

can efficiently transport photochemically and photolytically produced compounds (e.g., O3) to the

nightside and suggest that global simulation of trace molecular species will be important next steps

[271, 369], shown to be vital for the chemical composition of gas giant exoplanets [85]. As different

photochemical reactions dominate different atmospheric scenarios, identification of specific trace­

gas chemistry pathways could serve as observational hallmarks for certain atmospheric or climate
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archetypes.

Another motivation for the utilization of 3D coupled CCMs is to improve synergies between

different model communities and heritages. For example, an existing challenge is that the model

complexities a wide variety of climate predictions. Even for a single planet climate simulation e.g.,

TRAPPIST­1e, 1D radiative­convective models and 3D GCMs disagree on the surface tempera­

ture predicted [91]. Even within GCMs, there exists significant discrepancies between published

results. For instance, the LMD, ExoCAM, and MET Office GCM suites disagree on whether a

planet transitions through a moist greenhouse phase or transition directly into the runaway green­

house phase [170, 203]. In the modern Earth climate science community, large GCM ensemble

experiments allows researchers to assess this range of and better capturing model uncertainty. Be­

cause paleoclimate and exoplanet climate studies typically involve individual institution and/or

research groups, such feats are difficult to accomplish [368]. A 3D model simulations that includes

self­consistent photochemistry could serve as a gateway between 1D and 3D exoplanet modeling

communities.

The dissertation uses Earth­system chemistry­climate models to explore atmospheric and sur­

face scenarios relevant to the past, present, and future of terrestrial exoplanets. In the experiments

presented in this dissertation, the National Center for Atmospheric Research (NCAR) Whole At­

mosphere Community Climate Model (WACCM) is modified to study hypothetical atmospheres

of habitable exoplanets. WACCM is a 3D global CCM that simulates interactions of atmospheric

chemistry, radiation, thermodynamics, and dynamics. Unless otherwise stated in the specific chap­

ters, the model utilizes sub­components Community Atmosphere Model v4 (CAM4), the Com­

munity Land Model (CLM) 4.0, and a customised thermodynamic ocean model. In addition, it

includes an active hydrological cycle and prognostic photochemistry, which takes advantage of

version 3 of the Modules for Ozone and Related Chemical Tracers (MOZART) chemical trans­

port model [179]. The final component of WACCM includes a number of improved and expanded
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high­top atmospheric physics and chemical components. Processes in the MLT region are based

on the thermosphere­ionosphere­mesosphere electrodynamics (TIME) GCM [279]. An important

addition employed in this dissertation is the open source convolution neural network (CNN) code.

This CNN code was developed by Feinstein et al. [92] with the goal of identifying flaring ac­

tivity in the TESS data and we have used it to generate flare lightcurves for use in our climate

model. Throughout the studies presented in this dissertation, these modeling components are used

in various configurations to test the sensitivity of the HZ exoplanet climate to a range of different

environmental parameters and boundary conditions.

Each chapter includes a detailed description of these experimental designs and explores a differ­

ent aspect terrestrial exoplanetary atmospheres. The dissertation is comprised of five main results­

based Chapters (2­6), in addition to an introductory Chapter (1) and concluding with a summary

Chapter (7). Specifically, Chapters 2­ 5 used the modeling tool described above to study the habit­

ability and observability of planets around other stars, while the final chapter present a newlywritten

code to explore the delivery and loss of key hydrospheric ingredients. Chapter 2 investigates the

roles of planetary rotation and stellar illumination, as well as the Earth­Sun and planet­star orbital

configuration on the distribution and concentration of remotely detectable biosignatures (Chen et

al. 2018). These experiments were the first to incorporate a chemistry module MoZart, including

150 trace gas species and reactions, into a terrestrial exoplanet GCM, resulting in a benchmark

advance in the exoplanet GCM intercomparison community. Chapter 3 builds on this CCM simu­

lation setup and performed a more comprehensive study into the boundaries of the inner edges of

the HZ across a range of stellar spectral types. One important finding is that the ultraviolet (UV)

spectral energy distribution is a key parameter in determining the inner edge of the habitable zone,

but it is unclear how time­resolved model (Chen et al. 2019). This question is further addressed in

Chapter 4, when observed stellar lightcurves and modeled spectra are used as inputs to the CCM

presented in Chapter 3. Flare induced variability of the nitrogen­ and hydrogen­oxide reservoir
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are found to produce potentially observable signatures for next­generation observatories (Chen et

al. 2021). In Chapter 5, wet and dry climate scenarios experimented in Chapter 3 are examined

with an aim to understand the consequences of different global oxygenation levels on exoplanetary

climate, motivated by the biogeochemical evolution of Earth’s atmosphere (Chen et al., in prep).

In Chapter 6, the formation of early Earth’s atmosphere and hydrosphere is investigated with a

newly built model of terrestrial planet accretion. This soon to be publically available code is used

to investigate the elemental ratios of primitive Earth and trace the origins of carbon, nitrogen, and

hydrogen (Chen & Jacobson, submitted).

1.1 Publications and conference abstracts resulting from this disser-

tation

Refereed Publications

Chen, H., Wolf, E.T., Kopparapu, R., Domagal­Goldman, S. and Horton, D.E., 2018. Biosig­

nature anisotropymodeled on temperate tidally lockedM­dwarf planets. The Astrophysical Journal

Letters, 868(1), p.L6. (Chapter 2 is adapted from this publication)

Chen, H., Wolf, E.T., Zhan, Z. and Horton, D.E., 2019. Habitability and spectroscopic observ­

ability of warmM­dwarf exoplanets evaluated with a 3D chemistry­climate model. The Astrophys­

ical Journal, 886(1), p.16. (Chapter 3 is adapted from this publication)

Chen, H., Zhan, Z., Youngblood, A., Wolf, E.T., Feinstein, A.D. and Horton, D.E., 2021. Per­

sistence of flare­driven atmospheric chemistry on rocky habitable zone worlds.Nature Astronomy,

5(3), pp.298­310. (Chapter 4 is adapted from this publication)
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Chen, H., Luo, Yangcheng, and Horton, D.E., Modulation of the Water­Loss Timescales by

Planetary Oxygenation Levels, in prep. (Chapter 5)

Chen, H. and Jacobson, S. A., C/N and C/H on Earth­like Planets as Outcomes of Impact Loss

and Degassing, submitted to EPSL (Chapter 6 is adapted from this submitted manuscript)

Conference Abstracts

Chen, H., Horton, D. E., 2021, December. The 3D Effects of Large Stellar Flares on Habitable

Zone Planets. In AGU Fall Meeting Abstracts (Vol. 2021, pp. U44B­06).

Chen, H., Luo, Y., Horton, D. E., 2021, December. Caveats for the Water­Loss Limits at the

Inner Edge of the Habitable Zone. In AGU Fall Meeting Abstracts (Vol. 2021, pp. P45B­2418).

Chen, H., Jacobson, S. A., 2021, December. Modeling the evolution of mantle and atmospheric

elemental abundances on nascent Earth­like planets. In AGU Fall Meeting Abstracts (Vol. 2021,

pp. DI35C­0034).

Chen, H., Mendillo, M., Becker, J. and Horton, D.E., 2020, December. On the Ionospheres

of Strongly­to Weakly­Oxygenated Terrestrial Exoplanets. In AGU Fall Meeting Abstracts (Vol.

2020, pp. U008­11).

Chen, H., Wolf, E., Zhan, Z. and Horton, D., 2019. M­dwarf Activity Driven 3D Climate and

Photochemistry of Inner Habitable Zone Tidally­Locked Planets. AAS/Division for Extreme Solar

Systems Abstracts, 51, pp.502­04.

Chen, H., Wolf, E.T., Zhan, Z. and Horton, D.E., 2019, June. Coupled 3D Chemistry­Climate

Simulations of Moist Greenhouse Terrestrial Planets: Water­Loss and Spectroscopic Observability.

In 2019 Astrobiology Science Conference. AGU.
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Chen, H. and Horton, D., 2018, January. Modeled 3­D Biosignatures from the Stratospheres of

Proxima Centauri b and M­dwarf Planets. In American Astronomical Society Meeting Abstracts#

231 (Vol. 231, pp. 148­13).
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Chapter 2

Biosignature AnisotropyModeled on Temperate

Tidally LockedM-dwarf Planets

2.1 Abstract

1 A planet’s atmospheric constituents (e.g., O2, O3, H2Ov, CO2, CH4, and N2O) can provide clues

to its surface habitability, and may offer biosignature targets for remote life detection efforts. The

plethora of rocky exoplanets found by recent transit surveys (e.g., the Kepler mission) indicates

that potentially habitable systems orbiting K­ and M­dwarf stars may have very different orbital

and atmospheric characteristics than Earth. To assess the physical distribution and observational

prospects of various biosignatures and habitability indicators, it is important to understand how

they may change under different astrophysical and geophysical configurations, and to simulate

1Chapter adapted from: Chen, H., Wolf, E.T., Kopparapu, R., Domagal­Goldman, S. and Horton, D.E., 2018.
Biosignature anisotropy modeled on temperate tidally locked M­dwarf planets. The Astrophysical Journal Letters,
868(1), p.L6.
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these changes with models that include feedbacks between different subsystems of a planet’s cli­

mate. Here we use a three­dimensional (3D) Chemistry­Climate model (CCM) to study the ef­

fects of changes in stellar spectral energy distribution (SED), stellar activity, and planetary rota­

tion on Earth­analogs and tidally­locked planets. Our simulations show that, apart from shifts in

stellar SEDs and UV radiation, changes in illumination geometry and rotation­induced circulation

can influence the global distribution of atmospheric biosignatures. We find that the stratospheric

day­to­nightside mixing ratio differences on tidally­locked planets remain low (< 20%) across the

majority of the canonical biosignatures. Interestingly however, secondary photosynthetic biosigna­

tures (e.g., C2H6S) show much greater (∼67%) day­to­nightside differences, and point to regimes

in which tidal­locking could have observationally distinguishable effects on phase curve, transit,

and secondary eclipse measurements. Overall, this work highlights the potential and promise for

3D CCMs to study the atmospheric properties and habitability of terrestrial worlds.

2.2 Introduction

A promising approach in the hunt for life beyond Earth is through the detection of biosignatures

– biologically produced compounds such as O2, O3, CH4, N2O, and CO2 – in the atmospheres of

terrestrial planets orbiting the putative habitable zones (HZs) of nearby stars [168, 218, 287, 300].

In recent years, the convergence of our ability to detect, confirm, and characterize extrasolar

planets has profoundly strengthened the prospects of finding life on other worlds. Consistently

improving measurements of stellar mass, radius, and distance allows more accurate constraints

on their attending planets [227]. Large­scale observational surveys such as the M­Earth project,

TRAPPIST survey, Hungarian Automated Telescope Network (HATNet), Kepler Space Telescope,

and Transiting Exoplanet Satellite Survey (TESS) have detected planets in the habitable zones
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around these stars [327] and will continue to monitor closer and brighter systems for Earth­sized

planets [20]. Simultaneously, follow­up characterization efforts of these confirmed planets were

able to resolve atmospheres of much smaller planets than past efforts (e.g., HAT­P­26b; Wakeford

et al. 343). Looking ahead, a variety of instruments are being designed with life detection goals

in mind. This includes ground­based observatories such as the European Extremely Large Tele­

scope (E­ELT), Giant Magellen Telescope (GMT), and Thirty­Meter Telescope (TMT), as well as

space­based missions such as the JamesWebb Space Telescope (JWST), Large UV/Optical/IR Sur­

veyor (LUVOIR), Origins Space Telescope (OST), and Habitable Exoplanet Imaging Observatory

(HabEx). HabEx and LUVOIR in particular would enable characterization of potentially habitable

Earth­sized rocky planets in our solar neighborhood (100 parsecs; Batalha et al. 22, Bolcar et al.

34, Mennesson et al. 242).

The recent discoveries of Proxima Centauri b [10] and the TRAPPIST­1 system [106] demon­

strate that analyses of small rocky planets are within reach. However, many of these planets orbit

extremely close to their host M­type stars (0.02­0.2 AU) and are susceptible to trapping by tidal­

forces [325]. Tidally­locked but potentially habitable planets are expected to be common in HZs of

low­mass stars (∼15%; Dressing and Charbonneau 84) – which dominate our solar neighborhood

stellar population (∼70%; Henry et al. 136). Concurrently, our earliest opportunity for a biosig­

nature search will likely come from the JWST and ground­based extremely large telescopes (E­

ELT, GMT, and TMT); these observatories will enable spectroscopic observations of rocky planets

around K­ and M­type stars. It is therefore likely that our first opportunity to measure atmospheres

of rocky worlds will be tidally­locked terrestrial planets around K­ or M­dwarf stars.

Characterization of exoplanets primarily involves measuring starlight and terrestrial thermal

emissions absorbed by planetary atmospheres as a function of wavelength. For transit spectroscopy,

which will be the main tool for obtaining spectra from planets around M­dwarf stars, observations

are biased towards atmospheric constituents across the terminators. Therefore, interpreting spectro­
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scopic observations requires inferring both the concentration and distribution of detectable gases.

Such properties can be predicted by 3D global climate and chemistry­climate models (GCMs and

CCMs). GCMs and CCMs are numerical models that employ laws of physics, fluid motion, and in

the case of CCMs, chemistry to simulate movements, interactions, and climatic implications of a

planet’s atmospheric constituents and boundary conditions.

Previous simulations of atmospheres of tidally­locked planets performed with 3D GCMs have

demonstrated that habitable states of tidally­locked planets are strong functions of: (i) Coriolis

force [190, 348, 364], (ii) stellar energy distribution (SED) and bolometric stellar flux [191, 351],

(iii) atmospheric mass [357], and (iv) radiative transfer scheme [364]. Despite the ability of GCMs

to simulate key climatological factors, as demonstrated by these studies, their foci have primarily

been on questions of habitability, rather than the concentrations and distributions of biologically­

produced gases and habitability indicators.

To study effects of tidal­locking on atmospheric chemistry and molecular spectroscopic signals,

models capable of resolving chemical speciation, reactions, and transport are needed. To date, exo­

planet atmospheric photochemical predictions have largely relied on one­dimensional global­mean

photochemistry­climate models (e.g., Kasting et al. 166, Meadows et al. 237, Segura et al. 303).

These 1D models have been used to simulate synthetic spectra of hypothetical rocky planets under

the influence of different host SEDs [274, 285]. However, 1D models employ relatively simple

eddy­diffusion parameterizations for vertical transport and do not account for atmospheric dynam­

ics, climate heterogeneities, or 3D geometric effects critical to observations. These factors are

important as advection and diffusion can affect concentration, distribution, and ultimately the com­

position of an atmosphere [306]. In addition to altering photochemistry, as shown by 1D models,

shifts in stellar SED can influence atmospheric circulation and climate (e.g., Fujii et al. 99, Shields

et al. 310). Atmospheric chemistry and dynamics are thus interactive, and should ideally be simu­

lated using fully­coupled 3D model components.
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Here, to better undererstand the observational potential of tidally­locked planets, the integrated

effects of atmospheric chemistry, photochemistry, and circulation are considered over the 3D geom­

etry of a planet’s atmosphere. In this Letter, we simulate Earth­analogs and tidally­locked planets

around M­dwarf stars using a 3D CCM, while seeking to (i) elucidate the photochemical nature of

Earth­like worlds, (ii) demonstrate the utility of 3D CCMs in terrestrial exoplanet studies, (iii) and

advance model comparison efforts between 3D and 1D research communities.

2.3 Model Description & Experimental Setup

In this study, we employ the Community Atmosphere Model with Chemistry (CAM­chem), a sub­

set of the National Center for Atmospheric Research (NCAR) Community Earth System Model

(CESM v.1.2), to investigate atmospheres of Earth­like planets. CAM­chem is a 3D global CCM

that simulates interactions of atmospheric chemistry, radiation, thermodynamics, and dynamics

(for complete model description see Lamarque et al. [199]). CAM­chem combines the CAM4 at­

mospheric component with the fully implemented Model for Ozone and Related Chemical Tracers

(MOZART) chemical transport model. CAM­chem resolves 97 gas phase species and aerosols

linked by 196 chemical and photolytic reactions. CAM, the atmosphere component of the model,

has seen wide applications in problems of paleoclimate and exoplanets (e.g., Kopparapu et al.

190, Wolf and Toon 353), whereas CAM­chem has largely been limited to studies of present Earth.

All simulations presented were run for 30 Earth years and reported results are averaged over the

last 20.

We simulate Earth­analogs and tidally­locked planets and assess the sensitivity of atmospheric

biosignatures to three primary variables: (i) stellar spectral energy distribution, (ii) stellar UV ra­

diation, and (iii) planetary rotation period. To simulate Earth­analogs, we use a preindustrial Earth
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setup forced by solar spectral irradiance data [202], i.e., apart from the orbital parameters described

below, our Earth­analog simulation uses identical boundary and initial conditions to Earth in 1850,

prior to anthropogenic influences [326]. These conditions include atmospheric gases N2 (78% by

volume), O2 (21%), and CO2 (2.85×10−2%) [225]. In addition, themodel simulates the free­running

evolution of H2Ov and O3, while CH4 and N2O surface fluxes are latitudinally variable (global mean

CH4: 7.23 × 10−7 and N2O: 2.73 × 10−7 mol mol−1). Throughout the remainder of the paper, we

refer to this Earth­Sun simulation as the baseline.
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Figure 2.3.1: Global distribution of O3, CH4, and N2O mixing ratios and relative humidity
for Earth-like non-tidally-locked (P = 24 hr) Solar SED simulations (a, d, g, j) and tidally-
locked (P = 50 days) active (b, e, h, k) and quiescent (c, f, i, l) M-dwarf SED simulations.
Evidence of circulation- and photochemical-induced biosignature anisotropy are apparent. Day-
to-nightside mixing ratio contrasts (rdiff) for tidally-locked simulations are reported, while rel-
ative humidity is averaged across the globe (RHglobe). Gas mixing ratios are pressure-weighted
vertical averages over the top of the model atmosphere (1-to-100 mb). Relative humidity is
reported for the 200 mb pressure surface. Note differences in scaling factors used amongst ex-
periments and constituents. Dashed-lines indicate locations of terminators.

We also modify CAM­chem to simulate tidally­locked planets with initially Earth­like atmo­

spheric compositions forced by M­dwarf SEDs. This SED was obtained from an open­source

dataset of an M6V star, Proxima Centauri, compiled by NASA’s Virtual Planetary Laboratory

(VPL) team and is available at http://vpl.astro.washington.edu/spectra/stellar/. We

explore two SED­types (active and quiescent) that bracket the endmember ranges of stellar activity.

VPL Proxima Cen. data is assumed to be moderately­to­highly active. To construct a quiescent

http://vpl.astro.washington.edu/spectra/stellar/
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M­dwarf SED, we swap out UV bands (λ < 500 nm) of the original Proxima Cen. data with that

of a low­activity star (HD114710). For all exo­Earth simulations, we assume tidal­locking (i.e.,

trapped in 1:1 spin­orbit resonances), with orbital periods of 50 Earth days. While we do not use

self­consistent stellar­flux orbital period relationships (e.g., Haqq­Misra et al. 125, Kopparapu et al.

190), the idealized case studied here highlights the value of using CCMs for modeling chemical

processes on slowly and synchronously rotating planets.

For both Earth and tidally­locked exoplanet simulations, we set orbital parameters (obliquity,

eccentricity, and precession) to zero, such that top­of­atmosphere incident stellar flux is symmetric

about the equator. Incident bolometric stellar flux for all simulations is set to 1360 W m−2. The

substellar point for all simulations is fixed at (Earth’s) latitude = 0andlongitude = 180, in the Pacific

Ocean. Note that other studies (e.g., Lewis et al. 208) have shown that surface type beneath a

substellar point can modify water vapor availability, influencing water vapor­induced greenhouse

and cloud radiative effects, and possibly atmospheric chemistry.

In all simulations, we assume present Earth’s continental configuration, topography, mass, and

radius. We use prognostic atmospheric and oceanic components of CESM, as well as prescribed

preindustrial land, surface ice, and sea ice components. Horizontal resolution (latitude × longi­

tude) is set to 1.92.5with26verticalatmosphericlevelsandmodeltopof1mb(∼ 50 km). The land model is

Community Land Model version 4.0 with non­interactive surface features. The ocean component

is a thermodynamic slab model with prescribed heat flux values sourced from dynamical ocean

simulations (e.g., Danabasoglu and Gent 65).

Consistent with 1D studies (e.g., Segura et al. 303) and in alignment with our lack of terres­

trial exoplanet observations, we assume atmospheric compositions, biological production, and dry

deposition rates of gaseous species the same as those of preindustrial Earth. Apart from CH4 and

N2O, global surface gas flux inputs are based on spatially­explicit preindustrial monthly averages
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(e.g., DMS; Kettle and Andreae 176). Due to SED sensitivities, CH4 and N2O surface flux bound­

ary conditions are estimated via ancillary CCM simulations that allow for the emergence of stellar

SED­dependent flux magnitudes (i.e., WACCM; Neale et al. 252). Emergent SED­consistent N2O

and CH4 flux estimates are temporally and spatially fixed in active and quiescent M­dwarf sim­

ulations at CH4: 3.5 × 10−4 and 2.3 × 10−3 mol mol−1 and N2O: 2.5 × 10−6 and 3.2 × 10−5 mol

mol−1, respectively. Given uncertainties inherent in flux estimates, sensitivity experiment and day­

to­nightside mixing ratio comparisons should focus on relative rather than absolute differences.

2.4 Results

Three general observations can be made from our simulated 3D global distributions of O3, CH4,

N2O, and DMS on Earth­like and tidally­locked planets (Figures 1 and 4): (i) Changes in mixing

ratios of O3, CH4, and N2O are primarily due to different levels of stellar UV flux amongst the three

SED datasets. (ii) Introduction of tidal­locking modifies globally homogeneous gas distributions

that characterize Earth­like scenarios. (iii) Heterogeneous surface­to­atmosphere flux distributions

(e.g., DMS) can influence the resultant mixing ratios of atmospheric constituents.

To facilitate analysis of our results, we define a day­to­nightside mixing (mole) ratio contrast

as:

rdiff =
rday − rnight

rglobe
(2.1)

i.e., the relative difference between the two hemispheres, where rday is the dayside hemispheric

mixing ratio mean, rnight the nightside mean, and rglobe the global mean. The degree of anisotropy
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is loosely encapsulated in this parameter, which is analogous to the definition used by Koll and

Abbot [183] in the context of temperature contrasts. Values of rdiff for each respective experiment

are shown in Figures 1 and 4 and will be discussed throughout the paper.
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Figure 2.4.1: Stratospheric O3 and OH production rates as functions of longi-
tude[Stratospheric O3 and OH production rates as functions of longitude] for Earth-like non-
tidally-locked (P = 24 hr) Solar SED simulations (a, d) and tidally-locked (P = 50 days)
M-dwarf SED (b, c, e, f) simulations. Photolytic processes drive ozone and hydroxyl radical
production and help to explain many of the observed biosignature gas distributions in Figure 1.
Note vertical axis begins at 50 mb (∼20 km). Dashed-lines indicate locations of terminators.
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2.4.1 Ozone Distributions,Water VaporMixing Ratios, and Temperature Profiles

Ozone production and destruction depend on stellar UV activity, availability of molecular and

atomic oxygen, and ambient meteorological conditions (P,T). As our simulated M­dwarf SED is

moderately active in the UV bands, our results show similar quantities of ozone between the base­

line Earth­Sun and tidally­locked cases (Figures 1a­c). However, the quiescent SED, produces

lower ozone concentrations above the tropopause (Figure 3c). These differences reflect specific

stellar activity inputs. Quiescent M­dwarfs emit lower UV in the range responsible for ozone pro­

duction (160 < λ < 240 nm). Moreover, calculated day­to­nightside mixing ratio differences rdiff

are higher (∼19%) in the active M­dwarf SED scenario, a result of the more photochemically active

substellar hemisphere.

Modulations to ozone concentration have major influences on distributions of other biosigna­

ture gases. This is due to substellar hemispheric production of excited state atomic oxygen O(1D)

and constituent families of HOx. Both O(1D) and HOx constituents are reactive radicals important

for atmospheric biogenic organo­compounds and hydrocarbons (e.g., CH4, CH3, HCL, H2S).

As ozone is photochemically produced, horizontal advection carries a portion to the nightside

as evidenced by its presence in both hemispheres. The lifetime of ozone (∼15 days), in conjunction

with day­to­nightside transport, is sufficient enough to sustain some nightside O3, but not effi­

cient enough to fully mix the atmosphere, allowing day­to­nightside contrast (∼19%; Figure 1b).

Conversely, the product O(1D) shows limited transport effects due to a short lifetime (< 5 secs),

reflected in its large rdiff value (∼300%; not shown). O(1D) is rapidly removed by one of R1 or R2

reaction pathways [157]:
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O(1D) +H2Ov → 2OH (2.2)

O(1D) +M(N2,O2) → O(3P) +M (2.3)

O(3P) +O2 +M → O3 +M (2.4)

The higher ozone mixing ratios on tidally­locked nightsides is explained by these reaction path­

ways (Figure 1b­c). Reaction R1, which creates the hydroxyl radical OH, predominantly occurs

on the dayside due to the abundance of H2Ov (Figures 2e­f). In R2, singlet oxygen returns to the

triplet ground state, which can then recombine with oxygen to form ozone via R3. Considered

together, significant dayside UV ozone destruction and enhanced removal of O(1D) by water va­

por offset higher ozone production rates (Figure 3b), which helps to explain lower dayside ozone

mixing ratios (Figure 1b­c).

Interaction of stellar UV photons with O2 and O3 can also be seen in vertical temperature pro­

files. On Earth­like planets, stratospheric temperature is primarily a function of incident UV flux

(200 < λ < 310 nm) due to the role of O3 absorption of shortwave photons. In our simulations, this

feature is apparent in global and hemispherically averaged profiles. Our simulations indicate that

upper­stratospheric temperatures increase (and inversions weaken) as UV radiation levels increase;

from quiescent SED, to active SED, to the baseline Earth simulation (Figure 3a). Enhanced UV

absorption by O3 and O2 increase temperatures above the tropopause, reducing the vertical gradient

and inversion strength.

We now turn to discussing testability of our 3D model predictions. Based on simulated ozone

distributions, the calculated rdiff (∼20%) is notable but unlikely to be discernible with current ob­
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servational capabilities [40]. However, this task may prove viable using future instruments (e.g.,

Greene et al. 113). Proedrou and Hocke [271] reached a similar conclusion by comparing total

column ozone of a tidally­locked Solar SED Earth and found an ∼23% difference between mean

ozone columns during four arbitrary phases due to varying viewing angles.

Compared with 1D model studies, our 3D simulations produce similar ozone mixing ratios.

However, we find substantially different Bond albedos, temperature, and water mixing ratio pro­

files. As a consequence of increased dayside water vapor­induced opacity and substellar clouds

on tidally­locked planets, global­mean surface temperatures of both tidally­locked simulations are

∼40 K colder than the baseline (Figure 3a), while Bond albedos are substantially higher, in agree­

ment with GCM studies [190, 191, 361]. Colder global (and nightside) temperatures produce lower

global water vapor mixing ratios than predicted by 1Dmodels with clear­sky assumptions (i.e., pure

water vapor without clouds). Conversely, dayside H2Ov mixing ratios are greater due to humid

updrafts at the substellar point (Figures 1j­l). Curiously, the quiescent M­dwarf SED simulation

(Figure 1l) has lower global­mean relative humidity than the Earth­analog (Figure 1j) and the ac­

tive M­dwarf case (Figure 1k). This is due to increased ozone mixing ratios and degree of UV

absorption, which limit the photolysis of H2Ov, in the more active SED simulations. Hence coun­

terintuitively, more dayside H2Ov destruction is experienced by the simulation under lower UV

radiation. Such behaviors exemplify the value of CCM simulations, in which capturing feedbacks

between 3D dynamical processes, solar forcing, and atmospheric chemistry is critical.

2.4.2 Types I and II Biosignatures: 3DCH4 andN2OAbundances

CH4 and N2O are important biosignatures produced by a myriad of bacterial metabolic pathways

[73, 298]. In Figures 1d­f, we showmodeled CH4 distributions. High CH4 mixing ratios for planets
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Figure 2.4.2: Vertical profiles of global-mean temperature (a) and mixing ratios of various
gas phase species (b, c, d, e, f). QGM (quiescent global-mean) denotes global-mean values
from simulations forced by a quiescent M-dwarf SED, AGM (active global-mean) denotes those
forced by an active M-dwarf SED, and ADS (active day-side) denotes dayside-mean values from
simulations forced by an active M-dwarf SED. Note axes are log-scaled and begin at planetary
surfaces (∼1000 mb).

orbiting quietM­dwarfs were first noted by Segura et al. [303] using a 1Dmodel, caused by reduced

photochemical removal by reaction with OH:

CH4 +OH → CH3 +H2O (2.5)

In our 3D CCM, we find similar global mean CH4 increases in tidally­locked simulations (Fig­

ures 1e­f). However, active and quiescent simulations have low CH4 rdiff values (13.7% and 2.9%,
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respectively). Low rdiff values are explained by a mixture of competing processes. First, upwelling

in tidally­locked simulations occurs exclusively below the substellar point, as evidenced by upper­

tropospheric moisture patterns (Figures 1j­l). Compared to the baseline, tidally­locked meridional

overturning circulation is strengthened, which brings greater moisture aloft. This, in conjunction

with the dayside abundance of OH, removes CH4 via R4. Increased daysideOHproduction (Figures

2e­f) is a consequence of abundant O(1D) and H2Ov (R1), both of which are sparse on the nightside.

These processes combine to limit dayside CH4 and produce lower rdiff values than expected.

N2O is primarily destroyed by UV photons (λ < 220 nm) and photo­oxidation by reactions with

stratospheric O(1D) (Figure 1g­i). Hence predicted N2O concentrations around active M­dwarfs

are lesser than those with quiescent SEDs. For both active and quiescent SED simulations, higher

concentrations within the substellar hemisphere are found (Figures 1h­i), similar to CH4 behavior.

Interestingly, simulations forced by the active SED have greater stratospheric rdiff (CH4: 13.7%

and N2O: 6.9%; Figures 1e­h) than those forced by quiescent SEDs (CH4: 2.9% and N2O: 1.1%;

Figures 1f­i). Higher rdiff values for active SED cases is somewhat counterintuitive as one might

expect that enhanced photolytic destruction on planets around active M­dwarfs should suppress

day­to­nightside contrasts. However, simulations forced by active SEDs have more isothermal

atmospheres (i.e., weaker temperature inversions; Figure 3a), which promote vertical mixing of

surface gases above the tropopause, contributing to higher rdiff values.

2.4.3 Effectsof SurfaceFluxesonAtmosphericDistribution: CaseofDimethyl Sul-

fide

On tidally­locked planets, phototrophs are unlikely to emit biogenic gases globally (i.e., the assump­

tion for all biosignature gases considered thus far); rather, photosynthetically­derived emissions are
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Figure 2.4.3: Global distribution of photosynthetic biosignature dimethyl sulfide (DMS,
(CH3)2S) for Earth-like non-tidally-locked (P = 24 hr) Solar SED simulations (a), tidally-locked
(P = 50 days) active M-dwarf SED simulations with a global DMS flux assumption (b), and
tidally-locked with a dayside DMS flux assumption (c). Day-to-nightside mixing ratio differ-
ences (rdiff) for the tidally-locked simulations are reported. Phototrophs are assumed to be only
present on the permanently lit day-side in panel (c), which results in an enhanced stratospheric
day-to-nightside mixing ratio contrast. Dashed-lines indicate locations of terminators.

likely to be restricted to the dayside. To see how a biosignature gas (e.g., DMS; C2H6S) may behave

on a tidally­locked planet, we conduct three experiments, each with a different DMS flux distri­

bution assumption, i.e., Earth­like, tidally­locked with global DMS flux, and tidally­locked with

dayside DMS flux (Figure 4). We find that global DMS emissions result in substantially lower rdiff

values (∼0% and ∼33%; Figures 4a­b) compared to a strictly dayside DMS emission assumption

(∼67%; Figure 4c). The larger value of rdiff in the latter simulation is due to the relatively short

lifetime of DMS [181].

Similar to the above DMS behavior, a potential consequence of tidal­locking is the relegation

of CH4 and N2O production to a single hemisphere, i.e., processes of methanogenesis and deni­

trification favor anaerobic conditions and may be disfavored on photosynthetic oxygen­producing

daysides. Spatially­variable surface to atmosphere flux distributions of CH4 and N2O therefore

could exhibit higher rdiff than the values predicted here (10%; Figures 1e­f and 1h­i).
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2.5 Discussion

Here we discuss possible areas of future advancement, as well as the observational relevance of

this study.

In this CCM study, we find that factors that determine biosignature concentration and distri­

bution on a habitable tidally­locked planet are species dependent. For example, ozone mixing

ratios are primarily driven by photolytic production and destruction, while ozone distribution and

nightside sustenance are controlled by its transport and lifetime. An additional consideration, here

demonstrated in our DMS simulations, is the spatial variance of gas fluxes. Given that habitable

exoplanets are likely to possess heterogeneous ecologies, whose fluxes will interface with attendant

atmospheric structure and circulation patterns, spatially­heterogeneous surface fluxes could have

observationally­distinguishable effects on atmospheric spectra. For example, dayside upwelling

could facilitate vertical mixing of surface gases into the upper atmosphere (Figure 1e­f), while

nightside radiation inversions could trap constituents near the surface, limiting vertical mixing,

day­nightside interactions, and potentially observability. These scenarios, in which atmospheric

dynamics, photochemistry, surface flux sources, and feedback processes play important roles high­

light the utility of 3D CCM simulations. However, due to non­linear interactions and internal at­

mospheric variability, disentangling drivers of emergent behavior is challenging and will likely

require the tools of modern atmospheric and computational science, including Lagrangian track­

ing of constituents (e.g., Sölch and Kärcher 316), single­ and multi­model ensembles (e.g., Kay

et al. 173), and statistical analyses focused on detection and attribution (e.g., Diffenbaugh et al.

74, Horton et al. 145).

Despite these challenges, the introduction of 3D CCMs to exoplanet biosignature prediction

efforts offers substantial research potential. Future applications are likely to consider a wider va­
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riety of Earth­like biospheres, e.g., markedly disparate atmospheres of Earth throughout geologic

time [12, 284], and should be expanded to include biologically constrained models and modules

[45, 345]. Such applications will facilitate egocentricity avoidance – a commonly acknowledged

goal of the field (e.g., Seager et al. 301). Until then, use of default Earth conditions may restrict

the relevance of 3D CCM findings to truly Earth­like planets, with similar atmospheric formation

histories, ecospheres, and biological signatures resulting from oxygenic photosynthesis [238].

This study demonstrates that fully­coupled CCMs are particularly promising for studies that

seek to assess the roles of and feedbacks between different stellar SEDs, biological behaviors,

and atmospheric compositions. Such efforts are consistent with recent reviews, discussing aspira­

tional goals and the future of exoplanet biosignature research [45, 345]. Extrasolar astrophysical

radiation environments and/or atmospheric conditions may alter biological activity, as life is both

photochemically and climatologically mediated. Living organisms are highly receptive toward UV

emissions such that UV­B (290 < λ < 320 nm) photons hinder metabolism, photosynthesis, and

thus biological production rates [? ]. Moreover, due to different climate and redox conditions, for

example on anoxic Archean Earth (∼3.0 Ga), hydrocarbons and organosulfur biosignatures (C2H6,

CH4, OCS, DMS etc.) could rise to more prominent abundances and hence may be conducive to

remote detection [12, 76, 126, 148].

In terms of the potential observational implications of our simulations, our results agree with

those of Segura et al. [303], Rauer et al. [274], and Rugheimer et al. [285], i.e., rocky planets

orbiting active and quietM­dwarfs should have deeper absorption depths, particularly for ozone and

secondary biosignatures such as methane and nitrous oxide (as seen in transit and emission spectra).

This makes habitable zone planets orbiting M­dwarfs favorable targets. 3D predictions from our

CCM simulations may be confirmed by remote observations. Phase curve analysis can potentially

resolve 3D atmospheric structures of super­Earth and Earth­sized terrestrial planets [195, 322]. For

example, thick substellar clouds could appear characteristically for planets with specific spit­orbit
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resonances [361].

In terms of biosignature measurements on tidally­locked planets, different longitudinal gradi­

ents of gaseous constituents may affect measurements of variation spectra (peak amplitude of the

phase curves) extracted from thermal phase curves [308]. As variation spectral signals depend on

amplitude­peaks in orbital light curves, there may be added anisotropy due to time­varying longi­

tudinal gas distributions on tidally­locked planets in each orbit (assuming null obliquity, as seen in

Figure 1). Compared to non­tidally locked fast rotators (with similar stellar UV activity and orbital

period), we predict that more pronounced absorption signals would be seen in variation spectrum on

tidally­locked planets, driven by greater difference between maximum and minimum phase ampli­

tudes due to uneven hemispheric gas distributions. Emission spectrum at maximum phase (direct

line­of­sight) should correspondingly see similar behavior, at least for a few IR­windows (e.g.,

between 3­9 μm; Selsis et al. 308). For direct imaging, one possibility is that these features may

be more prominent during certain orbital phases. Ozone observability, for example, may decrease

during secondary eclipses as the dayside with reduced ozone abundance would be Earth­facing.

Radiative transfer models, using our CCM results as inputs, will be needed to quantitatively assess

observational prospects of the above.

2.6 Conclusions

This Letter reports numerical simulations using a coupled 3D CCM to explore global distribution

of biosignature gases on Earth­like and tidally­locked planets as a function of stellar spectral type,

stellar activity, and planetary rotation period. Qualitatively similar to 1Dmodels, we find increased

mixing ratios of biogenic compounds (e.g., O3, CH4, and N2O) for both active and inactiveM­dwarf
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SEDs. These increases are most pronounced for planets around quiet M­dwarfs. Even though the

effects of tidal­locking are noticeable in our simulations, they are not yet discernable with current

observational techniques, i.e., the primary biosignatures simulated in this work (O3, CH4, N2O)

show low (20%) day­to­nightside mixing ratio contrasts. Conversely, simulated day­to­nightside

differences of photosynthetic compounds (e.g., DMS) are found to be nearly 70% and underscore

the need for heterogeneous 3D realism in modeling biosignatures and their photochemical deriva­

tives. Overall, this study serves as a stepping stone for future applications using 3D CCMs to study

the habitability and spectroscopic observability of terrestrial exoplanets.
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Chapter 3

Habitability and Spectroscopic Observability of

Warm M-dwarf Exoplanets Evaluated with a 3D

Chemistry-ClimateModel

3.1 Abstract

1 Planets residing in the circumstellar habitable zones (CHZs) offer the best opportunities to test our

theories on life’s pervasiveness and its potential complexity. Awide array of upcoming ground­ and

space­based facilities are aimed at searching for and characterizing these planets and planet candi­

dates. Constraining the precise boundaries of habitability and their observational discriminants is

thus critical to maximize our chances at remote life detection. Conventionally, calculations of the

1Chapter adapted from: Chen, H., Wolf, E.T., Zhan, Z. and Horton, D.E., 2019. Habitability and spectroscopic
observability of warm M­dwarf exoplanets evaluated with a 3D chemistry­climate model. The Astrophysical Journal,
886(1), p.16.
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inner edge of the habitable zone (IHZ) have been performed using both 1D radiative­convective

models and 3D general circulation models without interactive chemistry. Here we employ a 3D

chemistry­climate model (CCM) to evaluate the IHZ boundaries of synchronously­rotating plan­

ets around K­ and M­dwarf stars. Simulations are conducted for planets with N2­O2­H2O­CO2

atmospheres around a range of stellar spectral types and self­consistent stellar spectral energy dis­

tribution (SED)­orbital period relationships. With the inclusion of interactive chemistry, we find

that our runaway and moist greenhouse thresholds are in good agreement with previous work with

similar radiative transfer schemes. However, around quiescent stars, our prognostic hydrogen mix­

ing ratios are orders of magnitude lower than previous diagnostic estimates, suggesting the need for

direct simulations of photochemical processes using CCMs. Around active M­dwarfs, increases in

upper atmospheric moisture and photodissociation rates allow hydrogen mixing ratios to approach

that of water vapor, leading to elevated water loss efficiency via diffusion­limited escape. Trans­

mission and emission spectra produced using CCM inputs show that both water vapor and ozone

features could be detectable by future missions such as the James Webb Space Telescope. Our

work indicates that simultaneous constraints on the UV emission of low­mass stars and the orbital

properties of their attending planets will be critical to understand the habitability and observability

of rocky exoplanets.

3.2 Introduction

For the first time in human history, it is possible to find and characterize nearby rocky and po­

tentially habitable worlds. Recent discoveries of Proxima Centauri b, the TRAPPIST­1 system,

and LHS 1140b [9, 75, 106] show that remote examination of small rocky planets is within reach.

Terrestrial planets, such as these, are expected to be common (∼15%) in circumstellar habitable

zones (CHZs) of low­mass stars [84, 325]− systems that are especially amenable to spectroscopic
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observation due to their high transit frequencies, low star­to­planet brightness contrasts, prolonged

main sequence lifetimes, and abundance in both the solar neighborhood and the projected Transit­

ing Exoplanet Survey Satellite (TESS) sample [19, 136]. In fact, TESS has already found small and

Earth­sized planets transiting cool stars (e.g., Dragomir et al. 82, Vanderspek et al. 339). Upcom­

ing characterization efforts by the James Webb Space Telescope, ground­based 30­meter extremely

large telescopes, and direct imaging missions will likely attempt to detect habitability indicators

(e.g., N2, H2Ov) and/or biosignatures (O2, O3, CH4, N2O, CO2; Sagan et al. 287) on these K­ and

M­dwarf systems. Indeed, atmospheric characterization of increasingly smaller planets (Rp4 R⊕) is

already underway (e.g., Benneke et al. 28, 29, Wakeford et al. 343).

Future target selection and characterization efforts will benefit from improved understanding

of and constraints on CHZ boundaries. Earliest estimates of the CHZ made use of energy balance

models (EBMs) [129], which established the dependence of HZ widths on stellar spectral type.

Follow on studies, using 1D radiative­convective models, identified two boundaries of the inner

habitable zone: one defined by the onset of a water­enriched stratosphere and another defined by

a radiative equilibrium threshold [163, 165]. These early simulations assumed a fully saturated

troposphere with a fixed moist adiabatic lapse rate and static clouds. Subsequently, Kasting et al.

[168] found that as the absorbed stellar flux increases, the stratosphere moistens and warms sig­

nificantly which could allow water vapor to efficiently escape to space. Other studies, also using

1D models, provided additional insights, finding for example, that CHZ widths could change ac­

cording to atmospheric composition and/or atmospheric pressure (e.g., Ramirez and Kaltenegger

272, Vladilo et al. 341, Zsom et al. 377).

In more recent years, idealized and state­of­the­art estimates of the CHZ have utilized 3D gen­

eral circulation models (GCMs) to place physics­based constraints on CHZ boundaries (e.g., Abe

et al. 2, Way et al. 348, Yang et al. 362). GCM predictions improved upon 1D model projections

by way of explicit simulation of large­scale circulation and key climate system feedbacks. For in­
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stance, incorporation of atmospheric dynamics into models of slowly­rotating planets resulted in

climatic behaviors that can only be resolved in 3D, e.g., substellar cloud formation and conver­

gence caused by changes in the Coriolis force [190, 349, 361]. Follow­up studies, using similar

GCMs, found that habitable planets around M­dwarf stars have moist stratospheres despite mild

global mean surface temperatures (e.g., Fujii et al. 99, Kopparapu et al. 191). These results stood in

contrast to previous inverse modeling approaches with 1D radiative­convective models (e.g., Kast­

ing 163), where a surface temperature of 340 K was deemed the threshold for the classical “moist

greenhouse” regime.

Despite these advances, exoplanet GCM studies have traditionally not accounted for photo­

chemical and atmospheric chemistry­climate interactions − components recently found by both

1D [194, 209] and 3D models [54] to be critical for habitability and biosignature prediction. The

addition of photochemistry to prognostic atmospheric models allows for interactions between high

energy photons and gaseous molecules. This often leads to the breaking of molecular bonds and

creation of free radicals and ions, which have significant impacts on atmospheric composition and

associated habitability. Determination of water loss, in particular, requires knowledge of where

water vapor photodissociation occurs in the mesosphere and lower thermosphere (MLT), and is

dependent on dynamical, photochemical, and radiative processes. To simulate the speciation, reac­

tion, and transport of various gaseous constituents (e.g., H2Ov) and their photochemical byproducts

(e.g., H, H2), coupled 3D chemistry­climate models (CCMs) are needed. CCMs are also able to

simulate photochemically important species such as ozone, allowing for prognostic assessments of

chemistry­climate system feedbacks. As ozone is primarily derived from molecular oxygen, prog­

nostic ozone calculations enable consideration of O2­rich atmospheres with active oxygenating

photosynthesis on the surface. Lastly, the large number of chemical species calculated by CCMs

provide a rich tapestry for calculating transmission spectra, compared to the simplified atmospheric

compositions generally considered in GCMs.
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Earlier climate models of tidally­locked Earth­like planets adopted vertical resolutions of 15­25

layers with equally spaced 30­50 mbar levels [87, 161, 243]. While this setup fully resolved the

general structure of the troposphere where the majority of weather takes place [134], it neglected

the upper stratosphere and thermosphere. Critically, interactive simulation of photochemistry and

atmospheric chemistry requires a high model­top (i.e., a model whose atmosphere reaches into the

mid­thermosphere (∼150 km)), as highly energetic photons initially and primarily interact with a

planet’s upper atmosphere. While most radiatively active species are stable against dissociation in

the troposphere, species become vulnerable to photolysis above the tropopause and to photoioniza­

tion above the stratopause (∼1 mbar) and mesopause (∼10−2 mbar). Apart from key dissociative

processes in the MLT region, high­top atmospheric dynamics are also important as they influ­

ence the transport of gaseous molecules. This is because vertical velocity in the vicinity of the

tropopause is not an isolated process, but influenced by momentum sources in the stratosphere and

lower thermosphere [143]. Further, mean meridional circulation of the lower stratosphere, which

can affect the distribution of chemical tracers, is driven primarily by the drag provided by planetary

and gravity wavemomentum deposition in the stratosphere andmesosphere [133, 143, 282]. A high

model­top is therefore essential to simulate chemical interactions and their associated dynamical

processes in the MLT region.

Based on conventional theory, endmembers of habitability are represented by (i) CO2­rich ice­

house climates at the outer edge of the habitable zone (OHZ; e.g., Paradise and Menou 260) and

(ii) moist greenhouse climates at the inner edge of the habitable zone (IHZ; e.g., Kopparapu et al.

190). In this study, we use a 3D high­top CCM to investigate the latter regime, namely the moist

greenhouse limits of IHZ planets orbiting M­dwarf stars. The paper is organized as follows: In

Section 2, we describe our model and experimental setup. In Section 3, we present and analyze

our results. Section 4 discusses implications of our results, caveats, and relevance to observations.

Finally, Section 5 summarizes key findings, provides concluding remarks, and suggests next step.
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3.3 Model Description &Numerical Setup

We employ the National Center for Atmospheric Research (NCAR) Whole Atmosphere Com­

munity Climate Model (WACCM) to investigate the putative atmospheres of rocky exoplanets.

WACCM is a 3D global CCM that simulates interactions of atmospheric chemistry, radiation, ther­

modynamics, and dynamics. We set the Community Atmosphere Model v4 (CAM4) as the at­

mosphere component of WACCM. CAM4 uses native Community Atmospheric Model Radiative

Transfer (CAMRT) radiation scheme [177], the Hack scheme for shallow convection [123], the

Zhang­McFarlane scheme for deep convection [374], and the Rasch­Kristjansson (RK) scheme for

condensation, evaporation and precipitation [375]. For a complete model description see Neale

et al. [252] and [229].

WACCM includes an active hydrological cycle and prognostic photochemistry and atmospheric

chemistry reaction networks. The chemical model is version 3 of the Modules for Ozone and Re­

lated Chemical Tracers (MOZART) chemical transport model [179]. The module resolves 58 gas

phase species including neutral and ion constituents linked by 217 chemical and photolytic reac­

tions. The land model is a diagnostic version of the Community Land Model v4 with the 1850

control setup including prescribed surface albedo, surface CO2, vegetation, and forced cold start.

The oceanic component is a 30­meter deep thermodynamic slab model with zero dynamical heat

transport and no sea­ice. Even though a fully dynamic ocean is ideal, Yang et al. [365] recently

demonstrated that the inclusion of such does not significantly impact the climate of moist green­

house IHZ planets. Furthermore, the presence of significant North­South oriented continents min­

imizes the effects of ocean heat transport on tidally locked worlds [72, 365].

WACCM includes a number of improved and expanded high­top atmospheric physics and

chemical components. Processes in the MLT region are based on the thermosphere­ionosphere­
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mesosphere electrodynamics (TIME) GCM [279]. Key processes included are: neutral and high­

top ion chemistry (ion drag, auroral processes, and solar proton events) and their associated heating

reactions. In this study, we do not use prognostic ion chemistry (e.g., WACCM­D; Verronen et al.

2016) for the sake of computational efficiency. In terms of atmospheric dynamics, WACCM allows

the emergence of gravity waves (important for governing large­scale flow patterns and chemical

transport) by orographic sources, convective overturning, or strong velocity shears [252]. As we

assume Earth­like topography in all our simulations, orography may also provide a means of direct

forcing on planetary scale Rossby waves, which act to increase the asymmetry of atmospheric cir­

culation and turbulent flow (the absence of topography such as on an idealized aquaplanet would

minimize this effect and thus induce greater circulation symmetry). Topography also drives gravity

waves which deposit energy into the mesosphere, affecting its temperature structure and circulation

[21]. Molecular diffusion via gravitational separation of different molecular constituents [18] is an

extension to the nominal diffusion parameterization in CAM4. Below 65 km (local minimum in

shortwave heating and longwave cooling), WACCM retains CAM4’s radiation scheme. Above 65

km, WACCM expands upon both longwave (LW) and shortwave (SW) radiative parameterizations

from those of CAM3 and CAM4 [62]. WACCM uses thermodynamic equilibrium (LTE) and non­

LTE heating and cooling rates in the extreme ultraviolet (EUV) and infrared (IR) [94]. In the SW

(0.05 nm to 100 μm; Lean 201, Solomon and Qian 319), radiative heating and cooling are sourced

from photon absorption, as well as photolytic and photochemical reactions.

Earth’s atmospheric structure is typically defined using the vertical temperature gradient. In

WACCM simulations the atmospheric structure is dependent on the atmospheric gases, planetary

rotation period, and bolometric stellar flux − thus the simulated vertical temperature gradient is

different from that of Earth. However, to facilitate comparison, we refer to simulated atmospheric

layers using the typical pressure levels of Earth’s atmosphere: That is, troposphere refers to regions

extending from the surface to 200 mbar, the stratosphere 200 mbar to 1 mbar, the mesosphere 1
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mbar to 0.001 mbar, and the thermosphere 0.001 mbar to 5−6mbar. The latter two layers comprise

the so­calledMLT region (see Section 1). Specifically, the mesosphere extends from∼1mbar to the

mesopause (roughly the homopause, at ∼0.001 mbar), where temperature minima caused by CO2

radiative cooling are typically found. Above the mesosphere, the thermosphere encompasses the

heterosphere zone, in which diffusion plays an increasingly greater role and the chemical compo­

sition of the atmosphere varies in accordance with the atomic and molecular mass of each species.

This region (i.e., the thermosphere) extends from the mesopause to model­top at pressures of 5.1−6

hPa (∼145 km). Shifts in atmospheric structure occur and depend on the planetary rotation period

and the bolometric stellar flux.

We configure the described model components to simulate the atmospheres of tidally­locked

(trapped in 1:1 spin­orbit resonance) planets across a range of stellar spectral energy distributions,

bolometric stellar fluxes, and planetary rotation periods. We construct stellar spectral energy dis­

tributions (SEDs) using the PHOENIX synthetic spectra code [152] assuming stellar metallicities

of [Fe/H] = 0.0, alpha­ enhancements of [α/M] = 0.0, surface gravities log g = 4.5, and stellar ef­

fective temperatures (Teff) of 2600 K (TRAPPIST­ 1­like), 3000 K (Proxima Centauri­like), 3300

K (AD Leo­like), and 4000 K (late K­dwarf). All synthetic stellar SEDs are assumed to be in states

of quiescence. The corresponding rotation periods obeys Kepler’s 3rd law, as in Kopparapu et al.

[190], which is given by:

Pyears =

[(
L∗/L⊙
Fp/F⊕

)3/4
]
(M∗/M⊙)

1/2 (3.1)

where L/L⊙ is the stellar luminosity in solar units, Fp/F⊕ is the incident stellar flux in units of

present­Earth flux (1360 W m−2), and M/M⊙ is the stellar mass in solar units.

We set themass and radius of all our simulations to those of present­day Earth. We set the orbital
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parameters (obliquity, eccentricity, and precession) to zero. We use present Earth’s continental

configuration and topography, which is a reasonable starting point as fully ocean­covered planets

are unlikely to support an active climate­stabilizing carbon­silicate cycle and allow build­up of O2

[1, 212]. We place the substellar point stationary over the Pacific at 180o longitude and turn off the

quasi­biennial oscillation forcing in all simulations, as this prescription is based on observations of

Earth.

We assume initially Earth­like preindustrial surface concentrations of gases N2 (0.78 by vol­

ume), O2 (0.21), CH4 (7.23 × 10−7), N2O (2.73 × 10−9), and CO2 (2.85 × 10−4). The existence of

an O2­rich atmosphere implies active oxygenating photosynthesis on the surface2 H2Ov and O3 are

spatially and temporally variable gases but are initialized at preindustrial Earth values. The surface

atmospheric pressure is 101325 Pa (1013.25 mbar). We use the native broadband radiation model

of CAM4 and do not include new absorption coefficients as done in Kopparapu et al. [191] due to

the extensive effort required to derive new coefficient values for CH4, N2O, and other IR absorbers

included in the chemical transport model, which is beyond the scope of this work.

WACCM simulations are run at horizontal resolutions of 1.9o×2.5o (latitude by longitude) with

66 vertical levels, model top of 5.1 × 10−6 hPa (145 km), and a model timestep of 900 seconds.

We increase the total stellar flux by intervals of 0.1 Fp/F⊕ and modify the rotation period according

to Equation 1. We follow previous work [190, 362] and assume that the maximum flux for which

a planet can maintain thermal equilibrium, i.e., top of atmosphere (TOA) radiation balance, de­

fines the incipient stage of a runaway greenhouse. We refer to climatically­stable (i.e., in thermal

equilibrium) simulations as converged simulations, while those that are climatically unstable (i.e.,

out of thermal equilibrium) are deemed to be in incipient runaway states. With the exception of

Figure 1, all converged simulations have been run for 30 Earth years of model time and the results

2We note that some doubt has been raised as to whether biotic O2 can build­up on planets around M­dwarfs due to
the potential paucity of photosynthetically active radiation [206, 213].
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presented here are averaged over the last 10.

Note that our model simulation naming convention follows from simulated stellar flux and

effective temperature: XXFYYT, where XX represents the total stellar flux (relative to the Earth’s)

and YY represents the effective temperature of the host star. For instance, 13F26T represents an

experiment in which the stellar flux is set to 1.3 F⊕ and the host star has an effective temperature

of 2600 K.

3.4 Results

We present the first simultaneous 3D investigation of climate and atmospheric chemistry in temper­

ate, moist greenhouse, and incipient runaway greenhouse atmospheres on synchronously­rotating

planets. The results section is structured as follows: First, we examine the onset of runaway green­

house conditions in our simulations. Next, we discuss moist greenhouse conditions and their asso­

ciated climatic and chemical properties. We then investigate isolated changes in stellar spectral type

and bolometric stellar flux. Specifically, we analyze the effects of different stellar spectral types,

increased incident stellar flux, and UV radiation on our results. Next, we show prognostic water

vapor and hydrogen mixing ratios and discuss new escape rates calculated with interactive chem­

istry. Lastly, we present simulated atmospheric transmission spectra and secondary eclipse thermal

emission spectra using our CCM results as inputs and discuss their observational implications.

3.4.1 Climate Behaviors in Runaway Greenhouse States

Runaway greenhouse states are energetically unstable climate conditions in which the net absorp­

tion of stellar radiation exceeds the ability of water vapor rich and thus thermally opaque atmo­
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Figure 3.4.1: Temporal evolution of radiative energy balance (a) and surface temperatures
(b) of three representative simulations (12F26T, 20F40T, and 15F33T) across model time of
20 Earth years. Simulations 12F26T and 20F40T progress to incipient runaway greenhouse
states due to dissipation of substellar clouds and water vapor greenhouse feedbacks, while
15F33T maintains a stable climate by way of the cloud-stabilizing feedback. Dashed curves
represent dayside-mean cloud fraction for the specified simulation.

spheres to emit radiation to space, as described by the Simpson­Nakajima limit [251]. A subset

of our simulations reaches this runaway threshold, which we define as the innermost boundary of

the HZ. We illustrate incipient runaway behavior and contrast it with a climatically­stable case by

providing timeseries of TOA radiation balance and surface temperature from three representative

simulations, initialized from the same climatic state, i.e., global­mean surface temperature (Ts) of

∼291K (Figure 3.4.1). From this initial state, simulations diverge, largely according to the intensity

of stellar flux and cloud development. For example, in the climatically­stable 15F33T simulation

(Figure 3.4.1, red curves), the TOA radiation balance begins negative, but stabilizes about zero

as the day­side cloud fraction initially decreases, but then oscillates near 95% coverage. This ra­

diation balance allows the global­mean Ts to stabilize at 283 K. In contrast to this climatically
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stable pathway, “incipient runaway greenhouse” [355] conditions are simulated for planets at both

lower (12F26T) and higher (20F40T) stellar fluxes around lateM­dwarf (12F26T) and late K­dwarf

(20F40T) stars. In the 20F40T simulation, the planet rapidly transitions into an incipient runaway

greenhouse state as the stellar flux is sufficiently high that it causes the collapse of the substellar

cloud­albedo shield (Figure 3.4.1, gold curves). No equilibrium Ts is achieved in this simulation.

Similarly, in the lower flux 12F26T case (Figure 3.4.1, blue curves), the global­mean Ts does not

achieve an equilibrium. Initially global­mean Ts decreases similar to 15F33T, but the higher rota­

tion rate reduces the dayside cloud shield, allowing the TOA radiation imbalance to turn positive,

which leads to the incipient stage of a runaway thermal state
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Figure 3.4.2: Simulated global mean surface temperature (a), stratospheric water vapor mix-
ing ratios (mol mol−1) (b), and thermospheric hydrogen mixing ratios (mol mol−1) (c) for all
climatically-stable experiments plotted according to stellar spectral type and incident stellar
flux. IHZ limit simulations are given alphanumeric labels and blue shading in (b) indicates the
classical moist greenhouse regime. Color indicates the effective temperature of the host star.
Note overlapping results at Fp = 1.0F⊕.



52

3.4.2 Climate andChemistry near the IHZ:Temperate&MoistGreenhouse States

While runaway greenhouse states delineate the optimistic IHZ, both temperate and moist green­

house climates may be situated at or near the IHZ limit. In this study, we are primarily interested in

the chemistry and climatic conditions of habitable planets located at the IHZ. To identify this bound­

ary, four host star type simulations were run with incremental (0.1 Fp/F⊕) increases in stellar flux.

Simulations not pushed into the incipient runaway state described in Section 3.1, i.e., simulations

with flux 0.1 Fp/F⊕ less than runaway conditions, define our “IHZ limit” cohort: 10F26T (temper­

ate), 11F30T (temperate), 16F33T (moist greenhouse), and 19F40T (moist greenhouse). Temperate

atmospheres have low, Earth­like stratospheric water vapor content (typically 1−5 mol mol−1) and

global­mean Ts below 285 K. Moist greenhouse atmospheres emerge when the stratospheric H2Ov

mixing ratio are sufficiently high, i.e., 3−3 mol mol−1 such that water­loss via diffusion­limited

escape could occur at a geologically significant rate in the thermosphere [163]. If the water­loss

is sufficiently slow (i.e., 5 Gyrs), then rapid desiccation of a planet’s oceans is prevented and its

surfaces can remain habitable.

Amongst our simulations, only IHZ limit climates around early­to­mid M­dwarfs (Teff = 3300

and 4000 K) meet the moist greenhouse criterion (Figure 3.4.2b, 16F33T and 19F40T). Simulations

around these stars but with lesser stellar flux, i.e., 15F33T and 17F40T, do not achieve sufficient

stratospheric H2Ov to place them in the moist greenhouse regime (Figure 3.4.2b). Simulations

16F33T and 19F40T have stratospheric H2Ov mixing ratios of 2.05−3 and 1.179−2 mol mol−1 re­

spectively, yet their global mean Ts does not exceed 310 K (Figure 2a), which indicates that the

surface may be habitable despite the high stratospheric water vapor content. Temperate IHZ limit

climates (experiments 10F26T and 11F30T) simulated around late M­dwarfs (Teff = 2600 and 3000

K) do not enter the moist greenhouse regime with incremental (0.1 Fp/F⊕) increases in stellar flux

(Figure 3.4.2, red and gold). Instead, they abruptly transition into incipient runaway greenhouse
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states (e.g., 12F26T; Figure 3.4.1, blue curve). Similar conclusions were reached by Kopparapu

et al. [191] using CAM4with updated H2Ov absorption coefficients but excluding interactive chem­

istry.

Figure 3.4.3: Simulated global surface temperature (a-d), high cloud fraction (400 to 50
mbar) (e-h), TOA OLR (i-l) and horizontal winds at 100 mbar (i, j) and 10 mbar (k, l), and
stratospheric ozone mixing ratios vertically-averaged between 10−4 and 100 mbar (m-p) from
the IHZ limit simulations around each stellar spectral type. rdiff is the value of the day-to-
nightside mixing ratio contrast defined in Equation 2. Dashed lines indicate the terminators.

We demonstrate differences in climate and chemistry amongst the IHZ limit simulations across

the four host star types by showing contour plots of surface temperature, high cloud fraction, up­

per atmospheric wind fields, TOA outgoing longwave radiation (OLR), and ozone mixing ratios

averaged between 10−4 and 100 mbar (Figure 3.4.3). These results exhibit the convolved effects of

stellar Teff, incident flux, and planetary rotation, as all three parameters are correlated. Following

Chen et al. [54], we define a metric to assess the day­to­nightside gas mixing ratio contrasts:

rdiff =
rday − rnight

rglobe
(3.2)
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where rday is the dayside hemispheric mixing ratio mean, rnight the nightside mean, and rglobe the

global mean. The degree of anisotropy is loosely encapsulated in this parameter, which is shown

in Figures 3.4.3 and 3.4.8 and will be discussed throughout the paper.

Substantial differences in surface temperature distributions can be found amongst the four

IHZ limit simulations. With increasing stellar Teff, day­to­nightside Ts gradients decrease (Fig­

ures 3.4.3a­d). This is caused by increased day­to­nightside heat redistribution at higher incident

fluxes. Consistent with previous GCM studies that exclude interactive chemistry (e.g., Kopparapu

et al. 191), we find that on slowly rotating planets, the weaker Coriolis force allows formation of

optically thick substellar cloud decks by way of buoyant updrafts (Figures 3.4.3e­h). In addition,

meridional overturning cells expand to higher latitudes when the Rossby radius of deformation

approaches the diameter of the planet [71], which decrease the pole­to­equator temperature gra­

dient. These two consequences (i.e., formation of dayside clouds and reduction of temperature

gradient) of slow rotation allow planets around early M­dwarfs to maintain habitable climates at

higher fluxes.

Atmospheric dynamics regulate cloud patterns, circulation symmetry, and transport of air­

masses on a planet. For slowly­rotating cases, substellar OLR is reduced by the high opacity of deep

convective cloud decks, which induce a strong warming effect (experiments 16F33T and 19F40T;

Figure 3.4.3k­l). As we move from 16F13T, to 11F30T, then to 10F26T, the dynamical state grad­

ually transitions from divergent circulation to one dominated by tropical Rossby waves and zonal

jets. The resultant elevated high­to­low latitude momentum transport can be seen in the stream­

lines and OLR patterns (Figure 3.4.3i­j; see also Gill 105, Matsuno 234), and is likely caused by

shear between Kelvin and Rossby waves [311]. Comparing our results to the circulation regimes

studied by Haqq­Misra et al. [125], we find that simulations 16F33T and 19F40T are situated in

their slow rotating regime (Figure 3.4.3i­j), in which thermally driven radial flows dominate. Sim­

ulation 10F26T (Figure 3.4.3i) is consistent with the rapid rotator characterized by strong zonal jet
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streams and a weaker substellar rising motion, while 11F30 belongs in the so­called Rhines rotator

regime, in which the OLR and radial flows are shifted eastward by the emergence of turbulence

(Figure 3.4.3j). For the simulation in latter Rhines rotator regime, the meridional extent of Rossby

waves is just under the planetary radius value, thus horizontal flow is a combination of superrotation

and thermal­driven circulation (similar in terms of dynamical behavior to the “transition regime”

found by Carone et al. 42).

An additional consideration, allowed by the coupling of chemistry and dynamics, is the role

of stratospheric circulation in the transportation of airmasses (and thus photochemically produced

species and aerosols). Atmospheres around late M­dwarfs (simulations 10F26T and 11F30T) dis­

play superrotation that induces standing tropical Rossby waves, thereby confining the majority of

the produced ozone near the equator (Figure 3.4.4a and b). Carone et al. [43] explained this by the

weakening of the extratropical Rossby wave and reduced efficiency of stratospheric wave breaking;

here we confirm their hypothesis by directly accounting for ozone photochemistry and transport.

In atmospheres with high circulation symmetry (simulations 16F33T and 19F40T), tropical jets are

effectively damped. This leads to increased strength of stratospheric meridional overturning circu­

lations (i.e., a thermally driven version of the Brewer­Dobson circulation) and that of the Walker

circulation, which allows equator­to­pole and day­to­nightside dispersal of ozone (Figure 3.4.4c

and d). Lastly, ozone day­to­night mixing ratio contrasts (rdiff) depend on both chemical (e.g., re­

action with OH) and dynamical (e.g., strength of Rossby and Kelvin waves) factors and highlight

the interplay between transport, photochemical, and photolytic processes (Figure 3.4.3m­p; see also

Chen et al. 54).
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Figure 3.4.4: Zonal mean of ozone mixing ratio around stars with stellar effective tempera-
tures of 2600 K (a), 3000 K (b), 3300 K (c), 4000 K (d) and zonal mean of zonal wind around
the same set of stellar Teffs (e, f, g, h). Direct day-night side circulation allows global dispersal
of ozone (c, d), whereas strong zonal jets disrupt efficient equator-to-pole zone transport (a,
b). Note the different color bar ranges.

3.4.3 Temperate Atmospheres: Effects of Changes in Stellar SED

Host star spectral­type can influence attendant planet atmospheres through changes in stellar Teff

and planetary rotation period, as the latter two variables are correlated through Kepler’s third law.

Our coupled CCMsimulations demonstrate that the primary climatic effects of different input stellar

SEDs are modulations in greenhouse gas radiative forcing, while photochemistry (e.g., driver of

water photolysis) is not substantially impacted.

The red­shifted spectra of low­mass stars have consequences on planetary climate and chem­

istry by way of an increased water vapor greenhouse effect and reduction in dayside cloud cover

(Figure 3.4.5a­c). Specifically, greater IR absorption by atmospheres around stars with Teff = 2600
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K and 3000 K increases both atmospheric temperature and the amount of precipitable water, and de­

crease radiative cooling efficiency aloft (Figure 3.4.5a and b, red curve). Reduction in the efficiency

of radiative cooling and dayside cloud fractions lead to the water vapor greenhouse effect offsetting

that of cloud albedo, and results in higher Ts for 10F26T compared to simulations around early M­

dwarfs (Figure 3.4.5b). Moreover, potential increased concentrations of other greenhouses gases

such as CH4 and N2O on late M­dwarf planets would also contribute to increased Ts [285, 303].
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Figure 3.4.5: Zonal profiles of mean meridional surface temperature (a), total cloud fraction
(b), vertically-integrated precipitable water (c), model-top H mixing ratios (mol mol−1) (d), and
global-mean vertical profiles of atmospheric temperature (e), H2Ov (f), O3 (g), and H mixing
ratios (mol mol−1) (h). We show simulations around stars with Teff =2600, 3000, 3300, 4000 K
but with the same total stellar flux Fp = 1.0F⊕. In the zonal profiles, the substellar point is over
longitude 180o.

Further insight into the effects of different stellar Teff can be observed in the global­mean verti­

cal profiles (Figure 3.4.5e­h). Below 80 km (10−2 mbar), atmospheric temperature increases mono­

tonically with decreasing stellar Teff (Figure 3.4.5e). This relationship exists because longwave

absorption increases and Rayleigh scattering decreases with the redness of the host star. Above

80 km (10−2 mbar), however, the dependence of temperature on stellar Teff is reversed due to the
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increasingly important role of O2 photodissociation by shortwave photons at higher altitudes (Fig­

ure 3.4.5e). Both H2Ov shortwave heating and strength of vertical advection increase with lower

Teff due to the higher NIR fluxes. At pressures less than 10−4− 10−5 mbar, temperatures rise rapidly

(Figure 3.4.5e) by way of thermospheric O2 and O absorption of soft X­ray and EUV, while water

vapor mixing ratios decline due to photodissociation to H, H2, and OH (Figure 3.4.5f).

Ozone photochemistry is modulated by incident UV flux, chemical reaction pathways, and

ambient meteorological conditions (P, T). Our predicted ozone mixing ratios above 70 km (10−1

mbar) reduce with decreasing stellar Teff (Figure 3.4.5g). Elevated OH production through water

vapor photosys leads to greater photochemical removal of O3 by OH. OH destruction of ozone is

maximized near the boundary layer for the 10F26T experiment as increased surface temperatures

(due to lower substellar albedos) leads to larger H2Ov inventories. At pressures less than 10−2 mbar,

ozone mixing ratios rise as mean free paths between molecules increase dramatically with altitude.

Atmospheric hydrogen is primarily produced from the photolysis of high­altitude water vapor.

At temperate conditions, Hmixing ratios in both meridional and vertical profiles (Figure 3.4.5d and

Figure 3.4.5h) are not substantially impacted by shifts in stellar SED, assuming quiescent stars. This

is seen by the fact that all four simulations have close to zero H mixing ratios until ∼10−3 mbar,

at which point they rise to ∼10−7 mol mol−1 (Figure 3.4.5h). Increased efficiency in water vapor

photolysis above the mesosphere (∼10−2 mbar) is evidenced by the exponential dependence of H

mixing ratios on altitude. A transition in H mixing ratios above 80 km (10−2 mbar) is caused by the

rapid increase in water vapor photolysis rates and hence stronger dependence on pressure altitude.

We should point out however, that the seemingly minor effects of stellar Teff stem from our choice

of input SED­types. The PHOENIX stellar model data [152] we employed are inactive in the UV

and EUV bands, regardless of the spectral type. As many M­dwarfs are active in the Ly­α line

fluxes (115 < λ < 310 nm; France et al. 95), we next explore how changes in these assumptions
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Meridional- and Global-Mean Profiles for Teff = 4000 K

Figure 3.4.6: Zonal profiles of mean meridional surface temperature (a), total cloud fraction
(b), vertically-integrated precipitable water (c), model-top H mixing ratios (mol mol−1) (d), and
global-mean vertical profiles of atmospheric temperature (e), H2Ov (f), O3 (g), and H mixing
ratios (h). Simulations use total stellar fluxes Fp = 1.0, 1.5, 1.8F⊕ and stellar Teff held fixed at
4000 K. In the zonal profiles, the substellar point is over longitude 180o.

affect our findings (Section 3.5).

3.4.4 Moist Greenhouse Atmospheres: Effects of Increasing Stellar Flux

Increasing stellar flux can affect both climatic and photochemical variables. For instance, we

find that both atmospheric temperature and water vapor mixing ratios increase monotonically with

increasing incident flux as reported by previous studies (e.g., Kasting et al. 165, 168), whereas

photochemically important species and their derivatives such as ozone and hydrogen display non­

monotonic behavior.

Water vapor concentrations and surface climate are both strong functions of stellar flux. With

increasing stellar flux at fixed stellar Teff (= 4000 K) we find that water vapor quickly becomes a
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major constituent from the stratosphere (∼100mbar) to the thermosphere (5−5mbar). For example,

total precipitable water increases by a factor of 5 for every interval change of incident flux (Fig­

ure 3.4.6c). However, the corresponding surface temperature rises much more gradually, wherein

a change in stellar flux (from experiment 10F40T to 17F40T, or from Fp = 1.0 F⊕ to Fp = 1.6 F⊕)

only causes an average Ts increase of ∼20 K in the substellar hemisphere due to stabilizing cloud

feedbacks (Figure 3.4.6a).

The rapid rise in water vapor mixing ratios in the upper atmosphere (1 mbar) can be attributed

to positive feedbacks between flux, H2Ov IR heating, and vertical motion. H2Ov NIR absorption

and cloud feedbacks are amplified by increased stellar flux and incident IR. With increased water

vapor, the tropospheric lapse rate decreases and the moist convection zone expands. These two

shifts lead to displacement of the cold trap to higher altitudes (Figure 3.4.6e) and thus more efficient

H2Ov vertical advection. Greater H2Ov vertical transport increases its concentration in the upper

atmosphere, increasing the strength of greenhouse effect and atmospheric temperature.

While we find considerable increases in H2Ov mixing ratios in the stratosphere, the increase

in surface temperatures is less dramatic. For instance, in experiment 19F40T, the stratospheric

water vapor mixing ratio has reached 10−2 mol mol−1 (Figure 3.4.6f) yet the global­mean surface

temperature is still just 300 K (Figure 3.4.6e). This result agrees with previous findings of the

so­called habitable moist greenhouse in which the stratosphere becomes highly saturated while the

troposphere is stabilized by optically thick clouds [191]. In habitable moist greenhouse states (e.g.,

19F40T; Figure 3.4.6e­h), surface habitability, to the first order, depends on the rate of water escape

from the upper atmosphere. If water escape is sufficiently slow in these conditions, then insofar as

the surface climate remains stable, the planet could host life on a timescale that raises the possibility

of remote detection.

Stellar flux can indirectly affect ozone photochemistry via an increase in atmospheric water



61

vapor dissociation and changes in ambient conditions such as atmospheric temperature. Vertical

profiles of ozone show a minimum in the ozone mixing ratio in the highest total incident flux

simulation (Figure 3.4.6g, 19F40T, red curve), and a maximum for the simulations receiving the

least (Figure 3.4.6g, 10F40T, blue curve). The resultant thinner ozone layer at high fluxes is caused

by the increased removal rate via photochemical reactions with dayside HOx and NOx (primarily

OH and NO species) for simulation 19F40T. Reduction in ozone between the boundary layer and

altitude at 5.0 mbar is due to photochemical removal by OH, while the ozone maximum is shifted

to 1.0 mbar (Figure 3.4.6g, gold curve), indicating a change in the location of highest gross ozone

production rate.

Elevated water vapor mixing ratios lead to more atomic hydrogen via photodissociation. At

temperate conditions, the most efficient altitude of water vapor photolysis is at pressure levels less

than 10−3 mbar, as implied by the H mixing ratio shift (Figure 3.4.6h). With higher incident fluxes

however, e.g., 19F40T, the inflection of H mixing ratios change with altitude indicating higher

photodissociation efficiencies with height. Notably, we find that our prognostic H mixing ratios

are almost never twice the amount of H2Ov, as assumed in previous studies (e.g., Kasting et al.

167, Kopparapu et al. 189, 191). This suggests that previous climate modeling works on the moist

greenhouse state have overestimated water­loss rates. Lesser simulated H mixing ratios are the

result of a variety of processes, including the oxidation of H by O2 and photochemical shielding by

O3, CH4, and N2O. In the next section we explore the dependence of photochemistry on stellar UV

radiation inputs. With simulated hydrogen, we then provide revised calculations of water loss and

estimate the longevity of our exoplanetary oceans.
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Figure 3.4.7: Simulated global wind velocity fields at 1.0 mbar (a-c) and at the surface (d-f)
at three different stellar UV radiation levels. Colored contours present simulated vertical ve-
locities (in the z-direction) at the indicated height while vectors represent the horizontal wind
velocities.

3.4.5 Dependence on Stellar UV Activity

Stellar UV radiation can affect atmospheric chemistry, photochemistry, surface habitability, and

based on our findings, observability. Here, we investigate the 3D effects of different stellar UV ac­

tivity assumptions on tidally­locked planets with Earth­like atmospheres. To test the effects of UV

radiation we run simulations in which the UV bands (λ < 300 nm) of the fiducial Teff = 4000K (ex­

periment 19F40T) star are swapped with those of (a) active VPL AD Leonis data (19FADLeoUV;

Segura et al. 303) and (b) UV data obtained by doubling the Solar UV spectrum (19FSolarUV;

Lean et al. 202). Active stellar SEDs are joined with the VIS/NIR portion of the spectra beyond

300 nm by linearly merging the last UV datapoint with the first optical (λ > 300 nm) datapoint in

the PHOENIX stellar model. The aim in this section is to test how including UV activity could alter

the conclusions in Section 3.1 Only changes in the UVwavelengths of the SEDs are tested as we are

primarily interested in the isolated effects of UV photons, rather than those in other wavelengths.

Follow­up work will make use of HST + XMM/Chandra­based M dwarf spectra with observed UV

bands from France et al. [95], Youngblood et al. [370], and Loyd et al. [219].
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UV radiation may drive changes in atmospheric dynamics, in addition to atmospheric chem­

istry. With changes in our fiducial late K­dwarf (Teff = 4000 K) SED, we find increases in the

vertical velocities at the substellar point from 0.10 m s−1 (inactive star), to 0.14 m s−1 (2× Solar

UV), then to 0.18 m s−1 (AD Leo UV; Figure 3.4.7a­c), indicating stronger ascent of substellar

updrafts. In addition, horizontal and thus day­to­nightside transport are enhanced as evidenced by

the higher wind velocities. While mesospheric (1 mbar) zonally­averaged wind speeds forced by

the quiescent M­dwarf are modest ∼25 m s−1 (Figure 3.4.7a), equatorial winds driven by elevated

day­to­nightside temperature gradients can reach as high as 60 m s−1 for the simulations forced by

the AD Leo UV SED (Figure 3.4.7c). Near­surface winds converge toward the substellar point due

to large­scale updrafts in all three cases, but are not significantly altered by changes in UV radiation

(Figure 3.4.7d­f).

Global distributions of photochemically important species and their byproducts are also affected

by stellar UV activity (Figure 3.4.8). Substellar updrafts (due to radiative heating) of chemical

constituents and antistellar downdrafts (due to radiative cooling) should result in higher ozone

mixing ratios on the dayside. For the simulations forced by the 2× Solar UV and AD Leo UV

SED (Figure 3.4.8b­c), this effect is heightened by increased UV in the wavelengths responsible

for ozone production (shortward of 220 nm). In contrast, lower ozone production rates on the

quiescent simulation lead to reduced dayside ozone (Figure 3.4.8a).

The amount of dayside OH and H is directly related to the input UV, with chemical trans­

port playing a small role. With a higher UV radiation than that received by the baseline, the OH

distributions become increasingly concentric (19FSolarUV: 192% and 19FADLeoUV: 201%; Fig­

ure 3.4.8e­f) due to its short lifetime and the greater contribution from water vapor photodissoci­

ation. In contrast at higher UV levels, H mixing ratio distributions begin to lose their concentric

shapes and reduced rdiff (19FSolarUV: 32.9%, and 19FADLeoUV: 28.8%; Figure 3.4.8g­i). These
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Figure 3.4.8: Simulated global ozone mixing ratio (a), OH mixing ratio (b), and H mixing
ratio (mol mol−1) (c) at three different levels of UV radiation: inactive, 2× Solar, and AD Leo.
Ozone and OH mixing ratios are vertically averaged (column-weighted) between 10−4 and 100
mbar. H mixing ratio values are reported at model-top (∼5× 10−6 mbar). Note that each panel
has a unique color bar range.

different responses are explained by the enhanced dispersal of H by atmospheric transport as seen

by the slight eastward shift of H mixing ratio distribution in the AD Leo UV case (Figure 3.4.8i).

Increased horizontal advection migrates the effects of enhanced dayside photolytic removal, re­

flected in the decreasing rdiff of hydrogen with greater UV input. Note that our inactive stellar

SEDs result in more reduced dayside ozone than those reported by Chen et al. [54], which likely

stems from the lack of a fully resolved stratosphere­MLT region (e.g., Brewer­Dobson circulation)

in the low­top out­of­the­box version of CAM4. These discrepancies in day­to­nightside chemical

gradients illustrate the need for model inter­comparisons of exoplanetary climate predictions (e.g.,

Yang et al. 366).

Unsurprisingly, the three different UV radiation schemes produce atmospheric temperature pro­

files that are substantially different (Figure 3.4.9a). Elevated incident UV fluxes translate to higher
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shortwave heating and thus atmospheric temperatures due to FUV and EUV absorption by atomic

and molecular oxygen. A “harder” UV spectrum is also able to penetrate more deeply into the

atmosphere.

Apart from different thermal structures, we find orders of magnitude differences in H2Ov, O3,

and Hmixing ratio profiles (Figure 3.4.9b, c, and d)− indicating that stellar activity can have strong

ramifications for water loss and atmospheric chemistry for moist greenhouse atmospheres. En­

hanced AD Leo EUV and UV induced shortwave heating increases stratospheric and mesospheric

(between 100 and 1 mbar) temperatures and water vapor mixing ratios (red curve; Figure 3.4.9a

and b). However, the altitude at which photolysis is maximized moves lower due to the more ener­

getic shortwave photons (Figure 3.4.9b). For ozone mixing ratios, production outpaces destruction

resulting in a thicker ozone layer for simulations around more active stars (gold and red curves,

Figure 3.4.9c), while the upper ozone layers remain desiccated.
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Figure 3.4.9: Global-mean vertical profiles of atmospheric temperature (a), H2Ov (b), O3

(c), and H mixing ratios (mol mol−1) (d) at three different levels of UV radiation: inactive, 2×
Solar, and AD Leo.

Finally, different input UV assumptions also alter the altitude at which water vapor photolysis

is most efficient, which can determine the thermospheric H mixing ratio and hence water escape

rate. Without stellar activity, the H mixing ratios remain low 7.27−5 mol mol−1 (red curve, Fig­

ure 3.4.9d). With the inclusion of stellar activity, both altered UV simulations are pushed into the
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true moist greenhouse regime with H mixing ratios of 1.04−3 and 7.45−2 mol mol−1 respectively

(gold and red curves, Figure 3.4.9d). This implies that although planets around inactive stars may

only experienceminor water loss, both active Solar andADLeo SEDs could cause attendant planets

to suffer rapid water loss.

Inclusion of stellar UV activity maymodify conclusions regarding host star spectral type depen­

dent IHZ boundaries, as moist greenhouse atmospheres around early M­dwarfs (Teff ∼ 4000K) are

more vulnerable to photodissociation than temperate climates around late M­dwarfs (Teff ∼ 2600

K). With the present simulations, it is challenging to further this possibility as our grid of stellar

effective temperature values are rather coarse (i.e., only four Teffs between 2600 and 4000 K).

3.4.6 Prognostic Hydrogen&Ocean Survival Timescales

The ability of a given planet to host a viable habitat is linked to the survivability of its ocean, i.e.,

the so­called “ocean loss timescale”. Conventional estimates of the ocean loss timescale have used

1D climate models and GCMs that rely on prescribed H mixing ratios calculated by doubling their

model­top H2Ov. Here we reassess previous estimates by using directly simulated H mixing ratios

and thermospheric temperature profiles drawn from our CCM simulations. We find that our ocean

survival timescales are substantially higher than previously published estimates for quiescent stars,

and are critically dependent on the stellar activity level. We demonstrate this by estimating water

loss rates with Jeans’ diffusion­limited escape scheme. While an over­simplification due neglect

of hydrodynamics, this first order estimate is typically used to interpret climate model results of

moist greenhouse atmospheres (e.g., Kasting et al. 167, Kopparapu et al. 189, 191, Wolf and Toon

353). With our prognostic hydrogen mixing ratios at each stellar Teff and incident flux combination
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Figure 3.4.10: Ocean survival timescale as a function of stellar Teff (2600, 3000, 3300, 4000
K), UV activity (2× Solar and AD Leo), and their corresponding global-mean Ts. Our results
suggest that only simulations around active M-dwarfs enter the classical moist greenhouse
regime as defined by Kasting et al. [167]. Blue shading indicates timescales less than the age
of the Earth.

(Figure 2), we can calculate new escape rates of hydrogen [151]:

Φ(H) ≈ bQH

H
(3.3)

where QH is thermospheric hydrogen mixing ratio (model top), H is the atmospheric scale height
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kt/mg, and b is the binary Brownian diffusion coefficient given by:

b = 6.5× 107T0.7
thermo (3.4)

where Tthermo is the thermospheric temperature of the atmosphere (taken at 100 km altitude).

We find that IHZ planets with Earth­like atmospheric compositions experiencing water loss

should be more resilient to desiccation than previously reported. For example, all simulations

around inactive stars have ocean survival timescales well above 10 Gyrs (Figure 3.4.10), even

for those with H2Ov mixing ratios above 3−3 mol mol−1 (i.e., classical moist greenhouse). With

realistic UV SED however, the oceans are predicted to be lost quickly (< 1 Gyr) via the molecular

diffusion of H to space. This result stands in contrast to previous estimates using diagnostic H

mixing ratios to calculate the escape rates, finding much shorter ocean loss timescales across all

host star spectral types (see e.g., Figure 5 in Kopparapu et al. 191). Clearly, a careful assessment

of a star’s activity level is critical for determining whether planets around M­dwarfs will lose their

oceans to space.

3.5 Discussion

This study builds upon previous efforts to study planets near the IHZ, but with the added complexity

of interactive 3D photochemistry and atmospheric chemistry, and by self­consistently simulating

the atmosphere into the lower thermosphere (5−6mbar). In comparison with studies that employed

self­consistent stellar flux­orbital period relationships, our runaway greenhouse limits are further

out (from the respective host stars) than those of Kopparapu et al. [190], but closer in than those

of Kopparapu et al. [191] and Bin et al. [33]. For example, Kopparapu et al. [190] found that
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the critical flux threshold for thermally stable simulation orbiting a 3000 K star occurs at (Fcrit)

∼1.3F⊕, which is approximately 0.2 F⊕ higher than predicted in this study. This discrepancy may

be attributable to (i) the inclusion of ozone and its radiative effects inWACCM and (ii) the presence

of non­condensable greenhouse gas species. While Kopparapu et al. [190] include 1 bar of N2

plus 1 ppm of CO2, this study includes additional modern Earth­like CH4 and N2O concentrations,

thus yielding IHZ limits that are further away from the host star in comparison to Kopparapu et al.

[190]. Note that both studies use the same radiative transfer scheme, cloud physics, and convection

scheme. Simulated climates around stars with higher Teff show much smaller differences stemming

from lack of ozone heating and reduced degree of inversion, leading to comparable Bond albedos

at the inner edge. However, greater disparities are found between our study and Kopparapu et al.

[191]. For example, runaway greenhouse occurs at fluxes (Fcrit) ∼0.35F⊕ higher for simulations

across nearly all M­class spectral types. This is explained by the finer spectral resolution in the

IR and updated H2O absorption by Wolf and Toon [352] and Kopparapu et al. [191], which cause

the stratosphere to warm and moisten substantially at a much lower stellar flux. Further, the native

radiative transfer of CAM4 is shown to be too weak, both in the longwave and shortwave, with

respect to water vapor absorption [363]. Differences between previous GCM calculations of the

IHZ around Sun­like stars (e.g., CAM4; Wolf and Toon 353 and LMD: Leconte et al. 203) can also

be attributed to treatment of moist physics and clouds [366].

Our predictions of water loss and habitability implications show greater divergence from previ­

ous GCM studies−an outcome that is not unexpected given different initial atmospheric composi­

tions and the addition of model chemistry. For quiescent stars, model top Hmixing ratio predictions

(hence water loss rates) presented here are orders of magnitude lower than previous work with sim­

plified atmospheric compositions and without interactive chemistry. Implications of our results are

favorable to the survival of surface liquid water for planets around quiescent M­dwarfs. For ex­

ample, a recent study of the temporal radiation environment of the LHS 1140 system suggests that
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the planet receives relatively constant NUV (177 − 283 nm) flux < 2% compared to that of the

Earth (Spinelli et al. 2019). Our results suggest that LHS 1140b is likely stable against complete

ocean desiccation due to the low UV activity of the host star, which bodes well for its habitabil­

ity. Note however, that since our WACCM simulations assume a hydrostatic atmosphere, escape

of H2Ov is only roughly approximated. Furthermore, during the pre­main sequence phases of M­

dwarfs (< 100Myr), high amounts of X­ray/EUV irradiation may cause an early desiccation and/or

runway greenhouse of planetary atmospheres in the IHZ [222]. Even so, rocky planets around

M­dwarfs may still possess active hydrological cycles through acquisition of cometary materials

[329] as well as extended deep mantle cycling and the emergence of secondary atmospheres [185].

Despite the super­luminous stages of M­dwarfs, existence of abundant water inventories is shown

to be plausible using numerical TTV analysis, for example, in the TRAPPIST­1 system [117]. For

this pilot CCM study of the IHZ, we focus on main­sequence stars to be consistent with previous

work modeling moist greenhouse states (e.g., Kasting et al. 167, Kopparapu et al. 191). Further

study is warranted examining stellar activity levels, including enhanced UV flux, time­dependent

stellar flares, and sun­like proton events, and their roles in driving water­loss in habitable planet

atmospheres.

CoupledCCMs, such as the one employed here, are advantageous for helping to improve/inform

1D model simulations. Previous work (e.g., Zhang and Showman 376) have shown that the con­

stant vertical diffusion coefficients assumed in 1D models (e.g., Hu et al. 148, Kaltenegger and

Sasselov 162) may be invalid for different chemical compounds. Here, we find that the efficiency

of global­mean vertical transport is not only species­dependent, but also host star dependent, as the

magnitude of meridional overturning circulation and degree of vertical wave mixing are inherently

tied to the planetary rotation rate and stellar Teff (Figure 3.4.4), both of which are constrained for

synchronously rotating planets. Although a detailed comparison of the full set of our chemical con­

stituent profiles with those of 1D is beyond the scope of this study, our results show that 3D CCMs
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could offer a basis to improve prediction of the 1D vertical distribution of photochemically impor­

tant species (e.g., ozone). This task is especially important in the transition regime (i.e., for planets

around stars with 2900Teff3400 K), where stratospheric circulation patterns can shift substantially

(i.e., emergence of anti­Brewer­Dobson cells; Carone et al. 43), leading to the further breakdown

of a fixed vertical diffusivity assumption by 1D models.

In this study we focus solely on simulations with Earth­like ocean coverage and landmass dis­

tributions. However, water inventories vary with accretion and escape history. If a planet is barren

(i.e., without a substantial surface liquid water inventory), thenmoist convection is inhibited and the

water vapor greenhouse effect is suppressed. This can result in the delay of a runaway greenhouse

[2] and the onset of moist bistability wherein surface water could condense in colder reservoirs

[204]. similar effect could occur if the substellar point is located above a large landmass instead

of an ocean basin [208]. This has relevance for atmospheric chemistry and habitability as it could

suppress substellar moisture, leading to lower production rates of H in the thermosphere (above

10−2 mbar) and OH in the stratosphere (between 100 and 1 mbar).

Similarly, we fix our substellar point over an ocean basin and assume circular orbits locked

in 1:1 spin­orbit resonance. In reality, the substellar point and stellar zenith angle could be non­

stationary [205] and planetary orbits could be eccentric without the stabilizing influence of a gas

giant [333]. Nonstationary solar zenith angles could affect atmospheric circulation by modulating

efficiency of moist convection, while eccentricity could drive planetary climate by as evidenced

by Earth’s geological record [144]. However, these considerations are arguably secondary as exis­

tence of thermal tides are theoretical in the context of exoplanets and planets in the RV samples that

have eccentricity greater than 0.1 are not common [309]. Thus, we believe our simplification of

fixed substellar point and perfect circular orbit should be valid for the majority of actual planetary

systems.
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Apart from surface climate, continued habitability is contingent upon the formation and reten­

tion of an ozone layer to shield excessive stellar UV­C (200 < λ < 280 nm) radiation and energetic

particle bombardment. A thin ozone layer is hazardous to DNA due to surface exposure to high

doses of UV radiation (e.g, O’Malley­James and Kaltenegger 258). Alternatively, UV radiation

may be critical in instigating complex prebiotic chemistry (e.g., Ranjan et al. 273). As our simula­

tions enter the moist greenhouse regime, we find that their atmospheres have orders of magnitude

lower ozone mixing ratios than those in temperate climates (Figure 3.4.6g), implying that the UV

fluxes reaching the planetary surface may be high and therefore potentially threatening to surface

life. Further, we find that both stellar UV activity and efficiency of day­to­nightside ozone transport

could control the degree of UV flux penetration on the dayside surface. Thus, future constraints

on the width of this “complex life habitable zone” (HZCL; Schwieterman et al. 299) will need to

evaluate its dependencies on stellar flux, spectral type, and stellar activity, and will benefit from

the use 3D CCMs.

Ultimately, CCM predictions of planetary habitability near the IHZ depend on the water accre­

tion history [? ], stellar XUV evolution [222], orbital parameters [178], and the spatial distribution

of surface water [182, 348]. These considerations should be investigated in a more extensive CCM­

based parameter space study (similar in spirit to e.g., Komacek and Abbot 186) to better understand

the climate, chemistries, and habitability potentials of IHZ planets around M­dwarfs.

3.5.1 Observational Implications &Detectability

Follow­up characterization efforts by future instruments will likely target planets aroundM­dwarfs.

To contextualize our CCM results within an observational framework, we calculate transmission

spectra, secondary eclipse thermal emission spectra, and their simulated observations using the



73

Simulated Exoplanet Atmosphere Spectra (SEAS) model (Zhan et al. in revision). SEAS is a radia­

tive transfer code that calculates the attenuation of photons bymolecular absorption andRayleigh/Mie

scattering as the photons travel through a hypothetical exoplanet atmosphere. The simulation ap­

proach is similar to previous work by Kempton et al. [175] and Miller­Ricci et al. [244]. The

molecular absorption cross­section for O2, H2O, CO2, CH4, O3, and H are calculated using the

HITRAN2016 molecular line­list database [110]. The SEAS transmission spectra are validated

through comparison of its simulated Earth transmission spectrum with that of real Earth counter­

parts measured by the Atmospheric Chemistry Experiment (ACE) data set [32]. For more details

on SEAS, please see Section 3.4 of Zhan et al., (in revision).

To compute atmospheric spectra, we use a subset of our CCM results: (i) Earth around the Sun,

(ii) tidally­locked planet around an M8V star (10F26T), (iii) tidally­locked planet around a quies­

centM2V star (19F40T), and (iv) tidally­locked planet around an activeM2V star (19FADLeoUV).

These simulations are chosen to illustrate the spectral feature differences between rapidly­rotating

planets (10F26T and Earth­Sun) and slowly­rotating planets (19F40T and 19FADLeoUV). These

simulations also demonstrate the consequences of different stellar UV activity levels on the spectral

shapes: from low (10F26T and 19F40T) to mid (Earth­Sun), to high (19FADLeoUV) UV inputs.

Lastly, planets orbiting late K­dwarfs, such as 19F40T, are argued to be at an advantage over those

around mid­to­late M­dwarfs for biosignature potential [13, 210, 211], and thus our primary focus

on the host stars with Teff of 4000 K.

CCM inputs for the SEAS model include: simulated temperatures and mixing ratios of gaseous

constituents (i.e., N2, CO2, H2Ov, O2, O3, CH4, and N2O), converted to 1D vertical time­averaged

profiles. Transmission spectra were generated using the terminator mean values, while the emis­

sion spectra used the dayside­mean. SEAS assumes the premise of clouds, rather than using CCM

results, in order to facilitate comparison with previous work [135, 249]. For transmission, we ex­

plore three scenarios: uniform grey cloud at 10 mbar with 1.0 opacity (or optical depth), uniform
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grey cloud at 100 mbar with 0.5 opacity, and no clouds. For thermal emission, we assumed a 50%

patchy grey cloud at 10 mbar with 0.5 opacity. These selections are made based on the fact that

the atmosphere molecular absorption path length for stellar radiation passing through the rim of the

planet atmosphere is ∼10× the molecular absorption pathlength for blackbody radiation traveling

from the surface of the planet. Parameterized clouds are used rather than CCM simulated clouds, as

the former can set an upper/lower bound to our detection threshold and thus facilitate comparison

with previous work. For instance, the 10 mbar with 1.0 opacity case mimics that of an “upper at­

mosphere uniform haze”, e.g., Kawashima and Ikoma [171]. Moreover, GCM simulation of clouds

remains an active area of research and thus simulated clouds come with inherent uncertainties. In

future efforts, we will endeavor to include simulated clouds and their inherent uncertainties from a

suite of GCMs into CCM­SEAS.

We validated our simulated Earth atmosphere transmission spectrawithmeasurements of Earth’s

atmosphere through the ACE program [32] and emission spectra withMODTRAN [31]. Minor dif­

ferences are due to exclusion of trace gases in the Earth atmosphere with a column average mixing

ratio less than 1 ppmv.

Our simulated observations assume that the system is 2 pc from the observer. The planet of

consideration is an Earth­sized and Earth mass planet. We also assume the use of a JWST­like,

6.5 m telescope, and with 25% throughput and an approximated noise multiplier of 50% which

accounts for potentially unknown stellar variability and/or instrumental effects. While the spectral

resolution of JWST is R = 100 at 1 ­ 5 μm (NIRSpec) and R = 160 at 5 ­ 12 μm (MIRI), in practice

this “high” resolution (as compared to Hubble WFC3) is not prioritized for detection/distinction

of H2Ov and O3 molecules in exoplanet atmospheres due to the unique and broad spectra features

these two molecules have (Zhan, et al. submitted). Therefore, detection can be optimized by using

a larger bin width to increase the signal­to­noise ratio (SNR) of the H2Ov and O3 molecules at the

expense of reducing the resolution just enough to distinguish the molecules in consideration. We
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use the empirical formula of:

ln = l0

(
λn
λ0

)m

(3.5)

where l0 is 0.1 μm and λ0 is 1 μm. i.e, the bin width ln, at λn = 10 μm, is = 1 μm. Note that we

neglect the systematic noise of JWST, which is projected to be on the order of ∼10 ppm [113].

Implementation of the noise floor into the JWST simulator will slightly weaken our predicted fea­

tures. Given the planet is at 2 pc and the high stratospheric H2O concentration however, the H2O

features will likely still be detectable.

We find that the detection of H2Ov in moist greenhouse atmospheres can be achieved with

high SNR confidence using NIRSpec. We also find that O3 detection at the 9.6 μm window can

potentially reach an SNR of 3 using MIRI LRS for planets around active stars (e.g., a Sun­like star

or active M­dwarf). For the transmission spectra (Figure 3.5.13), we compare our simulated results

with those of Fujii et al. [99] and Kopparapu et al. [191], and find that our CCM­SEAS results are

in agreement with the potential of characterizing water vapor features between 2.5 and 8 μm.

Slowly­rotating planets orbiting the IHZ of M2V stars (e.g., 19F40T and 19FADLeoUV) have

moist greenhouse atmospheres and higher stratospheric water vapor content (red curves in Fig­

ure 5), which raises their signals in comparison to rapidly­rotating planets and stratospherically dry

planets (e.g., 10F26T). In a similar vein, detection of water vapor can be achieved at high SNR con­

fidence only for the moist greenhouse case, where H2Ov is four orders of magnitude more abundant

than in the Earth’s stratosphere. Detection of water vapor is difficult for an Earth­like atmosphere

in transmission as the majority of water vapor is concentrated below the tropopause. Transmission

3The planet radius is independent of planetary system, and is easier for comparison with other theory work, as ppm
depend on planet/star radius ratio.
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spectra of IHZ planets generated with 1D models (e.g., Lincowski et al. [209]) do not display these

prominent water vapor features as large­scale hydrological circulation processes are not resolved in

1D. We also find that the results of parameterized clouds match those of previous work [321, 344]

such that they inhibit detection of molecular features (Figure 3.5.1).

Oxygenated­atmospheres around active stars (i.e., Earth and 19FADLeoUV) should have more

pronounced ozone features due to increased ozone production rates compared to their quiescent

counterparts. We find that although the H2Ov features are not significantly altered by stellar UV

activity, the O3 features are. In addition, we test the effects of total integration time (10 hr vs 100

hr) on the predicted observations to explore the “most optimistic” scenario (Figure 11). These

integration times translate to 4 to 7 and 40 to 70 transits respectively for a typical M­dwarf system.

We find that detectability of the ozone feature is substantially improved with a higher integration

time (Figure 3.5.1).

For secondary eclipse thermal emission spectra, we find that the 9.6 μm O3 feature is located

near the emission peak of the planet (∼300 K blackbody). Despite this finding, detection of this

feature via secondary eclipse could be challenging for Earth­sized planets near 4000 K stars due

to low SNR confidence. Potentially low SNRs are a result of the constraints of JWST’s cryogenic

lifetime (necessary for mid­IR observations) of 5 years. Further, as the total number of transit

hours that can accumulate is less than 100, the maximum achievable SNR confidence given our

simulation parameters would be less than 3. For a super­Earth (e.g.,∼1.75 R⊕) or a hotter (but non­

habitable) planet around a late M­dwarf star however, secondary eclipse measurements of these

features could be achievable [184, 226].
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3.6 Conclusion

In this study, we carried out numerical simulations of climate and chemistries of tidally­locked

planets with a 3D CCM. Our results show that the maintenance of ozone layers, water photodisso­

ciation efficiency, and the onset of moist and incipient runaway greenhouse states depend on the

incident stellar flux, stellar spectral­type, and importantly, UV radiation. By directly simulating

photochemically important species such as ozone, we find that their abundance and distribution

depend on the host star spectral type. The strength of the stratospheric overturning circulation,

for example, increases with stellar Teff, leading to higher efficiency in the divergent transport of

airmasses and thus photochemically produced species and aerosols.

Critically, we find that only climates around active M­dwarfs enter the classical moist green­

house regime, wherein hydrogen mixing ratios are sufficiently high such that water loss could

evaporate the surface ocean within 5 Gyrs. For those around quiescent M­dwarfs, hydrogen mixing

ratios do not exceed that of water vapor. As a consequence, we find that planets orbiting quiescent

stars have much longer ocean survival timescales than those around active M­dwarfs. Thus, our

results suggest that improved constraints on the UV activity of low­mass stars will be critical in

understanding the long­term habitability of future discovered exoplanets (e.g., in the TESS sample;

Günther et al. 121).

Stellar UV radiation has pronounced effects on atmospheric circulation and chemistry. Our 3D

CCM simulations show that vertical and horizontal winds in the upper atmosphere (∼1 mbar) are

strengthened with higher UV fluxes. Global distributions of O3, OH, and H are the result of long­

term averaged tradeoffs between dynamical, photolytic, and photochemical processes−resulting

in substantially different day­to­nightside contrasts with incident UV radiation. Thus, coupling

dynamics and photochemistry will be necessary to better understand the spatial distributions and
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temporal variability (e.g., Olson et al. 255) of biogenic compounds and their byproducts.

Using a radiative transfer model with our CCM results as inputs, we show that detecting promi­

nent water vapor and ozone features onM­dwarf planets during primary transits is possible by future

instruments such as the JWST [25]. However, secondary eclipse observations are more challenging

due to the predicted low SNR confidence.
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Figure 3.5.1: Simulated atmosphere transmission spectra of synchronously-rotating plan-
ets around M-stars and an Earth-like fast rotator around a Sun-like star (P = 24 hrs), showing
apparent planet radius and transit depth as a function of wavelength (μm). Simulated input
data from CCM (i.e., experiments 10F26T, 19F40T, and 19FADLeoUV) are spatially averaged
across the terminators. We explore three cloud assumptions: cloudless (top and bottom pan-
els), uniform grey cloud at 100 mbar with 0.5 opacity (second panel), and uniform grey cloud
at 10 mbar with 1.0 opacity (third panel). Also shown are simulated JWST observation with 1σ
uncertainty bar (black) at two integration times: 10 hr (first three panels) and 100 hr (bottom
panel). The simulated observation assumes the planet to be 2 pc away from the observer, and
the bin width of the telescope to be 1 μm at wavelength of 10 μm.



80

Chapter 4

Persistence of Flare Driven Atmospheric Chem-

istry on RockyHabitable ZoneWorlds

4.1 Abstract

1 Low­mass stars show evidence of vigorous magnetic activity in the form of large flares and coro­

nal mass ejections. Such space weather events may have important ramifications for the habit­

ability and observational fingerprints of exoplanetary atmospheres. Here, using a suite of three­

dimensional coupled chemistry­climate model (CCM) simulations, we explore effects of time­

dependent stellar activity on rocky planet atmospheres orbiting G­, K­, and M­dwarf stars. We

employ observed data from the MUSCLES campaign and Transiting Exoplanet Satellite Survey

and test a range of rotation period, magnetic field strength, and flare frequency assumptions. We

find that recurring flares drive K­ and M­dwarf planet atmospheres into chemical equilibria that

1Chapter adapted from: Chen, H., Zhan, Z., Youngblood, A., Wolf, E.T., Feinstein, A.D. and Horton, D.E., 2021.
Persistence of flare­driven atmospheric chemistry on rocky habitable zone worlds.Nature Astronomy, 5(3), pp.298­310.
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substantially deviate from their pre­flare regimes, whereas G­dwarf planet atmospheres quickly re­

turn to their baseline states. Interestingly, simulated O2­poor and O2­rich atmospheres experiencing

flares produce similar mesospheric nitric oxide abundances, suggesting that stellar flares can high­

light otherwise undetectable chemical species. Applying a radiative transfer model to our CCM

results, we find that flare­driven transmission features of bio­indicating species, such as nitrogen

dioxide, nitrous oxide, and nitric acid, show particular promise for detection by future instruments.

4.2 Introduction

In recent years, large­scale observational campaigns such as the Kepler Space Telescope [36] indi­

cate that rocky planets are common [39, 147, 192, 250]. A handful of these systems are known to

reside within the circumstellar habitable zones (HZs) of their host stars [167, 168] and are amenable

to atmospheric spectroscopic measurements (for example, Kepler­186, Kepler­452, Proxima Cen­

tauri, TRAPPIST­1, LHS­1140, and TOI­700). On­going Transiting Exoplanet Satellite Survey

(TESS) operations [278] will discover many closer and brighter planetary systems, offering more

terrestrial exoplanets for follow­up mass measurements and atmospheric characterization efforts

[17, 63]. However, interpretation of remotely sensed atmospheric data will require making sense

of a planet’s signals in context, i.e., understanding interactions of atmospheric chemistry, physics,

dynamics, and thermodynamics, within the space weather environment and electromagnetic radi­

ation regime. For instance, strong stellar chromospheric activity from low­mass stars could in­

fluence attendant atmospheres via the dissociation, excitation, and ionization processes associated

with space weather events [214, 290] – leading to substantial alteration of planetary atmospheres

and chemical signatures [5]. Modulation of atmospheric chemistry can have a critical influence on

the bulk atmospheric composition [24, 330], atmospheric dynamics [328], surface radiation dosage

[14, 360], and detectability of atmospheric species [4].
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Stellar activity – which includes stellar flares, coronal mass ejections (CMEs), and stellar pro­

ton events (SPEs) – has a profound influence on a planet’s habitability, primarily via its influence

on atmospheric ozone. Stellar flares are rapid (minutes to days) releases of coronal magnetic energy

accompanied by bursts of electromagnetic radiation and accelerated ionized particle fluences. Pre­

vious work has shown that while a single large flare (e.g., AD Leonis Great Flare with UV­optical

energy of E ∼ 1034 erg; [130]) does not substantially affect an Earth­like planet’s habitability [304],

repeated secular flaring and CMEs, by way of UV emissions (λ < 350 nm) and SPEs (E > 100

MeV), could destroy a planet’s ozone layer within a few Earth­years [332]. With the exception

of the strongest flaring scenarios, time­independent models have predicted that initially Earth­like

atmospheres should retain appreciable amounts of ozone that could efficiently filter out incident

UV­B and UV­C radiation [114]. However, this conclusion stands in contrast with that of time­

resolved models, in which nearly 90% of the stratospheric ozone column could be eroded, even

with conservative assumptions in flare magnitude and frequency [332].

In addition to stellar flares’ considerable influence on ozone, flares are likely to have observationally­

relevant effects on planetary atmospheres [340]. Remote detection of biological processes, or

equivalently, the measure of thermodynamic chemical disequilibrium [198, 298], is linked to atmo­

spheric chemistry, brightness temperature, and stellar variability. In the search for signals of life,

detection of either biosignatures, i.e., atmospheric constituents that are the direct result of life pro­

cesses [73, 298], or bio­indicators, i.e., the photochemical derivatives of biosignatures, is sought.

High magnitude stellar flares may trigger disequilibrium chemistry and generate bio­indicating

species through photo­excitation, photo­dissociation, and/or strong mixing. For example, it has

been hypothesized that enhanced accumulation of nitric acid (HNO3) in a biologically active at­

mosphere experiencing flares could serve as a bio­indicator, as purely abiotic concentrations of

HNO3 in anoxic conditions should be low [293, 324]. Abiotic nitric oxide (NO) and nitrogen

dioxide (NO2) production in O2­depleted environments is also not expected to result in substantial
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atmospheric accumulation as their production is mediated by collisions between molecular bio­

genic oxygen and nitrogen. In atmospheres dominated by N2–O2–H2O however, stellar activity

could highlight species such as NO, OH, O2(1D) and CO2 to potentially detectable levels [4, 332].

Previous efforts to understand the effects of stellar flares on planetary atmospheres underscore

the value of single column climate models. Their efficiency and speed allow for a wide sampling

of the planetary parameter space. However, lower­dimensional models do not account for criti­

cal three­dimensional (3D) processes, including atmospheric circulation, large­scale mixing, and

cloud dynamics – factors that have substantial impact on the climate and chemistry of exoplanets,

particularly for slow­rotators orbiting late K­dwarf and early M­dwarf stars [54, 55, 361]. As­

sessments of stellar chromospheric and coronal activity influences on planetary atmospheres are

likewise inherently 3D problems, e.g., the role of a magnetic field, inclusion of dynamical mixing,

and illumination geometry. As such, 3D considerations are likely to have crucial consequences

on flare influence predictions. Furthermore, the majority of previous exoplanet­flare­habitability

studies have used UV observations from a single high magnitude 1034 erg superflare (AD Leonis;

[14, 130]), that is unlikely to be representative of typical stellar flaring behavior. Incorporating UV

flare spectra and lightcurve temporal evolution using more typical flaring behavior may offer new

insights into the photochemical characteristics of habitable zone planets [220, 263].

To better understand interactions between flaring stars and their attendant planets, in this study

we employ a 3D global Earth System CCM, the Whole Atmosphere Community Climate Model

(WACCM; [229]). We simulate nitrogen­dominated rocky exoplanet atmospheres experiencing

time­dependent stellar UV activity and proton events around G­, K­, and M­dwarf stars (Extended

Data Figure 1­3). Due to i) stationary substellar cloud formation that prevents runaway greenhouse

states near the inner edge of the habitable zone [348, 361], ii) decreased ice­albedo feedbacks which

inhibit total glaciation near the outer edge of the habitable zone [48, 50, 310], and iii) increased

nutrient replenishment via oceanic upwelling [257], previous 3D studies have demonstrated that
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slowly­ and synchronously­rotating ocean­covered planets have increased habitability potential.

With the inclusion of time­dependent stellar flares, the results from this work further the notion

that slowly­ and synchronously­rotating planets are favorable targets by future instruments.
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Figure 4.2.1: Observed flare lightcurves and spectra used as inputs for CCM simulations.
a, Flare-driven atmospheric ionization rates produced via power-law extrapolations for large
flares (E > 1032 erg) from the MUSCLES survey. Data that underpins the main text are de-
noted by “main”, whereas data approaching the activity level of Proxima Centauri are denoted
by “active” (See Methods). The dashed black lines connect the ‘main’ input ionization rates
and the solid black line connect those of the ‘active’. b, Observed TESS lightcurves from TIC
1636399 identified by convolution neural network. c, Sample MUSCLES spectra used in model
simulations for flares with two different approximate energies during their impulsive phases.

4.3 Numerical Setup

We perform simulations of rocky exoplanetary atmospheres orbiting G­, K­, and M­star archetypes

(Sun­like star, HD85512, and TRAPPIST­1). For each planet scenario, we test different oxygena­
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tion states, magnetosphere strengths, and stellar activity levels (ExtendedData Figure 4.3.1­3). Pre­

flare baseline atmospheric compositions are: N2 (78%), CH4 (0.701 ppmv), N2O (0.273 ppmv), and

CO2 (288 ppmv). We focus on three different scenarios: (1) a magnetized rapidly rotating planet

around a Sun­like star (which we refer to as “G­star planet”), (2) an unmagnetized slow rotator

around HD85512 (“K­star planet”), and (3) a weakly magnetized rapid rotator around TRAPPIST­

1 (“M­star planet”). The latter two scenarios assume synchronous­rotation. For each scenario,

we simulate the effects of O2­rich (modern­Earth­like) and O2­poor (Proterozoic­Earth­like) initial

atmospheres. Configurations and boundary conditions were chosen for self­consistency, that is,

simulated configurations follow from known physics. For example, greater orbital separations of

synchronously­rotating planets around early M­dwarfs imply slower rotation (compared to those

around late M­dwarfs). Without rotation induced convection of conducting inner core fluids, i.e., a

magnetic dynamo, these planets are unlikely to sustain strong planetary­scale magnetic fields [58].

Thus, while we test the sensitivity of our results to a suite of input parameters and assumptions, the

main text presents the most self­consistent simulation scenarios.

Steady­state stellar spectral energy distributions from the 1850 Solar Irradiance spectrum [202],

TRAPPIST­1 (M8V; Teff = 2511 K; Wilson et al. in review), and HD 85512 (K6V; Teff = 4715 K;

version 2.2; [96] are used as inputs to the CCM. To compute time­dependent activity (Figure 4.2.1),

we utilize a Measurements of the Ultraviolet Spectral Characteristics of Low­mass Exoplanetary

Systems (MUSCLES) flare generator [220] and observed TESS flare data identified by a convolu­

tional neural network [93]. Proton fluence calculations are derived from the above electromagnetic

flares [371] and all CCM experiments described are subject to the same stellar activity time series

inputs (see Methods and Extended Data Figure 4.3.1­3).

We first report the effects of MUSCLES­derived stellar flares on our self­consistent scenarios.

We then explore the effects of observed TESS flares, discuss the coupled effects of atmospheric

transport, and present results for key flare­modulated chemical species. Next, we compare and
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contrast flare­induced differences between O2­rich versus O2­poor atmospheres and moist green­

house states versus temperate states. Finally, we discuss the observational implications of our

results. See the Supplementary Information for the complete simulation setups and input data.
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Figure 4.3.1: Spatial and temporal atmospheric effects of repeated stellar flares on a G­
star planet. Simulated global time slice distributions of upper atmospheric NO (a-d), OH (e-
h), and O3 (i-l) mixing ratios and their global average time-series (m) that result from exposure
to time evolving flare-derived proton fluences (n). The simulated planet rotates around a Sun-
like star non-synchronously and has a magnetic field. NO and OH mixing ratios are reported at
0.1 hPa, whereas O3 mixing ratios are reported at 1.0 hPa. Spherical projections are centered
on 40o N latitude and 225o longitude.
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4.4 3D Effects of Large Stellar Flares (Results)

We find that strong stellar flares drive dramatic transient and steady­state changes in stratospheric

and mesospheric chemistry, particularly in nitrogen and hydrogen oxide reservoirs. Our results

show that energetic flares (E > 1033 ergs and proton fluence > 1014 cm−2) have profound impacts

on atmospheric species such as nitric oxide (NO), hydroxide (OH), and ozone (O3) (Figures 2, 3,

and Extended Data Figure 4.4.2). On unmagnetized K­ and M­star planets in particular, modeled

stellar flares modulate the atmospheric concentration of many photochemically important species

and ultimately establish new chemical steady­state regimes that substantially deviate from their

pre­flare compositions (Figure 4.4.1m and Extended Data Figure 4.4.2m). In contrast, flares do

not substantially perturb the atmospheric compositions of magnetized G­star and TESS planets

(Figure 4.3.1m; Extended Data Fig. 5).

Simulated mesospheric nitrogen oxides such as NO, derived from reactions initiated by precip­

itating electrons [156], are orders of magnitude more abundant on K­ and M­star planets (Figures

3a­d and Extended Data Figure 4.4.2a­d) than those around G­stars (Figure 4.3.1a­d). This is the

combined result of the greater latitudinal extents of proton deposition for weakly or unmagnetized

planets (see Methods), steady­state inputs of UV­B spectra, illumination geometries, and planetary

circulation regimes.

The circumstellar UV photochemical environment and slow rotation of K­ and M­star planets,

leads to the persistence of mesospheric NO. NO mixing ratios on our simulated K­ and M­star

planets do not return to their pre­flare levels after a large flare (Figure 4.4.1m), whereas NO on

G­star planets returns to pre­flare levels within < 50 days (Figure 4.3.1m). Enhanced simulated

global­mean NO lifetimes on M­star planets are due to lesser emission of UV­B radiation (280 <

λ < 315 nm) by their host stars, which promotes O(1D) formation, reducing an OH sink (as H2Ov



89

+ O(1D) = 2OH). In addition, prolonged NOx lifetimes on slowly­rotating K­star planets are likely

due to thermally driven radial day­to­night advection that transports produced substellar NOx to the

nightside, where it is temporarily stored. Here, daytime nitrogen­hydrogen oxide chemistry, such

as NO + HO2 and NO + NO2 photolysis, is averted (see Methods), leading to the time averaged

enhancement of NOx abundances. In contrast, rapid horizontal mixing and higher incident UV­B

radiation for planets around G­stars (P = 24 hr) leads to more efficient NOx removal via reaction

with ozone and direct titration (Figure 4.3.1a­d).
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Figure 4.4.1: Spatial and temporal atmospheric effects of repeated stellar flaring on K­
star planet. Simulated global time slice distributions of upper atmospheric NO (a-d), OH (e-
h), and O3 (i-l) mixing ratios and their global average time-series (m) that result from exposure
to flares with time-evolving proton fluences (n). The simulated planet rotates around K-star
HD85512 synchronously and does not have a magnetic field. NO and OH mixing ratios are
reported at 0.1 hPa, whereas O3 mixing ratios are reported at 1.0 hPa. Spherical projections
are centered on 40o N latitude and 225o longitude. Red cross denotes the substellar point.

The presence of water vapor (H2Ov), a canonical habitability indicator, could signify an active

hydrological cycle. Photochemical and photolytic byproducts of H2Ov such as stratospheric OH and

thermospheric H are produced by flare­initiated ion chemistry chains [317]. In our simulations, we

find that hydrogen oxide family constituents are particularly sensitive tomagnetic field assumptions

due to their short lifetimes. Different magnetic field deflection geometries and host star UV spectral

energy distributions contribute to different OHmixing ratio distributions (Figure 4.3.1e­h and 3e­h).
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During large stellar flares, stratospheric and mesospheric polar OHmixing ratios in the magnetized

G­star planet simulation are ∼10−8, but two orders of magnitude greater on the dayside of the

unmagnetized K­star planet (∼10−6).

The existence and persistence of stratospheric ozone in planetary atmospheres is fundamentally

important for the protection and development of surface life [305]. Simulated K­ and M­star planet

atmospheres (Figure 4.4.1a­l and Extended Data Figure 4.4.2a­l) experience greater instantaneous

ozone destruction compared to magnetized G­star planets (Figure 4.3.1a­l). In the latter scenario

with an Earth­similar magnetosphere, protons are funneled to the polar regions by magnetic field

lines, whereas protons directly interact with the dayside atmospheres of the K­ and M­star planets,

enhancing ozone destruction. These differences are further compounded by redirection of protons

to the polar nightside of G­star planets, initiating more sluggish chemical reactions than those that

occur in the substellar regions of the unmagnetized planets. Ozone distribution differences between

unmagnetized/weakly magnetized K­ and M­star planets are due to the more active TRAPPIST­1

spectrum used (compared to that of HD85512), rapid horizontal mixing of chemical species, and

strengthened downward transport on M­star planets.

To assess the role of flare frequency on ozone retention, we simulate three flare frequency

assumptions (Extended Data Figure 4.4.1). For stellar activity approaching that of an optically­

inactive M­dwarf (i.e., with cumulative flare index α = 0.7; MUSCLES sample, [220]), the com­

puted total ozone column (see Methods) of the M­star planet gradually transitions to a depleted

regime and establishes a new chemical steady­state (Extended Data Figure 4.4.4). For stars with

activity levels similar to Proxima Centauri and AD Leo (α = 0.54), we find that the ozone column

experiences abrupt destruction from ∼300 Dobson Units (DU) to ∼106 DU over ∼200 Earth­days

due to rapid erosion by incident stellar protons (Extended Data Figure 4.4.4). Our results could

thus be used by observers to tie a measured flare frequency to cumulative effects on a planet’s
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Figure 4.4.2: Global mean vertical profiles of atmospheric species. Simulated mixing ratios
of O3, N2O, HNO3, and H2Ov as a function of pressure and altitude during an initial steady
state, the peak of a large flare, and averaged over a 300 Earth-day period. Conditions are
shown for an Earth-similar planet around a G-star (a-d), K-star (e-h), and M-star (i-l) that ex-
perience flares with proton fluences of ∼1014.5cm−2.

atmosphere.

In addition to modeled flares, we use observed flares from the first TESS data release, specif­

ically M­dwarfs TIC 671393 and 1636399 over 20­30 days of observation time (Extended Data

Figure 4.3.1. We find that stellar flares from the TESS data lead to more subtle changes in the

chemical composition of the attendant planets, in comparison with the MUSCLES­based results

that use modeled flare lightcurves with extrapolations to higher energies. For instance, simulated

mesospheric ozone is halved at the end of the TIC 671393­based simulation (Extended Data Fig­

ure 4.4.3), whereas the full 300­day simulation using MUSCLES data results in a 1 to 2 order of

magnitude decrease (Figure 4.4.1). The absence of repeated energetic flares and the short time­
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frame of the observed TESS data drive lower production rates of NO and UV photolysis of ozone.

This conclusion is consistent with analysis of TESS across ∼24, 000 samples, as very few stars

exhibit continuous flares that exceed the 1034 erg threshold for ozone depletion [122].

Apart from stellar characteristics, flare influences are also controlled by the interplay between

planetary properties, for example, between atmospheric mixing and photochemistry. Fast rotation,

(P < 6 days) as in the case of our modeled G­star planet scenario, induces standing tropical Rossby

waves that disrupt meridional overturning circulation, as opposed to extratropical Rossby waves

in the case of the M­star planets and weak planetary waves in the case of the K­star planet. With­

out rapidly­rotating Earth­like planet deep wave breaking mechanisms or momentum injections

into the stratosphere, slow­rotator stratospheric winds are effectively damped and prevent diver­

gent meridional flow and planet­wide chemical transport, leading to confinement of flare induced

species in the equatorial regions (Extended Data Figure 7; [43]). However, fast rotation facilitates

downward transport of ozone depleting agents such as NOx into the mid­lower stratosphere (Ex­

tended Data Figure 8a). Conversely, slow rotation (i.e., K­star planet) allows NOx to remain in

the mesosphere/thermosphere (Extended Data Figure 8b). The simulated descent of flare­induced

species is analogous to the advection of Earth’s NOx­rich airmasses into the stratosphere, driven by

the stratospheric polar vortex and large­scale eddies [100]. Thus, while the presence or absence of

a planetary magnetic field plays a key role in governing ozone destruction (as polar ozone could be

replenished by efficient meridional circulation), our results indicate that slow rotation (i.e., P > 25

days for an Earth­sized planet) can help maintain a stable global ozone layer against proton­initiated

removal.

The elevated nitrogen and hydrogen oxides discussed above influence the formation and life­

times of other atmospheric species such as N2O, CH4, HNO3, and H2Ov, especially for the K­ and

M­star planet scenarios. Effects on the G­star planet are generally less persistent as seen by lesser

300­day mean deviation from the pre­flare baselines (Figure 4.4.2a­d). For all scenarios, we find
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that flaring produces the largest magnitude alteration in nitrous oxide (N2O), a biosignature (Fig­

ure 4.4.2; see Methods). Both HNO3 and H2Ov mixing ratios are enhanced on average by two­to­

three orders of magnitude and the enhancements are maintained with repeated flaring in the K­ and

M­star planet scenarios (Figure 4.4.2b­c). In contrast, CH4 experiences stronger removal via reac­

tion with ion­derived OH during flaring, leading to lower temporal­mean CH4 mixing ratios (not

shown). These results suggest that while biosignatures such as CH4 are vulnerable to destruction

during periods of strong flaring, bio­indicating “beacon of life” species [4] could be prominently

highlighted.

Finally, we discuss flare­modulated atmospheric sensitivities of K­dwarf planet non­modern­

Earth­similar compositions, including, O2­poor Proterozoic­like initial conditions and amoist green­

house state – common hypothetical exoplanetary conditions. These simulations show important de­

partures from the modern­Earth composition baseline. Interestingly, although the Proterozoic­like

simulation contains orders of magnitude lower NO concentrations than that of the Earth­like base­

line simulation during the pre­flare state, the flare peak NO concentration of the Proterozoic­like

simulation approaches that of the latter (Figure 4.4.3b). This indicates that flare­induced NO could

serve as potential proxy that are not directly detectable or challenging to observe (e.g., O2). Re­

peated flaring in the moist greenhouse (specific humidity QH2O > 10−3) simulation leads to greater

OH production and more rapid ozone destruction due to higher humidity than the Earth­like base­

line simulation. In addition, in both the temperate and moist greenhouse simulations, the upper

atmosphere is pushed into a classical moist greenhouse state [163], despite the temperate simula­

tion having relatively dry surface conditions (Figure 4.4.3c). This suggests that recurring flares via

proton events could drive enhanced water loss through diffusion­limited escape even for planets

that do not reside at the inner edge of the habitable zone. These putative non­Earth­archetypes

demonstrate that flare­driven accumulation of nitrogen and hydrogen oxides could be reliable in­
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denote the approximate transition from the lower atmosphere (stratosphere + troposphere) to
the mesosphere and lower thermosphere region.

dicators of an N2­O2­H2O­dominant atmosphere.

4.5 Observational Prospects and Implications (Discussion)

Planetary transmission spectra, using our chemistry­climate model outputs, demonstrate that stellar

flaring induces spectral features of habitability indicators and biosignatures (Figure 4.4.4). Here
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Figure 4.4.4: Simulated transmission spectra for two end member planetary scenarios.
Modeled transit depth as a function of wavelength for simulated atmospheres of a magne-
tized Earth-like planet around a quiescent G-star without flare activity (a) and an unmagnetized
synchronously-rotating planet around an actively flaring K-star (HD85512) (b). We assess the
detectability of nitric oxide (NO), nitrous oxide (N2O), nitrogen dioxide (NO2), and nitric acid
(HNO3). The red curves contain variable amounts of simulated nitrogen oxide species, whereas
the blue and purple curves contain no nitrogen oxides.

we assess the detectability of nitrogen compounds for two endmember atmospheric scenarios from

our suite of CCM simulations. Specifically, we compare the transit signals of NO, N2O, NO2,

and HNO3 on an O2­poor magnetized planet orbiting a Sun­like star against those on an O2­rich

unmagnetized planet orbiting a K­dwarf. We find peak absorption depths of 2, 4, 3, and 6 ppm for

the respective species in the latter scenario (Figure 4.4.4b). Despite transit depth shifts occurring

above the cold trap and thus not muted by clouds [91, 188], differences between pre­flare and flare

peak features are less than the predicted noise floor of the James Webb Space Telescope (10­30

ppm; [323]). Moreover, partial overlap of NO and NO2 features with those of CO2 and H2Ov at

4.3 and 5.5 μm obscures their signals. As such, detecting flare­driven biosignature fingerprints on

synchronously rotating nitrogen­dominated Earth­sized exoplanets should await the development
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of larger telescopes with greater observing power and better instrument noise­floor control (i.e.,

with the noise­floor pushed to the ∼1− 2 ppm level).

Other simulated spectral features, such as OH and O2(1D), are likely only observable during or

soon after a large flare, or in a system with a rapid succession of flares during transit measurements.

This is due to the species’ short chemical lifetimes, relaxation timescales, and rapid zonal mixing on

non­synchronously­rotating G­star planets. Transmission features of biosignatures such as CH4 and

O3 are predicted to be drastically reduced, as they react strongly with nitrogen and hydrogen oxides

[324]. Note that these transient features arise primarily from species abundance changes in the

mesosphere and lower thermosphere, and not from the stratosphere or troposphere (Figure 4.4.2).

This finding is a result of our proton energy spectrum assumption (see Methods). Use of different

proton energy spectrum assumptions could alter particle deposition depth, whole­column species

abundances, and detectability.

Sudden increases in X­ray and EUV irradiation (1.0 < λ < 100 nm) – which can energize,

ionize, and dehydrate the upper atmosphere [79, 248] – are also associated with CMEs and stellar

superflares [67, 364]. Thus, planets around active M­dwarfs may quickly lose their major high

mean molecular weight species, while initially volatile rich atmospheres around less active K­

dwarfs may be able to survive on geologic timescales [180].

Here, we find that the convolved effects of magnetic field strength, radiation environment,

and atmospheric circulation lead to substantial time­averaged (over ∼1 Earth year) chemical per­

turbations on flare­modulated K­ and M­star planets. This result underscores the importance of

constraining the temporal evolution of the host star spectra and luminosity to assess exoplanetary

habitability. While we report the 3D effects of stellar flares on oxidizing atmospheres, strong flares

could have other unexpected impacts on atmospheres with reducing conditions. For instance, hy­

drogen oxide species derived from stellar flares could destroy key anoxic biosignatures such as
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methane, dimethyl sulfide, and carbonyl sulfide [77], thereby suppressing their spectroscopic fea­

tures. However, new ionization rate profiles derived from a prognostic ion chemistry model will

be needed to conduct analogous studies in atmospheric compositions dissimilar to Earth’s. More

speculatively, proton events during hyperflares may reveal the existence of planetary scale mag­

netic fields by highlighting particular regions of the planet (e.g., the poles; Figure 4.3.1a­d). By

identifying nitrogen or hydrogen oxide emitting flux fingerprints during magnetic storms and/or

auroral precipitation events, one may be able to determine the geometric extent of exoplanetary

magnetospheres.
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Figure 4.5.1: Input broadband (a) and UV (b) spectral energy distributions for the Sun,
HD85512, and TRAPPIST-1. The Sun represents the G-star archetype, HD85512 a K-star, and
TRAPPIST-1 a late M-star. We refer to the stellar spectral types these stars represent (G-star,
K-star, and M-star) instead of the specific star in the main text and throughout the paper.
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Figure 4.5.3: Three scenarios of vertical-mean ionization rates used as inputs to explore the
effects of flare frequency. Three different assumptions are investigated: α = 0.7, 0.82, 0.54.

4.6 Methods

The U.S. National Center for Atmospheric Research (NCAR)Whole Atmosphere Community Cli­

mate Model (WACCM) was employed to simulate planetary atmospheres. Synthetic and observed

flare timeseries and UV spectra are used as inputs to the climate model. Atmospheric transmis­

sion and emission spectra are computed using a radiative transfer model with updated molecular

line­lists.
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Figure 4.5.4: Spatial and temporal atmospheric effects of repeated stellar flaring on an M-
star planet. Simulated global time slice distributions of upper atmospheric NO (a-d), OH (e-h),
and O3 (i-l) concentrations and their global average time-series (m) that result from exposure
to flares with time-evolving proton fluences (n). The simulated planet rotates around M-star
TRAPPIST-1 synchronously and has a weak magnetic field. and OH mixing ratios are reported
at 0.1 hPa, whereas O3 mixing ratios are reported at 1.0 hPa. Spherical projections are cen-
tered on 40o N latitude and 225o longitude. Red cross denotes the substellar point.

4.6.1 Chemistry-ClimateModel

To simulate planetary atmospheres, we employWACCM [229, 252], a high­top version of the Com­

munity Earth System Model v1.2, developed by NCAR. The model solves the primitive equations

of fluid dynamics and thermodynamics, and includes self­consistent coupling of dynamics, chem­

istry, radiation, and thermodynamics. We use the Community Atmosphere Model v4 (CAM4) with

the following modules: Community Atmospheric Model Radiative Transfer (CAMRT) radiation

scheme [375], the Zhang­McFarlane scheme for deep convection [374], and the Hack scheme for
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Figure 4.5.5: Temporal evolution of global-mean mixing ratios of NO, OH, and O3 experienc-
ing TESS flares. Result demonstrate that small flares over a short timespan do not substantially
affect exoplanetary atmospheres. NO and OH mixing ratios are reported at 0.1 hPa, whereas
O3 mixing ratios are reported at 1.0 hPa.

shallow convection [123]. The chemistry model is version 3 of the Modules for Ozone and Re­

lated Chemical Tracers (MOZART) chemical transport model [179], which includes neutral and

ionic constituents linked by 217 reactions. All surface gas fluxes are fixed at 1850 pre­industrial

values, as industrial emission (e.g., nitrogen oxides; [245]) can affect surface chemistry. Note the

small differences between exoplanet chemical model predictions [54, 369], suggesting the need for

further model comparison efforts.

The oceanic model is a 30­meter thermodynamic “slab” model with heat diffusion but no ad­

vection. The Community Land Model (CLM) v4 is used to model modern Earth continental con­

figurations including pre­industrial surface features (e.g., vegetation, land type, and albedo). Ex­

cluding ocean dynamics is appropriate for this study as we are primarily interested in photolytic

and ion chemistry, processes that primarily take place above the stratopause. Moreover, ocean heat

transport on tidally locked worlds is minimized by the North­South oriented continental configu­
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Figure 4.5.6: Global-mean vertical profiles of ozone number density at three different stellar
flare frequencies. These results show the cumulative effect (300 Earth days) of repeated stellar
flares. Results that assume α approaching those of observed MUSCLES stars (α = 0.7) estab-
lished a new chemical equilibrium, whereas those using � values close to very active stars (α =
0.54) have their ozone layers rapidly depleted.

ration [50, 367], or by the presence of an equatorial super­continent [288]. 3D climate simulations

with a coupled dynamic ocean model of Proxima Centauri b show that an Earth­like continental

setup eliminates day­to­night ocean heat transport, and the resulting global climate states are lit­

tle changed compared to that found using a shallow slab ocean aquaplanet configuration with no

dynamic heat transport [72].

We used the finite­volume dynamical core and horizontal resolutions of 1.9o × 2.5o (144 × 96

number of grid cells). The vertical domain extends from the surface at 1013.25 hPa to model­

top at 5.1 × 10−6 hPa (145 km) with 66 levels. The vertical resolution is between 0.5­2 km in the

troposphere and stratosphere and ∼0.5 scale height above the stratosphere. All simulations are

integrated for at least 30 Earth years. Each simulation with the inclusion of flares and stellar proton

events (SPEs) are then branched off from the final year and run for an additional 300 Earth days.
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All simulations adopt a model timestep of 900 seconds (15 minutes).

WACCM is configured to simulate synchronously­rotating planets trapped in 1:1 spin­orbit

resonance. For each climate scenario around HD85512 (K6V; [111]) and TRAPPIST­1 (M8V;

[297]), the planet is placed at an orbital separation where the total incident TOA stellar flux is

equal to that received by present­day Earth. The planetary rotation period is then set according to

the stellar mass and luminosity Kepler’s 3rd law [190]. In all simulations, the orbital parameters

(obliquity, eccentricity, and precession) are set to zero and the planets have 1 Earth­radius and 1

Earth mass. Continental configuration, topography, and surface albedo assume values of present­

day Earth. The substellar point is placed over 180o longitude. Earth’s quasi­biennial oscillation,

which is an observed alternating forcing between easterly and westerly zonal winds, is turned off.

To gauge how different atmospheric compositions respond to stellar activity, we simulate three

different scenarios: (i) An “O2­rich” atmospheric composition (primary focus of the main text),

i.e., pre­industrial Earth with N2 (78% by volume), O2 (21%), CH4 (0.701 ppmv), N2O (0.273

ppmv), and CO2 (288 ppmv). ii) a Proterozoic­like atmosphere with very low O2 concentrations

(1% Present Atmospheric Level (PAL)) to test the abundance of flare­modulated oxide compounds,

though the extent to which O2 could influence a planet’s climate is controversial [262, 270, 342],

and (iii) a moist greenhouse atmospheric composition in which the decrease of tropospheric lapse

rate and the expansion of the moist convection zones lead to the displacement of the cold trap to

higher altitudes. Emergent moist greenhouse conditions are produced following the methodology

of previous work [190], where we incrementally increase the incident stellar flux just prior to the

onset of the incipient runaway greenhouse phase [355]. The moist greenhouse scenario receives

1.9 times the present Earth’s insolation, uses the stellar spectral energy distribution of HD85512,

and has global­mean stratospheric H2O mixing ratio of 1.28× 10−3. In all four scenarios, H2Ov and

O3 are spatially and temporally variable but are initialized at pre­industrial Earth values.
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In addition to WACCM’s high model top, its radiative transfer scheme includes non­LTE pro­

cesses allowing for a more realistic assessment of the effects of stellar flares. In the MLT region,

radiative transfer and dynamics are based on the thermosphere­ionosphere­mesosphere electrody­

namics (TIME) GCM [279]. Key processes included are: neutral and high­top ion chemistry (ion

drag, auroral processes, and solar proton events) and their associated heating reactions. Molecular

diffusion via gravitational separation of different molecular constituents [18] is an extension to the

nominal diffusion parameterization in CAM4. Below 65 km (local minimum in shortwave heat­

ing and longwave cooling), WACCM retains CAM4’s radiation scheme. Above 65 km, WACCM

expands upon both longwave (LW) and shortwave (SW) radiative parameterizations from those of

CAM3 and CAM4 [62]. WACCM uses thermodynamic equilibrium (LTE) and non­LTE heating

and cooling rates in the extreme ultraviolet (EUV) and infrared (IR) [94]. In the SW (0.05 nm to

100 μm; [201, 319, 347]), radiative heating and cooling are sourced from photon absorption, as

well as photolytic and photochemical reactions. The native broadband radiation model of CAM4

is employed and not the newly introduced IR absorption coefficients [191]. Such treatment is ap­

propriate at temperatures 150 < T < 340 K, which is the primary regime of interest in this study.

4.6.2 PlanetaryMagnetic Field Assumptions

To test the influence of a gravitational field on the global incident charged particle distribution, we

parameterize the presence of planetary­scale magnetic fields as follows:

a)Magnetized Scenario: Protons are injected at polar latitudes (> 60o) across all longitudes, as

incident particles are guided by the magnetic field lines to higher latitudes. This means that both

the day and nightside receive comparable proton fluences due to the deflection geometry.
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b) Weakly or Anomalously Magnetized Scenario: Protons are injected a three different areas,

with the assumption that the magnetic field’s direction fluctuates wildly and originates from several

poles. i) between 30o and 60o latitude, 120o and 240o longitude, ii) between ­30o and ­60o latitude,

120o and 240o longitude, and iii) between 30o and ­30o latitude, 300o and 60o longitude.

c) Unmagnetized Scenario: Protons are directly injected on the substellar hemisphere between

90o and 270o longitude. No magnetic field deflection occurs in this scenario.

In all the above cases, the vertical distribution of ion pair production rate (i.e., the proton spec­

trum) is based on Earth observations by Michelson Interferometer for Passive Atmospheric Sound­

ing (MIPAS) instrument and the Geostationary Operational Environmental Satellite (GOES)­11

during the October 31st 2003 geomagnetic storm [154, 216]. Calculation of self­consistent particle

energy spectra (e.g., [114, 324]) and FUV emissions relationships will be conducted in future work.

4.6.3 Stellar Spectra

Effects of stellar activity across three spectral types are investigated: G, K, and M. For G­star

simulations we use an observed and reconstructed solar irradiance spectrum [202]. The input

spectrum version is fixed in the year 1850 and no observed irradiance cycle is included. For

K­ and M­stars, two spectral types that bracket the endmember range of low mass stars were

used: i) TRAPPIST­1 (M8V; Teff = 2511 K) data from the Mega­MUSCLES survey (Wilson et

al. in review) and ii) HD 85512 (K6V; Teff = 4715 K) stellar SED from the MUSCLES survey

(https://archive.stsci.edu/prepds/muscles/; version 2.2; [96, 219, 370]). Both spectra are binned at

1 Angstrom resolution with negative­flux bins removed via iterative­averaging as statistical noise

in the low­signal regions and the subtracted background level can result in negative fluxes. Pres­

ence of statistical noise in the signal and subtracted background levels necessitates this approach
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[96]. Both stellar spectra are constant in time with exception of the FUV and NUV spectra (110­320

nm), which varies with the occurrence of flares (see below). We investigate wavelengths greater

than 110 nm, which captures the Ly − α lines and FUV/NUV ranges that affect photochemistry

(with peak ionization in the upper stratosphere at 0.1 to 0.01 hPa). Shorter wavelengths are not in­

cluded for the sake of computational simplicity. But as soft X­ray and EUVwavelengths have peak

ionization rates in the thermosphere and the ionosphere, they are unlikely to substantially perturb

our conclusions in the stratosphere and mesosphere. One photosphere­only PHOENIX model is

used. It assumes stellar metallicities of [Fe/H] = 0.0, alpha­ enhancements of [α/M] = 0.0, surface

gravity values log g = 4.5. This serves as a benchmark case for a lower­limit flux estimate in the

UV regime [152]. In addition, we have benchmarked our M­star planet results against using the

high energy TRAPPIST­1 spectrum reconstructed by Peacock et al. [263] and Turbet et al. [337].

While the described stellar SEDs provide steady state spectra of our fiducial stars, assessment

of transient stellar emissions requires time­evolving spectra. To compute time­dependent flares, we

utilize: i) an open source M­dwarf flare Python module based on a large­scale campaign to charac­

terize stellar FUV evolution [220], and ii) observed stellar flares identified by a convolutional neural

network from TESS data [93]. Proton fluence calculations are derived from these flares [371]. To

isolate the roles of changes in rotation period and magnetic field strength assumptions, all CCM

experiments described are subjected to the same stellar flare timeseries inputs (e.g., Figure 4.2.1).

Realistically however, the amplitude and frequency of stellar flares correlates with the effective

temperature of the host star [41] and the orbital semi­major axis of the planet [114, 304]. While

we assume all flares are “direct­hits” upon the attendant planet, future work should employ proba­

bilistic CME impact models to better improve realism of input flare energy and impact frequency

[172].

A stochastic flare model based on the Measurements of the Ultraviolet Spectral Characteristics

of Low­mass Exoplanetary Systems (MUSCLES) Treasury Survey V [220] is used to generate UV



108

lightcurves. The MUSCLES Survey (HST observing program 13650) characterized the radiation

environment of low­mass stars including the X­ray, XUV, and FUV, and NUV fluxes [96]. The flare

model is based on observed data from two stellar populations [220]: theMUSCLEM­dwarf sample

and four active stars Proxima Centauri, AD Leo, EV Lac, and AU Mic. Each flare lightcurve is

represented by a box car function followed by an exponential decay, simplified from the complex

observed behaviors (e.g., multiple, sustained peaks) of flares. Thismodel is used to generate a series

of flares with equivalent durations δE drawn from a power­law distribution (typical of observed

flares; [131]), where δE is defined by:

δE =
∫

Ff − Fq
Fq

dt (4.1)

where Ff is the flare flux, Fq is the quiescent flux, and dt is the flare duration.

To get the flare electromagnetic spectra, quiescent UV spectra of each stellar SED aremultiplied

by the active­to­quiescent flux ratio given by the model (though we note that SPEs are found to be

responsible for∼99% of the flare effects; [304, 332]). All flares assume blackbody temperatures of

9000 K, consistent with estimated color temperatures of M­dwarf flares between 7700 and 14000

K [193], though M dwarf flares at much hotter temperatures have been observed [98, 221].

The flare occurrence rate ν is given by [220]:

ν = μ
(

δE
δref

)−α

(4.2)

where μ is the rate constant, δref is the reference equivalent duration value (δref = 1000 s), and α

is the power­law index. Three different values of α, 0.82, 0.7, and 0.54 are tested. All synthetic

flares are assumed to have equivalent durations between 106 and 109 seconds. Flares with equivalent



109

durations of 104 secs are close to the largest observed flare [220], so our flares are based on power­

law extrapolations. Flares below total energy of 1030 ergs and equivalent durations of 106 secs are

omitted. The choice of equivalent duration range (i.e., between 106 and 109) also reflects typical

equivalent durations of flares observed in the U and Kepler bands [131, 139].

Apart from utilizing the aforementioned stochastic flares, we use flares observed by the Transit­

ing Exoplanet Survey Satellite (TESS), which is a five­year photometric survey covering ∼80% of

the observable sky [278]. Due to the time resolution necessary for observing stellar flares, we chose

to search ∼100 pre­selected light curves based on their effective temperatures (i.e., between 3000

and 4000 K). The 2­minute light curves are hosted on the Mikulski Archive for Space Telescopes

(MAST) and were downloaded using the lightkurve package (https://docs.lightkurve.org/). The

two objects shown are TIC 671393 and TIC 1636399 where TIC denotes the TESS Input Catalog

IDs. TIC 671393 has stellar mass of 0.54 M⊙, stellar radius 0.548 R⊙, and effective temperature

3096 K. TIC 1636399 has stellar mass of 0.53M⊙ stellar radius 0.537R⊙, and effective temperature

3266 K. We identified a total of 61 flares for TIC 671393 over the 25 days of observation time and

21 flares for TIC 1636399 over 24 days.

To ensure completeness in flare energies, we follow the methods of previous work [93] for

flare identification. They trained a convolutional neural network (CNN) on a previously created

flare catalog [122] and use the CNN as a sliding­box detector, where the “probability” of a data

point is part of a flare increases to 1 when a flare is within the sliding­box. As such, we “predict”

where flares occur using these models. Flare amplitudes and equivalent durations were calculated

by fitting a Gaussian rise and exponential decay profile on a local region of the light curve around

the flare. Use of CCN is advantageous as it can identify both large (δ > 106 s) and small flares

(δ < 104 s). While the former is the focus of this study, small flares have important cumulative

effects over longer timescales. All code used is part of the open­source stella Python package

[92].
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Previous multi­wavelength observations of stellar activity suggest that optical events can serve

as proxies for the initial heating of the chromosphere, as optical flares are found to precede the

X­ray, EUV, and UV flares of the impulsive phase [120, 320]. Thus while the TESS data do not

provide UV spectra, we assume that the UV flare frequencies over the course of > 20 days are

qualitatively similar to those in the observed IR and optical. Simulations that use the TESS data as

inputs assume TRAPPIST­1 steady stellar SED from the Mega­MUSCLES survey (Wilson et al.

in review).

Incident charged particles of stellar origin are associated with large flares and CME­like events

[14, 109, 313]. While direct observations of energetic particle emissions during CMEs are not

available (i.e., only signatures of CMEs are observable; [97]), we follow previous studies by using

solar scalings based on near­Earth satellite data. We assume that all of the particles are protons.

We compute the expected peak proton fluences from the SiIV energy of stellar flares [371]:

log F>10 MeV = 1.20 logFSiIV + 3.27 (4.3)

where F>10 MeV is the proton fluence. The derived fluences all follow the M­dwarf flare model

generated lightcurve shapes/durations. Since there is a linear relationship between the proton flux

and production rate of ion pairs [154], we scaled the input ionization rates comparing our estimated

proton fluence with that of 2003 Halloween SPE (an order of magnitude lower than the Carrington

event in 1710; [154, 216]). The ion pair production rates, provided in the Solar Influence for

SPARC (SOLARIS) website (https://solarisheppa.geomar.de/solarprotonfluxes; newly updated in

March 2019) and derived from proton flux measurements by GOES 11 instrument, are then applied

as daily averages during each flare peak. Daily cadences are appropriate in this pilot study as the

cascading NOx and HOx reactions are much faster [88] than the flare and model timesteps, but

future work should employ higher temporal resolutions to better resolve stellar activity on hourly
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timescales (e.g., [266]).

Other methods to calculate ionization rates due to stellar flares or galactic­sourced cosmic rays

e.g., the air­shower approach [114], have shown to compare well with the approach taken here

and those in prior studies [304]. Note that the majority of stellar and exoplanetary studies uses

the same peak size distribution functions from solar events [27, 60]. However, large discrepancies

exist between published peak size distributions due to the different underlying physical mechanisms

driving these events [138]. Thus the conclusions established from photochemical models, evenwith

the same flare inputs, would likely be contingent upon the specific function used.

4.6.4 Stellar UV and Proton Event Initiated Atmospheric Chemistry

WACCM includes a range of chemical reactions necessary to fully account for the effects of stellar

activity. Interaction of UV photons with trace gases typically lead to dissociation via photolysis

[157]:

H2O+ hν(175 < λ < 200nm) → H+OH (4.4)

O3 + hν(λ < 320nm) → O2 +O(1D) (4.5)

Some important daytime(side) photochemical reactions are [16]:

O(1D) +H2O → 2OH (4.6)
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HO2 +NO → H+NO2 (4.7)

NO2 + hν(λ < 420nm) → NO+O(3P) (4.8)

Particle precipitation due to SPEs also influence atmospheric chemistry. SPEs produce charged

particles (protons and secondary electrons) that causes excitation and subsequent dissociation of

ambient gaseous constituents. Ground state and excited state nitrogen are produced via [155, 269]:

N2 + e− → 2N(4S) + e− (4.9)

or

N2 + e− → 2N(2D) + e− (4.10)

where e− represents secondary electrons produced by incident protons. We assume that 1.25 N

atoms are produced per ion pair (specifically 0.55 N(4S) ground state atoms and 0.7 N(2D) excited

state atoms; [269]).

Excited and ground state nitrogen can subsequently produce NO via:

N(2D) +O2 → NO+O(3P) (4.11)
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N(2S) +O2 → NO+O(3P) (4.12)

or remove NO via:

N(2S) +NO → N2 +O(3P) (4.13)

Two HOx species are produced per ion pair. Parameterization of prognostic ionic water cluster

reaction networks is done via:

H2O+ Ion+ → H+OH+ Ion+ (4.14)

Increase HOx species lead to catalytic ozone destruction in the stratosphere via [313, 317]:

OH+O3 → HO2 +O2 (4.15)

HO2 +O → OH+O2 (4.16)

and the mesosphere via:

H+O3 → OH+O2 (4.17)
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OH+O → H+O2 (4.18)

While OH and H are act on on short timescales (∼ hours), the prolonged lifetimes of NOx species

can deplete stratospheric ozone via:

NO+O3 → NO2 +O2 (4.19)

NO2 +O → NO+O2 (4.20)

Apart from contributing to ozone loss, enhanced NO and OH during large stellar flares can

also modulate the abundance of other important biosignatures and habitability indicators (see e.g.,

[137, 294]). Example reactions are:

N+NO2 → N2O+O (4.21)

NO2 +OH+M → HNO3 +M (4.22)

CH4 +OH → CH3 +H2O (4.23)

where NO2 can be photochemically derived from the cascading N2 dissociation initiated by SPEs,

where OH can come from water vapor photolysis, ion chemistry, and reaction between H2O +
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O(1D). N2O can also be produced from the reaction between NO and NH.

4.6.5 Atmospheric SpectroscopyModel

To translate WACCM output into observable predictions, we use the Simulated Exoplanet Atmo­

sphere Spectra (SEAS) model (Zhan et al. in press) to compute atmospheric spectra. SEAS is

a radiative transfer code that calculates the attenuation of photons by molecular absorption and

Rayleigh/Mie scattering as the photons travel through a hypothetical exoplanet atmosphere. The

simulation approach is similar to previous work [175, 244]. The molecular absorption cross­section

for O2, H2O, CO2, CH4, O3, and H are calculated using the HITRAN2016 molecular line­list

database [110]. The SEAS transmission spectra are validated through comparison of its simulated

Earth transmission spectrum with that of real Earth counterparts measured by the Atmospheric

Chemistry Experiment (ACE) data set [32]. For more details on SEAS, please see Section 3.4 in

Zhan et al., (in press).

Mixing ratio contrasts of various gases between the day and nightside are defined as [54]:

Cdiff =
Cday − Cnight

Cglobe
(4.24)

where Cday is the dayside hemispheric mixing ratio mean, Cnight the nightside mean, and Cglobe the

global mean. We compute Cdiff by vertically­averaging the mixing ratios between 1 and 1 × 10−4

hPa.
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The column number density of species i is defined as:

Ni =

∫
nidz (4.25)

where ni is the volume number density of species i and z is the vertical coordinate. Here, we

compute the total ozone column by summing up the volume number density in all 66 levels. The

number density of ozone in each level is calculated via:

nO3 = CO3
NAPi

RTi
(4.26)

where CO3 is the mixing ratio of ozone, NA is the Avogadro’s number, R is the gas constant (8.31 J

mol−1 K−1), and Pi and Ti are the atmospheric pressure and temperature at level i. The total ozone

column is typically expressed in Dobson Units (DU). 1 DU = 2.686× 1020 m−2 or 2.686× 1016 cm−2.
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Figure 4.5.7: Zonal mean of zonal wind, O3 mixing ratios, and meridional circulation stream
functions for hypothetical O2-rich planets around a G-star, K-star, and M-star as denoted. Re-
sults demonstrate the convolved effects of dynamics and atmospheric chemistry.
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Figure 4.5.8: NO concentration averaged over the poles ( latitude> 65o) as a function of
time and pressure for hypothetical O2-rich planets. The rotation periods of these simulations
are 24 hours, 92 Earth days, and 4.32 Earth days around a G-dwarf (a), K-dwarf (b), and M-
dwarf (c) star. Note the log10-scale.
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Chapter 5

Modulation of Water-Loss Timescales by Plane-

tary Oxygenation Levels

5.1 Abstract

Themoist greenhouse “water­loss limit” delineates the pessimistic inner edge of the habitable zone,

and depends on the abundance of water vapor in the stratosphere. Previous numerical modeling

work has shown that the incident stellar flux needed to reach this limit depends on the surface

water distribution, global volatile inventory, atmospheric mean molecular weight, and model di­

mensionality. Here, we show that these limits are also strongly modulated – by up to 20% – by the

oxygenation state of the planet. Using a 3D chemistry climate model, we conducted simulations

of rapidly­rotating dry planets and slowly­rotating wet planets at the IHZ edge. We find a positive

correlation between the specified O2 and resultant H2O mixing ratios, as the CH4­OH reaction be­

comes a strong source of stratospheric water vapor in strongly­oxygenated dry atmospheres. On

wet and slowly­rotating planets however, we find that the stratospheric water vapor and thermo­
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spheric hydrogen mixing ratios change non­monotonically with each increase in oxygenation level.

The reduction in O2 and O absorption of UV fluxes leads to rapid water vapor photodissociation.

For these moist greenhouse climates the most oxygen­depleted simulation has the highest rate of

atomic hydrogen production and escape, a result that has strong implications for long­term liquid

water surface stability.

5.2 Introduction

Near­term and future observatories are poised to characterize terrestrial exoplanetary atmospheres,

whichmay offer clues to their chemistry, geology, and habitability. Within a fewmonths from today,

the JamesWebb Space Telescope (JWST) will launch with a goal of searching for transiting planets

around cool stars. Many systems with planets at the inner edge of the habitable zone will be some

of the first targets for these future instruments. It is estimated that, during the 10­year cyrogenic

lifetime of JWST, it will have an opportunity to observe a total of 63 transits of the TRAPPIST­1e

[223]. In addition, in the next 1­2 decades, flagship direct imaging missions, largely offsprings

of the Terrestrial Planet Finder (TPF­C), will be primed to search for biosignatures on potentially

habitable worlds in a wide range of orbital configurations (e.g., Gaudi et al. 102).

Conventional theory states that the moist greenhouse water­loss limit should be used as the

pessimistic inner edge of the habitable zone (IHZ; Kasting 163). Interior to the IHZ, runaway or

incipient runaway greenhouse states preclude habitability and planetary surface in this regime are

destined to lose the majority of their water inventory. Although climatically stable, moist green­

house phases could prompt rapid losses (∼Gyrs) through diffusion­limited escape [167, 353]. This

limit is, in essence, determined by the rate of water vapor escape, which is in turn dependent on the

rate of water vapor updraft to altitudes where it can be efficiently photodissociated. Because water
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vapor concentration at these levels depends on the specific stellar spectral energy distribution, IR

heating, and vertical transport, modeling tools such as three dimensional (3D) general circulation

models (GCM) can predict H2O mixing ratios and their feedbacks with surface climate [55, 99].

Previous climate modeling efforts to calculate the inner edge of the habitable zone provided

reliable estimates of the span of allowable global water inventory for a planet at a given orbital

distance [163, 353]. However, these calculations focused on lifeless planets that had not experi­

enced significant oxygenation instigated by complex metazoans and photosynthetic life. For these

life forms, the tolerable P and T conditions are likely much more stringent, leading to a narrower

complex life habitable zone (CLHZ; Schwieterman et al. 299. On a planet inhabited by complex

life capable of oxygenating photosynthesis, continual habitability is contingent upon the retention

of key atmospheric gases such as O3 [239]. Furthermore, habitability metrics are often influenced

by stellar activity processes and atmospheric dynamics, many of which are three­dimensional in

nature. Thus, how a planet’s atmospheric and chemical constituents, when subjected to stellar and

dynamical influences, can vary with different planetary parameters warrants further investigation.

A planet’s composition, specifically that of its atmosphere, is crucial in planetary habitabil­

ity but remains largely an unknown factor, particularly for small planets. Prevailing 3D climate

models typically explore paradigm climate archetypes such as Modern Earth, Archean Earth, and

Martian/Venusian CO2­rich atmospheres (e.g., Fauchez et al. 91, in which an equilibrium experi­

ment for each paradigm case is conducted. For instance, targeted planet GCM studies tested the

effects of varying CO2, N2, and surface partial pressures on their long term averaged surface tem­

perature and observational potential [351, 358]. Using GCM outputs along with a well validated

retrieval framework, May et al. [235] showed that different CO2 partial pressures may lead to ice

cloud variability, affecting the observable transmission spectra. Previous exoplanetary GCMs have

not assessed the effects of different O2 partial pressure and concentration, and implicitly, the po­

tential variations in the oxygenation states of young (1­2 Gyr), middle aged (2­4 Gyr), and fully
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developed (>5 Gyr) exoplanet ecospheres.

However, the degree of planetary oxygenation is expected to vary amongst terrestrial exoplan­

ets. The inherent stochasticity in planetary accretion/formation outcomes can determine the initial

redox state of a protoplanet [292]. Subsequent geophysical and biological evolution such as oxy­

genating photosynthesis and geochemical feedbacks can further alter the global oxygen budget over

∼Gyr timescales [224]. Understanding how different O2 Levels can affect the stability of temperate

climates and observational fingerprints is therefore crucial for upcoming observatories.

Molecular oxygen is a persistent feature of an active biosphere and may indicate the emergence

of photosynthetic life (see review by Meadows et al. 239). Our familiarity with O2 behavior and

its significance on biosignature detection substantially increases the likelihood for its successful

retrieval and validation in extrasolar environments. However, the associated global consequences

of different oxygenation states is less clear and has not been studied for planets around different

stellar spectral types. Here, we use a coupled 3D chemistry­climate systemmodel to investigate the

effects of different planetary oxygenation levels on the lifetimes of surface liquid water of terrestrial

exoplanets. Our study also aids in the delineation of the CLHZ [299], which has only appeared in

the literature in the past year and has become increasingly important to investigate.

5.3 Numerical Model & Approach

Using the U.S. National Center for Atmospheric Research (NCAR) Whole Atmosphere Commu­

nity Climate Model (WACCM), we simulate hypothetical exoplanets with a range of oxygenation

andmoisture levels. Our numerical setup employs one ofWACCM’s component set­the F­compset.

Specifically, we use the Community Atmosphere Model v4 (CAM4;Collins et al. 62), the Modules
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for Ozone and Related Chemical Tracers (MOZART) chemical transport model version 3 [179],

but replace the default diagnostic data ocean with a thermodynamic slab ocean with zero prescribed

heat transport. For a more detailed description of the out­of­the­box version of the Earth­system

model, see Neale et al. [252] and Marsh et al. [229]. In our six template climate scenarios, three

different levels of initial oxygen concentration are explored: 10−4, 10−2, and 1× PAL, encompassing

a reasonable span of O2 level estimates for early Earth, i.e., 2.5 Ga (Proterozoic) to 0 Ga (Phanero­

zoic). These oxygen concentrations are specified at the start of each simulation and are then allowed

to freely evolve. Lower oxygen level climates such as during the Archean and Hadean eras contain

too little oxygen for our chemical module computations, as WACCM was originally written for

modern Earth research. Calculations of Proterozoic O2 levels widely disagree [256, 277], as model

derived and geochemical records indicate values ranging from 10−4 to 10−1PAL [261]. Nonetheless,

the estimated O2 range based on Earth history informs the values chosen by our study.

Other gas species included are N2 (78% by volume), O2 (21%), CH4 (0.701 ppmv), N2O (0.273

ppmv), and CO2 (288 ppmv). The amount of H2O at any given time is determined by the saturation

vapor pressure, whereas the amount of O3 is determined by photochemical equilibrium established

via the Chapman cycle and the smog mechanism. CH4 and N2O have fixed lower boundary mixing

ratios, consistent with measurements of modern Earth [179]. We adopted horizontal resolutions of

1.9o × 2.5o, corresponding to 144× 96 number of grid cells. The vertical domain has 66 levels and

extends from 1013.25 hPa to 5.1 × 10­6 hPa (or model top of∼145 km) using hybrid σ coordinates.

We set the orbital parameters of all simulated climates (obliquity, eccentricity, and precession) to

zero, but kept the planet size, continental configuration, and topography the same as modern Earth.

All simulations are integrated for at least 30 Earth years, which is the model time typically needed

to achieve top­of­atmosphere (TOA) radiative balance. Unless otherwise stated, all results shown

are averaged over the last 10 years.

Stellar spectral energy distributions of a G­ andM­dwarf are used to drive the chemistry climate
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of the attendant planets. For the G­dwarf, we use a reconstructed irradiance spectrum from the Sun

[201], fixed in the year 1850 without the inclusion of solar cycles. For the M­dwarf, we used a re­

constructed TRAPPIST­1 spectrum with observed UV wavelengths [350]. The spectrum is binned

at 1 Angstrom resolution with negative flux bins removed via iterative averaging as statistical noise

in the low­signal regions and the subtracted background level can result in negative fluxes.

We study G­dwarf and M­dwarf planet archetypes orbiting in the inner edge of the habitable

zones of their respective star. The G­dwarf planet assumes 24­hr rotation period and receives a

stellar flux of 1365 W m−2. The M­dwarf planet is synchronously rotating, i.e., trapped in 1:1

spin­orbit resonance. Planets at the IHZ of M dwarfs orbit at higher rotation periods and allow

moist greenhouse atmospheres to remain climatically stable (see also Kopparapu et al. 191. Moist

greenhouse climates are characterized by a decrease of tropospheric lapse rate and the weakened

efficiency of the cold trap, stemming from the dramatic expansion of the substellar moist con­

vection zones. The naming convention in this study is as follows: Moist greenhouse atmosphere

simulations driven by high stellar flux is hereafter denoted as the ’moist climates’, and are defined

when the stratospheric specific humidity is greater than∼10−3. Temperate atmosphere simulations

with Earth­similar stellar flux have much lower humidities (typically < 10−4), and are denoted as

the ’dry climates’)

Our moist climates are not prescribed but emerge self consistently from the increase in dayside

stellar insolation. To produce moist greenhouse atmospheres, we dial up the instellation until the

global mean water vapor mixing ratio has reached at least 10−3, but prior to the onset of the in­

cipient runaway greenhouse [355]. For our simulated climates around M­dwarfs, this stellar flux

corresponds to 1.9 times Earth’s present insolation or 2585Wm−2. For a more detailed description

of the numerical model and experimental setup of the tidally­locked planet, refer to Chen et al. [55]

and [56].
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5.4 Results

Our CCM results, represented by the horizontally averaged, global mean vertical profiles of molec­

ular oxygen, ozone, and water vapor mixing ratios (Figure 5.2.1), show that these atmospheric

constituents are strongly modified by the stellar and climate forcing inputs. First, we find that

steady­state vertical O2 profiles are aligned with their initial starting conditions, with the exception

of the scenarios with lowest amounts (10−4 PAL). However, the O2 mixing ratios in the moist cli­

mates are higher than dry climates due to the weaker UV flux (100 < λ < 280 nm) of M­dwarfs

and hence lower O2 destruction. Vertical profiles of water vapor mixing ratios primarily depend on

surface temperature and relative humidity profile. In the dry and temperate climates, H2O mixing

ratios are on the order of ∼10−5 − 10−6. In the moist greenhouse atmosphere, tropospheric H2O

mixing ratios reach between∼10−3 and∼10− 2 (panel b; Figure 5.2.1). Strong and persistent deep

convection on the dayside hemisphere maintains this high moisture level by continuously lofting

water vapor into the upper atmosphere (see also Kopparapu et al. 191 and Chen et al. 55).

Ozone, an important trace absorber of UV radiation and greenhouse gas, is produced by pho­

tochemical dissociation of molecular oxygen. At low O2 concentrations , namely at 10−4 and 10−2

PAL, our results show that stratospheric O3 (at around 1 hPa) has a strong non­linear dependence

on O2 in both dry and moist climates. For instance, as the O2 levels rise above 10−2 PAL, the cor­

responding increase in O3 halts. At pressures below the stratosphere (> 1 hPa), O3 production is

limited by OH from reaction between H2O and O(1D) and H2O photodissocation. This result is

consistent with previous terrestrial photochemical studies (e.g., Segura et al. 302), where they have

found a typical O2 threshold to establish a robust O3 layer to be 0.1 bar. As shown by Checlair et

al. submitted, this behavior could turn out to be beneficial for observations as O3 builds up above

the temperature minimum cloud deck for water and ice clouds. The moist climates (Figure 5.2.1)

however, have a reduced rate of tropospheric O3 increases as a function of O2 mixing ratios.
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In the mesosphere and lower thermosphere (MLT) region(< 10­1 hPa), O3 remains low for

lower amounts of O2 for the dry climates, but then rapidly increases when the O2 level reaches that

of the present day (Figure 5.2.1a). For the moist climates, ozone mixing ratios remain low (∼10−11)

at all O2 initiation levels (Figure 5.2.1b) in part due to enhanced catalytic reactions with upper

atmospheric HOx and NOx. In particular, MLT ozone mixing ratios for 10−4 and 10−2 O2 levels

in the moist climates are comparable as the presence of odd hydrogen radicals increases due to

elevated H2O photodissociation. In the lower mesosphere/upper stratosphere (between 1 and 10−2

hPa), only the strongly oxygenated simulation has a sufficient O2 reservoir to offset the presence

of strong moisture and HOx induced removal.

The ocean loss timescale and surface UV flux are often used as important metrics to gauge

a planet’s habitability potential (see review by Méndez et al. 240). In the preceding description

of our sensitivity experiments, we have shown that arbitrary and emergent differences in planetary

compositions and thermal structures directly influence and/or feedback onto themodel atmospheres

at various depths. How might different oxygenation levels affect H2O retention and ground­level

UV dosages? In the following section, we turn to evaluating the long term habitability of our

simulated climates using these metrics.

5.4.1 The Dependence of Ocean Lifetime and Global Ozone Column on Oxygen

Level

The presence of a hydrosphere is one of the most important requirements for Earth­like life. We cal­

culate water loss rates by adopting a version of the Jeans’ diffusion­limited escape. This approach

to approximate atmospheric escape, without the need to rely on detailed hydrodynamics (e.g., Tian

et al. 331), is typically used to interpret climate model results (e.g., Kasting et al. 167, Wolf and

Toon 353). Because we have simulated scenarios with lower amounts of O2 compared to present



128

Earth, another question is whether sufficient ozone could be photochemically produced in these

hypothetical climates. To answer this, we calculate the global ozone abundance using the total

column density formula and compare them with present and ancient Earth.

Our estimates show that the planetary oxygen level can influence the water­loss timescale,

namely the time required to remove the entirety of the planet’s water reservoir, by modulating the

amount of water vapor in the stratosphere. For dry climates, the water loss timescales decrease

with decreasing amounts of O2 (grey curve; Figure 5.3.1), reflecting the increasing amounts of

water vapor photoylsis followed by hydrogen escape. For moist cases, conversely, the water loss

timescale increases with decreasing O2 amount (blue curves; Figure 5.3.1). The results suggest

that younger and less oxygenated worlds orbiting Sun­like stars are likely farther from the IHZ

boundary and thus more resilient to volatile losses.

In all our simulations, the final O3 columns are directly proportional to the initialized amount

of O2. This is expected as the ozone production depends on concentration of atmospheric O2 and

photons in the UV bands between 170 to 240 nm. However, the change magnitude is different

depending on the amount of atmospheric moisture. For dry cases, the global ozone number density

decreases only slightly with incremental lowering of O2 amount (grey curve; Figure 5.4.1). For

moist cases, it decreases more drastically with lower O2. This is due to the increase abundance of

odd nitrogen and hydrogen radicals coupled with the elevated consumption rates of atomic oxygen

through CO oxidation, thereby limiting O2 recombination.

Previous work has shown that it is important to quantify whether the surface UV environments

are tolerable for potential habitats (e.g., Kozakis et al. 194, Rugheimer et al. 285), especially for

planets with lower O2 fluxes and wet atmospheres in our experiments. In a follow­up work, we

will calculate the UVB (λ280 − 315 nm) and UVC (λ200 − 280 nm) fluxes at the surface to gauge

the efficiency of photochemically produced ozone layer in filtering UV radiation.
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5.5 Discussion &Conclusions

In this Letter, we focused on the biosignature molecular oxygen (O2), bio­1indicator ozone (O3),

and habitability indicator water vapor (H2O). Changes in these species are assessed in context of

different degrees of oxygenation and incident flux, drawing from stages throughout Earth history

and self­consistent stellar flux orbital period relationships. Oxygen is a long recognized biosigna­

ture (e.g., Meadows et al. 239, Owen et al. 259, Sagan et al. 287, Schwieterman et al. 298).

One caveat relevant for our results is that detection of molecular oxygen on HZ exoplanets

may not be robust signatures of biological activity. This is because of elevated abiotic oxygenation

caused by the extremely luminous pre main sequence (PMS) phase of cool stars [222, 330]. For

CO2­rich atmospheres in particular, collision recombination can formO2 from atomic oxygen as re­

sults of CO2 photolysis [127]. In contrast, as the PMS of G­dwarfs and Sun­like stars emit much less

high energy photons, our simulated dry climates around G­dwarfs will less likely experience large­

scale desiccation, and hence reduce the likelihood for a potential false positive detection of O2. IHZ

dry climates around Sun­like stars are also advantageous in this regard as G­stars have lower FUV

fluxes, higher MUV/NUV fluxes, and thus lower FUV/NUV ratios compared to M­stars, which

suppresses excessive abiotic O2 buildup on their IHZ planets [101, 127]. In the context of observa­

tions, this means that Sun­like stellar systems are favorable targets for biosignature and habitability

indicator searches. Coincidentally, these are some of the prime targets for future direct imaging

missions such as HabEx and LUVIOR, in part due to the larger inner working angles (IWAs) of

these systems. Our study establishes a relationship between oxygen species and H2O abundances,

specifically between rate of water vapor loss and resultant global O3 amount. Understanding this

relationship is crucial for nitrogen dominated atmospheres as the total water inventory on a planet

can help interpret future O3 and O2 observations. In particular, it has been argued that the pres­

ence of water (usually in the form of condensate clouds, atmospheric gas, and/or ocean basins) can
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help confirm or rule out O2 false positive scenarios associated with water­loss or photochemistry

in water­poor atmospheres. However, H2O alone only indicates the potential presence of an ocean,

so caution will be needed when interpreting its signal. Additionally, the potential to detect H2O on

terrestrial exoplanets with near­term instruments such as JWST has been debated. Chen et al. [54]

computed the spectral for planets orbiting M­dwarfs with a wide range of effective temperatures

using 3D model inputs and predicted that up to 70 transits will be needed to identify water vapor

features (∼5.6μm). If the hypothetical planet is situated only 5 pc away from Earth, then only 4­10

transits are needed. Other studies [188, 323] that used prognostic GCM cloud inputs found that it

will be challenging to detect H2O due to the effects of water and ice clouds flattening the spectral

lines.

Our results also have implications for observing near­term targets such as the TRAPPIST­1

system, specifically regarding the detectability of its water and oxygen species. Bolmont et al. [35]

predicted that planets in the system can possess a large water inventory even for high FUV to NUV

stellar flux ratios and rapid H2O photodissociation rates. This conclusion is consistent with the

results of Grimm et al. [118] where they found a present volatile rich composition. While planets e,

f, and g all lie in theHZ, TRAPPIST­1e could potentially be situated in themoist greenhouse regime,

depending on the amount of greenhouse gases present [336, 351]. The other two planets (f and g)

likely have dry climates as they require a higher partial pressure of greenhouse gas (e.g., CO2 and

H2O) to sustain surface liquid water [336]. Owing to the high FUV/NUV of TRAPPIST­1, abiotic

accumulation of oxygen and ozone is highly likely for TRAPPIST­1e (assuming a CO2­H2O­rich

composition), particularly if the planet has a saturated atmosphere. Therefore our results suggest

that if TRAPPIST­1e is in a moist greenhouse state, then detection of O2 or O3 cannot be used as

definite bioindicators (e.g., [127]. Because of the weak UVB and UVA (λ > 215 nm) emission

of M­dwarfs compared to G­dwarfs, biosignature gases such as methane and nitrous oxide have

enhanced lifetimes in moist and/or steam atmospheres, i.e., IHZ climate simulation around the M­
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dwarf star [303, 358]. Moving forward, accounting for these changes in atmospheric biomarker

abundance as a function of stellar spectral type and activity level will be important when modeling

planetary atmospheres with varying oxygenation levels.

Moist NIR­driven greenhouses and water dominated worlds orbiting cool and/or old stars will

be the first few exoplanetary atmospheres accessible with JWST. Understanding moist greenhouse

and steam dominated runaway greenhouse by modeling and observational means could provide

unparalleled windows into the nature extrasolar worlds such as TOI­1266c [128]. In the future, the

observations of these atmospheric archetypes with vary ing oxygenation levels will aid in larger

planet sample size analyses, particularly in the context of biosignature false positives and their

galactic wide distribution (e.g., Checlair et al. 51).

Using coupled 3D models of terrestrial chemistry climate, we show that the degree of planetary

oxygenation can influence stratospheric moisture and the global mean ozone column density. For

dry stratospheres (e.g., IHZ planets around G­dwarfs), continuous planetary oxygenation leads to

more rapid water­loss on geologic timescales due to enhanced methane oxidation. For wet strato­

spheres (e.g., IHZ planets around early mid M­dwarfs), the prevalence of HOx and NOx chemistry

lead to highly non­linear effects on water vapor and ozone column abundances. With atmospheric

constituents such as O3 and H2O being potentially ideal targets for future observatories closely

studying extrasolar environments, our study highlights the need for modeling of photochemical

reactions, climate feedbacks, and accurate stellar UV spectral characterizations.
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Figure 5.2.1: Vertical profiles of molecular oxygen, ozone, and water vapor for dry climates
(planets orbiting G-dwarf’s inner edge of the habitable zone; a) and wet climates (planets or-
biting M-dwarf’s inner edge of the habitable zone; b). Feedback cycles between H2, O2, O3 pro-
mote non-linear effects, indicating the importance of coupled dynamics to atmospheric chem-
istry when modeling highly saturated atmospheres.
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Figure 5.3.1: Water-loss timescale, calculated from the stratospheric (1.0 mbar) water vapor
mixing ratios, as a function of global oxygen mixing ratio and climate state. Blue shading de-
notes the classical Kasting moist greenhouse regime. With the same stellar activity level, the
resultant orders of magnitude changes in the water-loss timescales are produced by variations in
oxygenation level and amount of air moisture.
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Figure 5.4.1: Global-mean ozone column as a function of global oxygen mixing ratio and
climate state. Our results show that the global abundance of ozone not only depends on UV
spectra, photosynthetic processes, biogeochemical feedbacks, but also the specific global atmo-
spheric state (e.g., desert versus water worlds, and dry versus wet climates).
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Chapter 6

Impact Induced Atmosphere-Mantle Exchange

Controls the Volatile Elemental Ratios on Primi-

tive Earth-like Planets

6.1 Abstract

Chondritic materials are thought to have delivered crucial atmospheric and hydrospheric elements

such as carbon (C), nitrogen (N), and hydrogen (H) onto primitive Earth. However, recent mea­

surements highlight the significant elemental ratio discrepancies between terrestrial parent bodies

and the supposed planet building blocks. Here we present a volatile evolution model during the

assembly of Earth and Earth­like planets. Our model includes impact losses, atmosphere­mantle

exchange, and time dependent effects of accretion and outgassing calculated from dynamical mod­

eling outcomes. Exploring a wide range of planetesimal properties (i.e., size and composition) as

well as impact history informed by N­body accretion simulations, we find that while the degree
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of CNH fractionation has inherent stochasticity, the evolution of C/N and C/H ratios can be traced

back to certain properties of the protoplanet and projectiles. Interestingly, the majority of our Earth­

like planets acquire superchondritic final C/N ratios, implying that the volatile elemental ratios on

terrestrial planets are driven by the complex interplay between delivery, atmospheric ablation, and

mantle degassing.

6.2 Introduction

The timing and sources for the acquisition of Earth’s major volatiles from pre­Solar nebular gases

laid the foundation for the planet’s geology, atmosphere, and habitability [169, 230]. While Earth

itself was accreted by materials from a mixture of chondritic sources and planetary precursors

[83, 231, 247], Earth’s abundance and composition are incompatible with the originally volatile­

rich disk materials from which it was built [124], suggesting that these materials have undergone

significant thermal alteration, transfer, and/or differentiation prior to or during accretion. One or a

combination of these processes are needed to explain the depletion of Earth’s noble gas abundances

(by a factor of 40 relative to CI carbonaceous chondrites), and the depletion C and N (by a factor

of ∼1000; Lodders 215). Hence how Earth has acquired and retained key moderately volatiles (C,

N, H) and extremely volatile (noble gas) ingredients during planet formation is a complex prob­

lem involving interactions between the impactors and the parent body, as well as between the their

principal reservoirs (i.e, mantle, crust, and fluid envelopes).

The formation of Earth and the terrestrial planets of our Solar Sytem involves the collection of

∼1012 meter­ and kilometer­sized building blocks on the order of ∼40− 100Myr [47, 159]. Strong

radial mixing during late­stage accretion is predicted when the local density of planetesimals and

embryos becomes comparable [46, 253, 276]. During these intense mixing episodes, proto­planets
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accreted scattered embryos and planetesimals and the feeding zones can reach up to several AUs

[275]. The accretion of these planetesimals led to the development of embryos that are comparable

to their isolation masses [132, 153]. Embryo merging events via giant giants eventually formed

Earth and Venus and potentially contributed to the volatile inventories of both planets. However,

isotopic constraints show that that Earth’s water matches carbonaceous chondrites, which originate

from the outer asteroid belt and further out [247]. In order for Earth to have achieved its present

volatile (i.e., water) abundances, planetary embryos must thought to have experienced intense bom­

bardment by carbon and water­rich CI chondrite­like bodies from the outer asteroid region early

in their evolution stages. As such, the final composition of the inner planets is heavily depen­

dant on the prescribed initial composition distribution (as well as the configuration of Jupiter and

Saturn) [46, 253, 276, 346]. Furthermore, if scattering by the inward and outward migration of

Jupiter is efficient (e.g., the Grand Tack Paradigm), then a number of volatile­rich asteroids from

the trans­Saturn region could have collided with the inner terrestrial planets [254]. Thus to under­

stand the consequence of both both impact loss and delivery as well as volatile transfer across sub

components of the BSE and the core, a time­marching model that includes stochastic accretion and

feedback effects between reservoirs is needed.

The accretion of atmophile elements (i.e., gas­phase species typically found in the atmosphere)

is not a simple summation of individual building block materials. Escape and exchange mech­

anisms between and within the interacting/colliding bodies can be non­trivial and understanding

them requires experimental constraints and theoretical models of accretion and differentiation pro­

cesses. For instance, high energy photon driven hydrodynamic escape is thought to have removed

light atmospheric species such as H and He in the ancient Venusian atmosphere (e.g., Erkaev et al.

90, Kasting and Pollack 164), resulting in the observed isotopic fractionation [78, 119]. Impacts

can also drive atmospheric loss to space; all major planetary bodies in the Solar System have suf­

fered intense bombardments during and after accretion [3, 7, 291, 296]. Core forming metals could
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also have removed a substantial fraction of carbon from the bulk silicate Earth (BSE) [356]

Astrophysical models of solar system and extrasolar planets typically treat the planet with a

single volatile reservoir (gaseous super­Earths; Chen and Rogers 53, Valencia et al. 338). True

planets are clearly more complicated than this simplistic, vanilla structure. On terrestrial planets,

extremely volatile (e,.g., true atmophiles such as noble gases) and moderately volatiles (C, N, H,

S) can reside in multiple reservoirs–the atmosphere (or the hydrosphere), the mantle, and even

the core, as many of them are strong lithophiles and siderophiles. Surface interactions with the

primordial liquid mantle (e.g., degassing and ingassing) have also shown to be important to the

thermal evolution and retention of terrestrial atmospheres [15, 116]. As terrestrial planets formed

as molten or partially molten states [318] the vertical distribution of volatiles between the shallow

mantle and atmosphere hold clues to the initial phases of planetary growth [89, 372]. Further, the

development of thick steam atmospheres, expected during large impacts, could lead to enhanced

ingassing of volatiles into the deep interior of nascent Earth and/or the formation of global­scale

primordial oceans [233, 372].

Understanding the volatile abundance and composition on proto­worlds will require under­

standing not only the properties of the impactors but also the effect of each impact on the planet

embryo’s mantle and atmosphere. Due to the chaotic nature of planetary interactions however, the

cumulative volatile delivery to a planet varies with the initial configuration and mass distribution

of the system. To account for planetesimal accretion, the usual approach is to assume a constant

impact flux based on inferred impact history (e.g., Matsui and Abe 233, Zahnle et al. 372). While

such a “fixed­flux” approach has been widely applied, they neglect the stochasticity inherent to

accretion processes. N­body planetary accretion simulations demonstrate that with similar initial

conditions, two simulations can result in very different accretion histories [46]. More recent work

has applied a statistical model of stochastic bombardment to study the formation of Earth’s proto­

atmosphere during late veneer (1­100 Myr; Sinclair et al. 312), and application to earlier epochs



139

(100− 106yr) during the earlier stages of planetary formation.

To date, only a handful of studies attempted to integrate mantle chemistry calculations and N­

body simulations (e.g., Rubie et al. [283]) and to our knowledge, no study has integrated atmosphere­

mantle exchange with N­body dynamical outcomes. Particularly, i)modern models of core­mantle,

metal­silicate differentiation model do not include impact escape and, ii) studies of atmospheric es­

cape do not interact with chemical evolution and account for stochastic impact events derived from

N­body accretion scenarios. Importantly, as the consequence of each impact depends on the evo­

lution of the underlying volatile inventory and the state of the overlain atmosphere, a model that

incorporates coupled/interactive effects is needed. In this paper, we make such a contribution by

introducing an atmosphere­mantle volatile evolution model of nascent Earth.

6.2.1 TheChemical Composition of Nascent Earth

Today, the cycling of major volatile species such as carbon dioxide, nitrogen, and water through

our planet’s interior and surface strongly influences its present­day geochemistry, long­term sur­

face climate, and the stability of the biosphere [236, 314]. Carbon concentration in the mantle is

estimated to be 2×1019 kg [44]. The global nitrogen budget is estimated to be 8×1018 kg [108].

Finally, the estimated mantle water content is about 200 ppm, but Marty [230] have posited that

up to 90% of water are contained in the mantle which may contain at least an ocean mass worth

of H2O. In addition to absolute concentrations, elemental ratios (e.g., C/N, C/H, C/S Hirschmann

140) can offer insights into fractionation events because they are often associated with specific flux

pathways and cosmochemical sources that hold clues to their origin and history.

The C/N values of the interstellar medium, the early nebula, comets, and various types of chon­

drites differ substantially (i.e., from ∼5 to ∼200), suggesting that the initial nebular imprint, dif­
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ferentiation, thermal metamorphism, outgassing, and atmospheric escape could have all influenced

the eventual C/N of the parent body [57, 66, 230, 335]. In the bulk silicate Earth (BSE), nitrogen

and carbon are depleted relative to other major volatiles [30, 230], as well as to extreme volatiles

such as noble gases [232]. In particular, the modern BSE is found to have superchondritic C/N,

which is counter­intuitive as core formation should substantially reduce the BSE’s C/N due to the

more siderophile nature of C [64]. Note that H is much less siderophilic compared to C and N,

which could plausibly explain the subchondritic C/H ratio in the BSE [66]. Lastly, recent work

suggests that the C/S value in the BSE could be the result of open­system silicate melting and and

carbon loss [141]. Any satisfactory mechanism must not only simultaneously explain all three de­

grees of elemental fractionation, but also involve the differential removal of C, N, and H relative

to the noble gases [124].

6.3 Model Setup

We built an analytical model of atmophile accretion to compute the volatile species evolution as a

function of growing Earths and Earth­like planets. Integrated with N­body dynamical simulations,

our model includes three reservoirs (atmosphere, mantle, core) and calculates the temporal evolu­

tion of C, N, and H amounts as a function of the growing planet. The model accounts for impact

degassing/ingassing, atmospheric ablation, and core­mantle­atmosphere equilibration. By model­

ing how these processes affect the compositions of the interacting bodies for every impact, we track

and store the changing volatile content in the reservoirs as the accretion advances. The model is

publicly available at https://github.com/hwchen1996/volatileproject and we summarize

the model components below. A more detail description, including the mathematical formalisms,

can be found in the Supplementary Information.

https://github.com/hwchen1996/volatileproject
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6.3.1 Model Processes and Components

As the assemblage of terrestrial planets is inextricably related to the formation of the volatile in­

ventory, a variety of source/sinks and their associated processes should ideally be considered in an

integrated model. These processes include:

• initial composition of solids,

• dynamical evolution and impact history,

• metal­silicate­gas exchange, and

• host star activity and radiation environment.

Each component of our model design addresses one or more of the above process, with an over­

all goal of assessing impact­induced effects on the volatile content evolution on planetary building

blocks. Volatile delivery via impacts may contribute to the global inventory by simply devolatiliz­

ing their materials onto the planetary surfaces [373]. Degassing from the deep planetary interior

may also supply additional gas to the atmosphere. Ingassing and impacts induced ablation could re­

move significant amount gases from the atmospheric reservoir, and any species not removed could

then be distributed within the planet according to their partition and solubility constants. Calculat­

ing both retention and loss processes, as well as potential coupled and feedback effects, is critical

to backtrack and predict the volatile abundances on terrestrial planets. In this work, these physical

processed are incorporated by modeling:

• Stochastic impact history: The outputs from a suite of N­body simulations based on the

Grand Tack Paradigm [158, 346] are used by our volatile growth model. The individual

embryo mass and embryo­to­planetesimal ratios were varied.
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• Volatile composition of cosmochemical sources: Chondritic materials (enstatite chondrites,

ordinary chondrites, carbonaceous chondrites) are assigned volatile fraction values based on

their initial heliocentric distances.

• Accretion of planetesimals: Drawing the asteroidal size distribution, accretion of super­

planetesimals from the N­body simulations are broken down into smaller, true planetesimals.

• Atmospheric impact erosion: Effects of both giants impacts and planetesimals are approxi­

mated using the non­local escape prescription of Schlichting et al. [295].

• Mantle degassing and ingassing: The formation of magma oceans promotes volatile transfer

between the mantle and atmosphere. We use Henrian solubilities (e.g., Hirschmann 140) to

calculate the mass exchanged during each impact event. One important aspect of this model

is that the volatiles dissolved in the mantle are determined solely by the mass of the overlying

atmosphere.

• Core formation: During core formation, metals and highly siderophile elements such as car­

bon are segregated to the core. We use the prescription from Deguen et al. [70] to calculate

mantle­core equilibration of carbon.

Ultimately, this model seeks to (i) document the accretion histories of volatiles elements (N,

C, H) and their gaseous phases (e.g., N2, CO2, H2O), and (ii) explicitly quantity their movements

across planetary reservoirs. With the above inclusions, the potential complexity of gain/loss events

via their dependencies on the composition and timing of the accreted materials can be evaluated.
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Figure 6.3.1: Time evolution of N2, H2O, and CO2 in the atmosphere and mantle as an
Earth-like planet grows, normalized by their respective present-day values. These results cor-
respond to the reference case.

6.4 Results

Using the model described above, we study the volatile growth histories of Earth­like planets by

investigating variety of assumptions in initial conditions, impactor composition, impactor popula­

tion, and accretion history. In particular, we examine the fractionation of CNH elemental species

and identify the key processes driving their resultant compositions.



144

Figure 6.3.2: Volatile mass accreted/eroded (a) and mass degassed/ingassed (b) with a
growing Earth. We randomly draw one out of 104 planetesimals and document the volatile mass
transferred during each impact event. Marker size denotes impactor radius.

6.4.1 Co-evolution of the Atmosphere andMantle Reservoirs

As the model uses N­body dynamical results as inputs, our approach naturally accounts for both

planetesimal and giant impacts, as well as their instantaneous, time­averaged, and cumulative ef­

fects on volatile accretion. Figure 6.3.1a shows how the abundances of atmospheric N2, CO2,

and H2O change with time reservoir. A few broad observations can be made for the atmospheric

abundances (panel a). First, the spikes and dips (i.e., sudden changes in species abundances) are

caused by delivery, escape, and degassing. Impact of a large embryo and accretions of volatile­rich

planetesimals are primarily responsible for the observed spikes, while successive low mass plan­
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Figure 6.3.3: Time evolution of atmospheric gas with a growing Earth. Two tracks are
shown: one model began with accretion seed of 0.001 M⊕,atm of gas in the mantle and the
other 104 M⊕,atm. Interestingly, they rapidly converge when the planet is only ∼0.2M⊕, indi-
cating the existence of one or more equilibrium states that could determine the final properties
of a given planet.

etesimal impacts cause the dips in atmospheric mass via efficient impact erosion. Second, volatile

gain becomes more pronounced later in time, as seen by the over three times increase in bulk

volatile abundance. During the later stages of accretion (when the parent body reaches ∼0.7 M⊕),

preplanetary materials that originated from beyond 3 AU are being accreted based on the outputs

of the N­body accretion simulations. Third, the final atmospheric abundances of N2 and H2O all

match present Earth well. The large amounts of calculated H2O is consistent with the formation of

a primitive steam atmosphere. Our final surface atmospheric pressure (∼400 bar for reference case

roughly agree with atmospheric evolution (e.g., Zahnle et al. 372) and magma ocean models (e.g.,

Elkins­Tanton 89). The agreement of CO2 abundance between our results and that of modern Earth
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is poorer, an unsurprising outcome as carbonate crustal block formation is thought to have drawn

down massive amounts of atmospheric CO2 that led to present­day magma ocean lids [315].
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Figure 6.4.1: Sensitivities of atmospheric mass to changes in projectile composition. Here
we show the effects of different composition assumptions. In Panel (a), we vary the CC water
fraction between 5 and 20%. Other gases assumed in CCs are fixed at the reference value. In
Panel (b), we show how Earth grows with a flat EC composition and a different composition
step function (Equation 9).

The mantle volatile changes similarly to the atmospheric volatiles as a function of time. Yet

volatiles in the model mantle are, in almost all cases, less abundant compared to those in the at­

mosphere (Figure 6.3.1b). For example, water content in the mantle is slightly lower that on the

atmosphere and that of modern Earth’s ocean, but is comparable to previously equilibration mod­

els (see e.g., Elkins­Tanton 89). The final carbon abundance is strikingly similar to that of modern

Earth. Mantle nitrogen is lower relative to but within an order of magnitude of measured nitrogen

budget [160].

Variability in volatile content is directly linked to exchange rates between core­mantle­atmosphere­

space. Figure 6.3.2 shows the total volatile amount eroded (lost), accreted (added), degassed, and

ingassed per impact of the reference Earth case. From panel (a), it can be seen that loss events are

generally higher and more frequent compared to accretion events. In the rarer scenarios in which
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volatile accreted dominates, they are usually a few orders of magnitude greater than the volatile

lost. These events are caused by larger­sized planetesimals (and in some cases giant impacts), as

they are less efficient in removing surface volatiles. As we will see in Section 6.3.4, different size

distribution of the impactors can cause the ablation­delivery relationship to vary, especially during

the later stages of accretion. From panel (b), we see that degassing is almost always greater than

ingassing, as the latter only occurs during giant impacts that devolatilize directly onto the magma

ocean. At later times, when the protoplanet reaches ∼0.6 M⊕, degassing almost completely domi­

nates,

Our model shows that the long­term accretion of volatiles is independent of the initial starting

condition (Figure 6.3.3). The parent body of the red and blue curves have different initial volatile

inventory: 0.001 M⊕,atm and ∼500 M⊕,atm respectively, with everything else held equal. When the

parent­body embryo (in this case, an Earth­like planet) is at ∼0.2M⊕ however, the two evolution

tracks converge and remain qualitatively the same throughout. This behavior implies that there

exists certain equilibrium regimes that can established depending on the the properties of the target,

its impact history, and the composition of the projectiles. We explore the sensitivity of our model

to these assumptions in the following sections.

6.4.2 Importance of Planetesimal Compositions

To explore a reasonable spectrum of chondrite chemical compositions, we perform additional sim­

ulations involving changes in: 1) volatile­fraction of enstatite and carbonaceous chondrites, 2)

location of step function cut­offs.

Figure 6.4.1a shows results where CC water fraction is varied between 5 and 20%. The ref­
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Figure 6.4.2: Final atmospheric compositions mass versus planetesimal size, with shape and
color indicating the assumed PSD. The labels in the x-axis correspond to the number of Ceres-
sized body in the distribution. For hexagons, each assumed successive PSD contains one more
Ceres-sized object. The diamond represents a PSD that is capped at 200 km. The star repre-
sents a PSD characterized by massive projectiles (between 1000 and 3000 km in diameter) as
proposed by Bottke et al. [37]. Blue circle denotes the reference case, which happens to most
accurately match the properties of present Earth (Figure 6.3.1)

erence 5% value roughly reproduces an atmospheric pressure value predicted by other models, as

noted earlier (e.g., Zahnle et al. 372). Unsurprisingly, the higher water content assumed, the more

massive the final steam atmosphere becomes. As the CC fraction is raised to ∼20%, the final

atmospheric masses markedly flattens out at about 4000 M⊕,atm.

In Figure 6.4.1b, three runs along with the reference case (solid line) are shown. First, the step
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Figure 6.4.3: Atmospheric growth from a suite of N-body simulations to demonstrate the
effects of accretion history. Panel (a) shows atmospheric growth histories using all 18 N-body
simulations. In panel (b), we show the dependence of final atmospheric mass (when the proto-
planet reaches 1 M⊕) on the carbonaceous chondrite fraction in the final planet and the total
initial embryo mass in the simulation. Blue circle denotes the reference case, which happens to
most accurately match the properties of present Earth (Figure 6.3.1).

function assumption in Equation 1 is modified to the following:

χpl =


E−type for a < 1.5

S−type for 1.5 < a < 3.5

C−type for a ≥ 3.5

(6.1)

where the bold denotes the changes made from Equation 1. With these shifts, we have effectively

expanded the heliocentric width for ordinary chondrites, while reducing the width for enstatite and

carbonaceous chondrites. The results for this simulation is indicated by the dotted curve. The

other curve (dashed) represents the assumption of a pure EC composition “flat” distribution (i.e.,

homogeneous accretion). Both runs resulted in lower atmospheric pressures than the reference

case. This outcome illustrates the key role of CCs (planetesimals from greater orbital radii) in



150

determining volatile abundances. Although some amount of enstatite chondrite is replaced with

the more volatile­rich S­type, the amount of CCs accreted when the parent embryo is ∼0.8M⊕ is

significantly reduced. It is interesting to note that beforeMparent ∼ 0.5M⊕,atm, the reference case is

never the highest in atmospheric mass despite having the highest final value. Several explanations

may be behind this behavior. First is the dependency of mass­loss efficiency on mean molecular

weight μ of the atmosphere through dependency on the scale height (rcap ∝ (HtarRtar)
1/2 ∝ 1/μ).

Second, before the parent body reaches ∼0.5 M⊕,atm, volatile­rich body collisions are infrequent,

and thus net atmospheric gain is largely controlled by impact loss and remains low.

Figure 6.4.4: Fraction of simulations with atmospheric masses less than 1 M⊕,atm as a func-
tion of the parent body mass. A total of 18 N-Body simulations was performed, each with dif-
ferent ratios of total planetesimal mass to embryo mass and individual embryo mass. We find
that the number of simulations with < 1M⊕,atm decreases with time, suggesting enhanced effi-
ciency of volatiles gain in the later stages of accretion.
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6.4.3 Influence of Planetesimal Distribution Assumptions

In the reference simulation cases, we have drawn from the asteroid­belt population to determine

the sizes of each planetesimal. Here we test the effects of varying planetesimal size distribution

(PSD) assumptions. We perform two modifications to our current planetesimal population–a) in­

cluding additional Ceres­sized objects, the largest asteroid, and b) capping the upper limit of the

size distribution at 200 km in radius, c) adding more giant bodies between 500 and 1500 km in

radius, mimicking the size distribution used by Bottke et al. [37].

The results of these changes to the PSD are shown in Figure 6.4.2. From the red circles, we see

that the addition of Ceres­sized (∼500 km) bodies results in increased atmospheric mass. This

is due to the more dominant contribution of small planetesimals to the total mass­loss history

(Figure 6.3.2). With more large Ceres­sized bodies in the distribution, fewer planetesimals with

rpl ∼ rmin ∼
(
3ρsurf/ρpl

)1/3
Htar make up each super­planetesimal. In the case of the Bottke et al.

[37] PSD, we find that the result is similar to adding several (between 15­20) Ceres­sized bodies

to the asteroid population, namely a substantial increase in the final volatile mass. This result indi­

cates that a distribution with a longer tail than the nominal asteroid population is unrealistic as the

assumption produces extreme atmospheric pressures.

Conversely, without any planetesimals greater than 200 km, the final atmospheric mass is dic­

tated by sub­10 km projectile impact escape. This leads to a suppression of atmospheric growth (to

∼30 bar).
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Figure 6.4.5: Sample temporal evolution of C/N ratio of the parent body, showing that the
superchondritic C/N arises from the preferential atmospheric loss and mantle degassing of ni-
trogen over carbon.

6.4.4 Trends inMultiple N-body Simulations: Effects of AccretionHistory

We test the effects of accretion history on our results using outputs from a suite of N­body accretion

simulations. In eachN­body simulation, the only changes are the total planetesimal to embryo ratios

and the individual embryo mass.

The outcomes of these 18 different N­body simulations are displayed in Figure 6.4.3. In Panel

(a), we show the time evolution of ten selectedN­body simulation results. Due to the different initial

N­body simulation conditions, each growth curve follows a distinct track. However, embryos that

reach 80% of its final mass in a shorter period of time have typically more massive atmospheres

during accretion. This is seen by the fact that none of the simulations with accretion time∼10Myr

drop below 30M⊕,atm afterMp > 0.35M⊕. In Panel (b), only the final atmosphericmasses are shown
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(as a function of total mass of CC in final assemblage) for each simulation. Some dependence on

the total CC accreted can be seen. This is because CCs are very abundant in volatiles, so the more

that is contained within a planet simulation the more volatile­rich it will become, assuming the

same amount of volatile­loss. As CC accretion fractions > 5%, final atmospheric masses begin

to plateau at close to 1000 M⊕,atm. There is also a slight dependence on the initial planetesimal to

embryo mass ratio, as seen by the clustering of colors for simulations with higher planetesimal to

embryo masses.

Figure 6.4.3 demonstrates that impact history matters in determining the final atmospheric mass

and composition, but are there any identifiable trends across these results? We now turn to evalu­

ating atmospheric growth properties of the ensemble. To do this, we record the atmospheric mass

for each simulation at each timestep and determine if the value lower than 1 M⊕,atm. As shown

in Figure 6.4.4, fluctuations in the number of simulations with light atmospheres occur due to the

competitive between impact erosion and delivery. The general trend however is that the number

of simulations with low atmospheric masses decreases as the accretion proceeds, suggesting that

our protoplanets experience a more pronounced net volatile gain at the later stages of accretion.

We find that the majority of our results are consistent with early predictions by Zahnle et al. [372],

namely our mean surface atmospheric pressure typically fall between ∼200− 400 bar.

6.4.5 C/NRatios as a Natural Consequence of Accretion Processes

Our time­dependent model, integrated with N­body accretion outputs, show that superchondritic

BSE C/N is an emergent property of planet formation. All our volatile growth result in high C/N

relative to the chondrites. Note that our source chondrites are assumed to have C/N 10 to 25,

depending on the heliocentric distance of origin. Figure 6.4.5 shows that all three simulation results
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Figure 6.4.6: Time evolution of atmosphere and mantle volatile inventory as an Earth-like
planet grows, normalized by their respective present-day values. Each panels include results a)
without the effects of planetesimal impact erosion (red), b) without the effects of giant impacts
(gold), and c) with both erosion and giant impacts (blue).

in high final BSE C/N (the C/N ratio of the atmosphere is typically subchondritic though). The rise

in C/Ns occur almost immediately after the first impact bombardments and only briefly return to

their initial (chondritic) values in one of the three cases shown.

To examine the role of impacts in affecting the final C, N, H abundances, we test additional

model scenarios without the inclusion of giant embryos and impact erosion by planetesimals. We

find that the neglect of giant impacts still lead to high C/N, yet ignoring planetesimal impact escape,

in nearly all cases, lead to similar or lower C/N ratios as the impactors themselves (Figure 6.4.7),

implying that both loses to space and the subsequent mantle­atmosphere exchange are necessary

to produce the superchondritic C/N. Furthermore, in the scenario without the inclusion of impact

loses, the final atmospheric mass is much elevated (in excess of ∼1500M⊕,atm; Figure 6.4.6). As

discussed in Section 3.2, such a large primitive atmosphere is not realistic as it would be challenging
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for hydrodynamic and impact erosion to reduce the atmosphere mass to the present­day value. In

contrast, ignoring giant impact slightly reduces the final atmospheric mass, indicating that giant

impacts play a volatile­delivery rather than volatile­depletion role.

Our results indicate that the synergistic effects of impact erosion and degassing lead to su­

perchondritic BSE C/N ratios. To more quantitatively illustrate the magnitude of each potentially

competing process, Figure 6.3.2b shows that the continuous mantle degassing of nitrogen over car­

bon during the later stages of accretion results. N is less solubility in the magma ocean compared

to C. Hence, mantle nitrogen is more rapidly drawn out (relative to carbon) as evidenced by the

enhanced degassing rates. On the other hand, the higher escape rates of CO2 is somewhat mislead­

ing due to the higher delivery rate of carbon via CI chondrites, thus creating atmospheres richer in

CO2.
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Figure 6.4.7: Time evolution of C:N ratio as an Earth-like planet grows. Different assump-
tions are represented by different colors.

6.5 Discussion

6.5.1 The Elemental Ratio Conundrum

On Earth, both extremely and moderately volatiles are depleted relative to CI chondrites and other

planetary precursors, but the isotopic signatures of the BSE point to an inner solar system asteroidal

origin [8, 124], ruling out CV­ and E­type­chondrites asmajor volatile sources. Previous work show

that admitting a small amount of cometary materials allows the noble gas proportions to match that

of the Earth [124]. However, data from 67P/Churyumov­Gerasimenko suggests minimal cometary
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contribution to the bulk of present day Earth [26]. Furthermore, the addedmaterials does not resolve

the severe fractionation ofmoderately volatile species (C, N, H, S) on Earth. In fact, no knownEarth

reservoir signature perfectly associate with any known chondrites, primitive nor processed.

To resolve this apparent conundrum in elemental composition between Earth and the putative

planetary precursors, recent work found that differentiation of preplanetary bodies could transfer

carbon to cores during the small solid body processes [141], a channel that could explain both the

chondritic C/S and subchondritic C/H. The origin for the observed BSE C/N is likely to be less

straightforward, however, as the C/N values of the interstellar medium, the early nebula, comets,

and various types of chondrites differ substantially (i.e., from ∼5 to ∼200; Bergin et al. 30). In­

terestingly, ordinary chondrites have a diversity of C/N values, a subset of which approach the

BSE C/N. Once again, this does not mean that ordinary chondrites are the primary constituent of

Earth, as their isotopic signatures do not agree. But it does suggest that one or a combination of

metamorphic alteration processes are at work, resulting in the observed range of inherited C/Ns.

Previous work has shown that core formation is more likely to raise rather than reduce the BSE

C/N due to the strong siderophile nature of carbon [64, 140], and the similar mantle C and N be­

haviors [116]. In particular, Hirschmann [140] argued that the draw down of carbon to the core

is exceedingly efficient to such an extent that even significant removal of N cannot counteract the

reduction of C/N. In another study, Grewal et al. [115] tested different volatile fractions for their gi­

ant impactor and found that superchondritic C/N could arise during the merging of a differentiated

embryo with an E­type­chondritic composition1. However, the majority of these studies assumed

static single­stage single­reservoir magma oceans. While we adopt a similar mantle plus an over­

lying atmosphere interior model, the inclusion of stochastic accretion allows the investigation of

chaotic processes and the competition between volatile delivery and escape. One key feature of

1Note that they found that the atmosphere could also become N­rich if an S­rich core can be achieved, making N2
less soluble in the MO.
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our results is that the predicted final C and N inventories do not hinge on the assumed composition

of the preplanetary materials; superchondritic mantle C/N is found regardless of the details of the

dynamical history and volatile fraction of the planetesimals. Hence both impact induced degassing

and accretion of a late veneer (i.e., differentiated materials) may play roles in elevated the BSE C/N

[30].

Our study highlight the key role of time­dependent impact losses in driving the elemental com­

position of nascent worlds. Our results favor a scenario more consistent with the those posited by

Bergin et al. [30] and Tucker and Mukhopadhyay [335]. In particularly however, Bergin et al. [30]

argued that during very reduced conditions, the atmosphere can be CO2­dominated and the nitrogen

can be sequestrated as metals, thereby creating high BSE C/N. However, this suggestion neglected

the continual effects of impact erosion. During the later stages of accretion, our work shows that

rapid loss of nitrogen in oxidizing (rather than reducing) conditions should eventually lead to an

elevated mantle C/N.

Because elemental fractionate in accordance with their solubility coefficients, and the solubili­

ties depend on the melt composition (and therefore the bulk planetary composition), the calculated

C/N will vary with the planet in question. A future study will study the elemental compositions of

Venus and Mars and their extrasolar counterparts, where life­relevant ingredients may be common­

place. Indeed, detection of circumstellar materials (e.g., “exo­Kuiper­belts”) around white dwarf

has shown the prevalence of key element such as C, N, O, S [359]. An important caveat when con­

sidering other planets is that the mantle­atmosphere elemental partitioning behaviors could also be

highly P­ and T­dependant [232], pointing to the need for further laboratory constraints.
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6.5.2 Volatile Sinks: What Dominates?

During planetary accretion, volatiles transfer from the original nebular component to the various

reservoirs on a planetary body. Much of these are then lost during further planetary processing.

Core formation, MO crystallization, and parent body metamorphism and partial differentiation, for

example, incur significant losses for moderate volatiles [64], noble gases [232], and even highly

siderophile elements such as carbon [141]. Here, we find that the dominant loss process is impact

erosion, particularly in later stages of accretion during high influxes of volatile­rich planetesimals.

Giant impacts are thought to substantially influence the global volatile inventory of forming

worlds [103, 104, 115, 174]. This study suggests that giant impacts do not play as of an important

role as previously suggested; excluding the effects of giant impacts only led to a ∼20% change in

the final atmospheric mass (Figure 6.4.6). By randomly sampling planetesimal sizes from modi­

fied versions of the asteroid­belt distribution, we find that the occasional accretion of large (km)

planetesimals acts as the key controls of the final volatile abundance. More specifically, planetes­

imals masses drawing from an asteroid­belt­like distribution best fits the outcomes in this study.

In turn, our results strongly disfavors the PSDs with many large sized bodies, e.g., one posited by

Bottke et al. [37]. This is because the increased stochastic arrival of large­sizes bodies increases

the total mass of the atmosphere by more than two orders of magnitude. This result is consistent

with the earlier predictions of De Niem et al. [68], where they found that large and slow impactors

are particularly important for the final atmospheric mass.

Hydrodynamic atmospheric escape approximated with the energy­limited formalism does not

substantially contribute to volatile loss. However, recent work has found that the energy­limited

approximation have been over/under­estimate the mass loss rate by over two orders of magnitude

[197], and thus explicit simulations of (magneto­)hydrodynamics should ideally be incorporated.
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Furthermore, energetic astrophysical event such as stellar flares and coronal mass ejections may

enhance stratosphere/mesospheric atmospheric moisture [56] and potentially lead to the long­term

dehydration of the upper atmosphere in young systems [80, 112]. Hence solar (stellar) activity is

implied to dramatically impact on evolved (exo­)planetary atmospheres, but their effects on early

volatile growth warrants further numerical quantification.

6.5.3 Model Limitations & Future Problems

This study aims at constraining the time dependent growth and loss of major gaseous species that

constitutes modern Earth’s atmosphere (N2, H2O, CO2), but did not include extremely volatile no­

ble gases (Ne, Ar, Kr, Xe). Noble gases are advantageous due to their high ionization energies,

reflecting their low chemical reactivity. They also tend to almost always remain in the gaseous

phase, making them the most important atmophiles. These properties makes noble gases excep­

tional as tracers for the origin and history of fluids (see e.g., Pepin 265, Porcelli et al. 268, Tucker

and Mukhopadhyay 335).

The Ne/He system is exceptional because whereas many noble gases Ar, Kr, Xe are vulnerable

to recycling in planetary interiors, He and Ne are recycles only in minor quantities (e.g., Holland

and Ballentine 142). Mid­ocean ridge basalts (MORB), ocean island basalts (OIB), have signifi­

cantly different 3He/22Ne compared to the nebular component. Several possible explanations have

been suggested. Plate tectonics, for one, could recycle and fractionate these gases in the inte­

rior. Tucker and Mukhopadhyay [335] on the other hand explained this discrepancy by episodes

of MO degassing driven by giant impacts, leaving the primitive MO elementally fractionated. As

pointed by Schlichting et al. [295] however, impacts large enough to completely strip the atmo­

sphere most certainly will generate large­scale melting. The lack of geochemical evidence for

global magma oceans is problematic for the giant impact argument. The 30Ar/N of the BSE and
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CV (and CO) chondrites are also enhanced compared to CI­CM chondrites. Another possibility

for the observed depletion stem from the variable thermal threshold of the gas­bearing hosts [232],

as noble gas­bearing (and often more refractory) materials are affected at higher temperature than

nitrogen­bearing ones. When in contact with high temperatures then, nitrogen can be more easily

liberated and subsequently lost from the less refractory organics. In a future study, we will build

off the model developed here to quantify the volatile retention rates of different host phases.

To allow our present model to calculate atmosphere and mantle oxidation chemistry, two ma­

jor modifications are needed. First, we will need to add more “boxes” to the mantle reservoir

(e.g., Porcelli and Wasserburg 267). While a good approximation, typical mantle­core and mantle­

atmosphere equilibration do not involve the whole the MO, with the equilibrium pressure loosely

dependent on the impactor mass [11]. Second, physical mixing and transport can fractionate dif­

ferent noble gas isotopes. To account for noble gas isotopes, we will need to implement a chemical

fractionation model and adopt the formalism borrowed from Pepin [264]. Apart from C, N, and

H, we will include noble gases He, Ne, Ar, Kr, Xe and stable isotopes (e.g., 3He, 22Ne, 38Ar, 40Ar,
129Xe).

Oxygen fugacity (fo2), a crucial parameter, regulates the partitioning of siderophile, lithophile,

and atmophiles. In this work, we used fixed (but species­dependent) Henrian solubility coefficients

to calculate the distribution of gases in the mantle versus the atmosphere. The influence of evolving

redox conditions on our results is uncertain, but many effects will need to be incorporated. First,

Earth­like planets originate in highly reduced conditions and begin to oxidize when H2O­bearing

materials are being accreted [283], hence there is a need to understand the extent to which these

materials could raise the oxidation state of proto­Earth. Second, compared to small planetesimal

accretion, large impacts equilibrate at higher pressures and are able to influence a planet’s deep

interior. In addition to oxidation via H2O dissociation and H2 release, segregation of metallic iron

and Fe3+ to the core can strongly oxidize the uppermantle [11], which could facilitate the outgassing
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of oxidized species. The effects on mantle and atmospheric oxidation, particularly during large

impacts, will need to be evaluated with self­consistent calculations of fo2 evolution and its effect

on volatile abundance and equilibration. This effort is especially important as similar intrinsic

oxidation states to Earth, Mars, and Venus has been observed in other planetary systems [81],

suggesting that oxidizing process operating in rocky planets and their precursors is universal.

6.6 Conclusions

In this paper, we built an end­to­end model of planetary volatile growth by bringing together impor­

tant processes including impact erosion, mantle­atmosphere equilibration, and stochastic accretion.

Despite the obvious simplifications in calculating impact and exchange processes, we were able to

elucidate several aspects of volatile evolution on primitive Earth­like proto­planets. The main take­

aways from this work are:

• A volatile growth model with the inclusion of impact delivery and loses can roughly repro­

duce the atmosphere and mantle reservoir masses of present­day Earth.

• Impactor properties, not the primordial condition of the proto­atmosphere, determine the

growth histories of volatiles.

• Models constrain carbonaceous chondrite water abundances to ∼1− 5% by mass.

• Models constrain planetesimal building block size distribution to one similar with the asteroid

belt population. Our calculations precludes a distribution with a longer tail dominated by

more massive planetesimals> 1000 km as this assumption results in massive atmospheres in

excess of 1000 bars.



163

• A suite of N­body accretion simulations, integrated with our model, highlight the wide range

of potential volatile inventory for planets with Earth­similar (0.7−1.1M⊕) masses and orbital

semi­major axes.

• Superchondritic C/N ratio on bulk silicate Earth is the time dependent result of impact­

induced atmospheric loss and subsequent mantle degassing. Based on our model, the ele­

vated MO C/N ratios is robust to different impact histories and initial planetesimal/embryo

masses.
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I do not know what I may appear to the world, but

to myself I seem to have been only like a boy play­

ing on the seashore, and diverting myself in now and

then finding a smoother pebble or a prettier shell than

ordinary, whilst the great ocean of truth lay all undis­

covered before me

Isaac Newton

Chapter 7

Summary, Conclusions, & FutureWork

The chapters presented in this dissertation represent advances in numerical modeling techniques

of rocky extrasolar planets, with Earth­similar mass and radius. These studies provided a greater

understanding of planetary habitability beyond Earth, as well as facilitated the surge in model in­

tercomparison efforts of exotic climate systems. This concluding section describes advantages of

a CCM­based modeling approach to the study of HZ exoplanets, summarize the results produced

from the dissertation chapters, and offer possible research avenues for the future.

Numerical modeling of exoplanetary systems provide a powerful tool for understanding pro­

cesses related to planetary climate and planetary atmospheres at a fundamental level. Because the

same physical and chemical laws operate on other planetary bodies across the Universe, a deeper

grasp of the climatic and chemical phase space extremes will aid in our understanding of possible

life­bearing oases beyond Earth, including Venus, Mars, and extrasolar worlds orbiting the liquid

water habitable zones around distant stars. However, simple conceptual and single­column models

often do not resolve complex and dynamical processes that govern the Earth and planetary systems.

On planets orbiting late M­dwarfs, the slowed planetary rotation by tidal forces, altered input stel­
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lar spectra energy, and the hypothetical magnetically active circumstellar environments, introduce

factors to the system that are advantageous for 3D GCM­perspective studies. These 3D CCMs

are a sub­type of GCMs, thus share the majority of their limitations, among them their parameter­

ization schemes, sub­grid scale processes representations, accuracy of their boundary conditions,

and realism of their initial conditions, but the results of 3D Earth­system modeling studies often

suggest complexities in the climate system not considered in analytical, energy­balance, and single­

column climate models. Beyond new climatic complexities, GCM­based studies can also examine

conceptual hypotheses within the confines of geochemical data of Earth’s history. For example, in

chapter five, we motivate our CCM experiments with inferences made on Earth’s Proterozoic and

Paleozoic oxygen levels. While no fully characterized rocky exoplanets thus far exist, using state­

of­the­science modeling tools within a theoretically rigorous framework, we can make the most

realistic and possibly testable predictions regarding their chemistry, dynamics, and habitability.

The major dissertation achievements are: (1) the implementation of an originally Earth­based

high­top chemistry­climate model to study slowly­ and synchronously­rotating exoplanets and the

determination that varying planetary rotation periods causes day­night contrasts of trace biosigna­

ture gases less than 30%, (2) the observational constraints for planets orbiting close to the inner

edge of the habitable zones of cool stars, along with the amount of ozone that is needed to support

surface habitability through the filtering of UVC photons, (3) the finding that time­dependent stel­

lar flares could perturb atmospheric compositions to such an extend that they deviate drastically

from their non­flare­influenced counterparts, while promoting amplifications of key nitrogen oxide

spectral features, (4) the realization that the degree of global oxygenation by biological­means can

be introduced as another stress test in the evolutionary narratives of habitable dry and moist cli­

mates, and lastly, (5) the development of an independent model to predict the initial conditions of

Earth’s atmosphere and hydrosphere during planetary accretion. The paper and studies produced as

a direct result of this dissertation have galvanized new research avenues. Some examples of these
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questions are:

To what extend do very low O2 concentration assumptions no longer hold? The lowest O2

concentration we have experimented on in this dissertation is 10−4 PAL. How low can we push the

chemical scheme originally designed for Earth­based research? At what point would we have to in­

troduce new chemical speciation networks and reaction rates suitable for oxygen­poor conditions?

What are the effects of prognostic/simulated water clouds on observations? Our current

model simulates cloud ice amount (kg/kg), cloud liquid amount (kg/kg), effective ice particle radius

(μm), liquid drop radius (μm), and cloud cover for two cloud­types: water ice clouds and water

liquid clouds. Is it feasible to incorporate these prognostic variables into mapping the full 3D

emission and reflected light spectra? Howwould the inclusion of self­consistent 3D cloud coverage

influence detectability for future observatories?

How could the inclusion of photochemical haze affect the yield of planetary habitability

and spectra? Apart from water and carbon dioxide clouds, photochemical haze, often composed

of C, H, O, N, and S elements, is expected to be ubiquitous on anoxic worlds i.e., Titan and the

early Earth [12]. How would the haze­chemistry­climate modeling affect current predictions of

planetary habitability? What are some observational discriminant of photochemical haze and what

can they tell us about the atmospheres of extrasolar planets?

My plan to tackle some of these research question is as follows:

First, I will borrow subroutines from cousin model ExoCam, which incorporates chemical data

and modules suitable for present day O2 rich and low O2 concentrations down to 1% PAL, but

currently does not possess the anoxic chemistry needed to simulate the vast array of anticipated

atmospheric archetypes that will be imaged by near term and future observatories. I will then im­

plement important anoxic photochemical equations, including H2SO4 aerosols, S8 aerosols, and
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hydrocarbon hazes, into WACCM. This effort will likely require the development and implemen­

tation of new radiative and reducing chemical schemes [149, 150], including new treatments of

reactions, photolytic/photochemical reactions, surface emission, dry/wet deposition, and thermal

escape of low mean molecular weight species. Some of the results produced here will serve as a

follow­up study to Chapter 5 of the dissertation.

Importantly, ExoRT [354, 355], a publicly available radiative transfer code designed for 3D

climate models, is already set up to do anoxic atmospheres, pure CO2 atmospheres, and H2­rich

atmospheres, hence first I will link WACCM’s chemical modules to ExoRT. Note that ExoRT is

already fully coupled to ExoCAM, a branch of CESM and close cousin to WACCM. Thus, efforts

to couple this new radiation scheme to WACCM will be relatively straightforward. One antici­

pated difficulty however, is the upper atmospheric components, e.g., mesosphere, ionosphere, and

thermosphere regions (above ∼0.05 hPa) which will require non­LTE radiation adjustments.

As aforementioned, photochemical haze is expected to be ubiquitous on anoxic worlds i.e., Ti­

tan and the early Earth [12, 286]. As a follow­up to my disseration, I plan to develop chemistry

upgrades to the code that would allow for the self­consistent production of model photochemical

haze made of C, H, O, N, and S elements. For instance, the Community Aerosol and Radiation

Model for Atmospheres (CARMA), which is already on the trunk of CESM, is state­of­the­art

microphysical model that has already been successfully used here to simulate the evolution of frac­

tal aggregate hazes in an CAM­Titan GCM [200], albeit without self­consistent chemical produc­

tion rates (Figure 4). I will thus begin investigation of aerosol and haze formation by simulating

Titan­like exoplanets around M­dwarfs (e.g., Checlair et al. 49, Lora et al. 217) incorporating both

prognostic photochemical production rates and with state­of­the­art microphysics.

In our current model, uncertainties with regards to stellar X­ray and EUV flux influences are

attributed to the lack of model upper atmospheres and prognostic ion chemistry. To investigate
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terrestrial exoplanetary ionospheres around cool stars, I will first employ WACCM­X, a model

originally developed for Earth­based research, to study early Earth orbiting a young Sun. I will

upgrade model capabilities to include extreme Joule heating and ion chemistry at high T, conditions

to be expected for planets around active hosts such as M­dwarfs [6]. In particular, I will coupled the

CCM with models available at the GSFC Community Coordinated Modeling Center. Constrasting

the ionospheric composition between oxygenated, weakly oxic, and anoxic worlds could reveal

important underlying atmospheric/geologic properties [241].

Previous work showed that realistic, self­consistent simulation of stellar variability influences

on the planetary space weather environment (e.g., coupling between dynamic pressure and mag­

netospheric geometry) is critical for modeling the temporal evolution of HZ high­ and low­mean

molecular weight atmospheres [56, 61]. While our models are currently unable to directly simulate

the fully coupled stellar wind­planetary magnetospheric processes, I will borrow formalisms from

previous work to provide close estimations. First, I will begin with parameterized magnetospheres,

e.g., methods used by Chen et al. [56]. Then, I will investigate the impact of magnetosphere­

ionosphere couplings by including an interactive model, e.g., [107].

One of the next steps is to apply these upgrades to anoxic planets, as the precise chemical path­

way and degree of chemical alteration depend on the assumed oxidization state of the atmosphere.

For instance, anoxic atmospheres lack persistent oxygen­derived ozone and large scale height iono­

spheres with fully ionized atomic oxygen, and thus may experience higher rates of atmospheric

erosion and chemical modulation.

In short, the future is murky, but ripe for exploration. Thanks for reading! ­Howard
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