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ABSTRACT

Influence of Multiscale Constraint on Inelastic Deformation Behavior of Austenite and

Martensite Phases in Shape Memory Alloys

Partha P. Paul

Deformation in materials with a hierarchical microstructure is expected to be complex be-

cause of the interaction between the units that form such a microstructure [84]. One can

contemplate that the complexity of deformation would be even higher when additional in-

elastic deformation modes are active in such materials, apart from traditional elastic and

plastic deformation modes. Shape memory alloys (SMAs) are a class of metallic materials

that exhibit a nano- to macro-scale hierarchy in the microstructure. NiTi is the most com-

mon SMA, used in a variety of applications, from the biomedical industry as implants [5]

and stents[139], to the aerospace industry as actuators [132, 48]. NiTi shows remarkable

properties such as ’superelasticity’, due to which the deformation is reversible, even up to ≈

10% strain. This is possible due to a reversible phase transformation between a high and a

low crystal symmetry phase.

When this hierarchy in microstructure is combined with structural features, such as pores,

cracks and notches the deformation picture becomes even more heterogeneous, rendering

its characterization even more challenging. Each of these structural and microstructural
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features acts as a source of constraint, inducing heterogeneity in deformation in its vicinity.

Various works in the past have addressed the effect of one or two dominant features, in

inducing deformation heterogeneity. This includes structural features such as notches [137],

pores [148], cracks [33] as well as microstructural elements such as precipitates [79], phase

boundaries [94], granular constraints from neighbors [97] and brittle impurities embedded

in a metallic matrix [96]. This work investigates the interactions between various structural

features(in the form of pores, notches and cracks), with the microstructure (in the form of

grain, phase and twin boundaries), when multiple sources of constraint act simultaneously,

across multiple length scales.

Broadly, this interaction between structure and microstructure is divided into two halves.

The first half studies such interactions primarily in the high symmetry austenite phase in

NiTi while in the second half, such interactions are studied in the low symmetry martensite

phase. In terms of characterization of the material in it’s high crystal symmetry phase, the

response of the material is studied in the presence of microholes. The size of these pores

with respect to the average microstructural length of the material is systematically varied to

study the interactions between structure and microstructure. This is expanded to studying

the growth of cracks in the vicinity of these holes, with the crystallographic constraints from

the grains in the high symmetry phase, and it’s effect on the growth rate of cracks and

propagation of failure. Finally, this competition between structure and microstructure is

studied in micropillars, where the grain size is varied with respect to the pillar size. The

suppression of deformation with a systematic change in the size of the grain with respect to

the specimen size is examined in detail.

In the second half of this work, the characterization is mainly done on the low crys-

tal symmetry phase, martensite. The spatially heterogeneous evolution of a martensitic
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microstructure is examined in a notched specimen. This reveals a variety of inelastic mech-

anisms that act simultaneously, to result in a microstructure that continues evolving with

increasing load in a heterogeneous manner till fracture. Finally, the heterogeneity in de-

formation around ternary phases and notches are examined in more detail, in terms of the

inelastic mechanisms involved in the deformation and the extent of deformation on different

domains lying in the vicinity of different sources of structural and microstructral constraint.

A common theme running throughout this work is ’multiscale’. From the range of

nanometers up to centimeters, various characterization techniques are used to probe the

complex structure-microstructure interactions in materials with a hierarchical structure and

microstructure. These include surface (2D) and volumetric (3D) based methods, in situ and

ex situ methods and experimental and simulation based methods.
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5.5 Micro-mesoscale deformation in the specimen. (a) shows two sets of diffraction

patterns for the load steps 1-7 for all layers, indicated by the colored boxes

superimposed on the diffraction pattern. The orange box lies along the loading axis
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of spots and (iii) creation of spots. The diffraction layers are numbered 1© - 5© while

the vertical arrows for each step indicate increasing loading steps in the first cycle,

from A© - F©, as indicated in Figure 5.1(d). 114
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Euler angles of each orientation. As a reference, the orientations in the top row are

plotted on an inverse pole figure along the loading axis, for the initial loading step

1©. The columns reveal the orientation plots for the five diffraction layers A© - E©.

The orientations show a continuously evolving microstructure, in terms of number of

variants as well as the volume % of every variant. However, these changes are seen

to occur within a small sphere of misorientation for every layer. 115

5.7 TEM on the specimen reveals heterogeneity of deformation at the nanoscale. (a)

shows a map of DIC axial strain taken just before fracture, with the dotted line

indicating the fracture surface. (b) shows an SEM image of the fracture surface

of one half of the specimen. The vertical line towards the left indicates the notch.

For (c-e), all TEM foils are perpendicular to the surface in (b). (c) shows a region

towards the grip section of the specimen, which undergoes no deformation. (d) shows

the dotted blue box in (c), showing martensite laths (inset in (c) shows the SADP

pattern) with internal nanotwins. (e) indicates a region far away from the notch

root, as indicated by the red box in (b). The TEM micrograph reveals martensite

laths and the SADP confirms the retention of crystalline structure of martensite.

(f) reveals the region at the notch root with nanocrystalline/amorphous martensite

phase (inset shows SADP pattern). In (c-e), loading is in the vertical direction and

black lines are used on the raw TEM micrographs to highlight the martensite laths. 118
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orientations obtained from HEDM, as outlined in Section 5.2.4. The columns reveal

the pole figures along the loading direction for the five diffraction layers A© - E©

whereas the rows indicate loads at which the loading was stopped to take diffraction

scans during the first cycle 1© - 6©. The contour coloring is according to multiples

of random distribution, as used in standard texture maps. The texture maps reveal

very subtle to almost no changes with loading, complementing the subtle changes

seen in Figure 5.6. 124

5.9 Heterogeneity of microstructure and stress state trigger heterogeneous deformation

mechanisms on the fracture surface. (a) show a simulation of the shear stress (σZX)

of the specimen, on the fracture surface indicated in Figure 5.7(a, b). Loading is

in the Z direction and the peak axial load is indicated as P. The two boxes in (a)

indicate the two squares indicated in Figure 5.7(b), from where the TEM sections

are examined. The horizontal section on the right corresponds to Figure 5.7(e) while

the vertical box on the left corresponds to Figure 5.7(f). (a) shows that a higher

shear field develops at the notch root, compared to the box in the region away from

the notch. (b) shows an SEM image from the fracture surface, showing a significant

extent of localized cracking, another potential source for localized amorphization.

Loading is in the X direction. 127

5.10Deformation at an intermediate length scale, during low cycle loading of Specimen

2. (a) shows the load-strain curve, as obtained from DIC strain maps. The central

gauge section (1mm x 1mm) is shown in (b), with a single diffraction layer centered

around the notch. Texture maps are created and shown through pole figures along
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the loading direction, by using the same procedure as in Figure 5.6. The coloring is

according to multiples of random distribution, as used in standard texture maps.

The texture maps are shown for the central layer about the notch at the end of

cycle numbers (c) 1, (d) 2, (e) 3, (f) 8 and (g) 18. The texture shows no significant

development over low load cycling. 129

6.1 (a) shows the dimensions of the planar dogbone used in the tensile experiments. (b)

shows a schematic SEM image of the notch tip at the center of the specimen in (a)

indicated by the dotted box. (c) shows a schematic of the set-up of the load frame

in the microLaue x-ray beam. (d) shows a sample x-ray fluorescence scan taken

on Specimen 1. The intensity map shows the counts of Ti, with the red regions

indicating Ti rich inclusions (TiC/TiO2) that are in a matrix of martensitic NiTi.

(e) shows a sample diffraction scan taken on a 2 µm x 2 µm area on Specimen 1, with

peaks corresponding to the martensite phase of NiTi. 137

6.2 (a) Influence of Ti inclusions on deformation of superelastic NiTi, adapted from [96].

(a) shows a phase field simulation of the axial stress of the specimen under uniaxial

tension. (b) shows a portion from the center of the specimen, where idealized

inclusions are modeled (shown in grey in the inset at the bottom). This shows the

stress concentration at the tip of the inclusion, which acts as a potential nucleation

site for phase transformation. (c) shows the variants of martensite activated in red,

as a distribution of all the variants and the transformation strains they produce,

as per the Crystallographic Theory of Martensite [11]. The efficient variants (that

produce the maximum transformation strain) are not activated, possibly due to the
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additional crystallographic constraints at the interface of the inclusions and the

matrix which prevent the nucleation of the most efficient variants. 139

6.3 (a) shows the preload SEM scan of a region of Specimen 1 with inclusions

(dark regions) in a NiTi martensitic matrix. (b) shows the same area under x-ray

fluorescence, similar to Figure 1(d). A grid of the same size as the step size

used for the fluorescence is superimposed on (a) and (b). (c-e) represent various

microdiffraction scans around the inclusions. (c) represents a region far from

any inclusions, showing distinct but weak peaks of martensite, corresponding to

one orientation. (d) indicates a region lying directly in between two inclusions

in the loading direction, showing no diffraction peaks. (e) shows a region close

to the inclusions, where the diffraction pattern shows distinct and intense peaks

of martensitic NiTi, with the two colors representing two distinct martensite

orientations. 140

6.4 (a) shows the load displacement curve for Specimen 2. Loading was stopped at

A©:15N, B©:55N, C©:200N and D©:250N. (b) shows the fluorescence scan around the

notch (bottom center) and the horizontal arrows indicate the loading direction.

(c) shows the spatial distribution of the average diffraction intensity in the area

indicated by the dotted box in (b) at four load steps. The intensity map indicates

two major regions: a region on the top right of the notch, that intensifies with

increasing load and the rest of the map, where the intensity increases from 15N to

200N but decreases at 250N. The four numbered areas, marked by blue, grey, pink

and yellow ellipses are analyzed in further detail in Figure 6.5. 143
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6.5 Dominant monoclinic orientation for the regions numbered 1© and 2© near the notch

in Figure 6.4(c), at loading steps A©, C© and D©. The sizes are according to the

volume percent of all orientations at that region, at that load step. All orientations

are plotted on an inverse pole figure along the loading direction. After initial

deformation, the orientations converge towards the same value. Areas 3© and 4© are

located far from the notch. The panels show the raw diffraction patterns at load

steps A©, C© and D©. The boxes in Area 3© are used to highlight changes (appearance

and disappearance) of spots with loading. 144
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CHAPTER 1

Introduction

1.1. Motivation

Hierarchical materials are comprised of elements that span across length scales. This

hierarchy of constituent elements can come from structural as well as microstructural com-

ponents that constitute the material [66]. Examples of such hierarchical materials abound,

from polymers[4] to human bones[13] and metallic materials, like with the Eiffel Tower. In

all these materials, the hierarchy of constituent elements imparts specific properties to the

material, such as toughness or strength or ductility. Shape Memory Alloys are a special kind

of metallic hierarchical materials, which have a hierarchical microstructure. These materials

have crystallites that span length scales from the range of millimeters to nanometers. NiTi is

the most common Shape Memory Alloy, having found a variety of uses, ranging from stents

and implants in the biomedical field to actuators in the aerospace field [5, 139, 132, 48].

The characterization of these materials is also therefore reflective of these length scales,

which renders it challenging.

As is common with characterization techniques for multiscale materials, there are two

broad categories of characterization. Some studies employ a high resolution study, compro-

mising on the amount of material characterized. For example, TEM studies done on NiTi

reveal various inelastic mechanisms at the nanoscale [134, 136]. While these provide a rich

picture of nanoscale deformation, these techniques are surface based and often ex situ. This

raises the question of whether the deformation seen is representative of the entire material
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or a snapshot of a particular portion of the material. On the other hand, bulk methods at

the macroscale are used to track the specimen scale behavior of the material, such as the

elastic constants of constituent phases, the transformation strains and crystallographic tex-

ture with respect to an external, changing thermomechanical field [120, 130]. While these

techniques correctly reflect the overall behavior of the material, the compromise is in terms

of the spatial resolution, where the material is assumed to contain millions of grains.

Therefore, a combination of methods is increasingly being used, to obtain a picture of

deformation which is both representative of the entire material as well as containing good

spatial resolution. Works combining Digital Image Correlation (DIC), X-ray diffraction and

modeling [96, 97, 85] have been used to explain the effect of constraints arising from grain

and phase boundaries on stress induced transformation and the nucleation of fatigue cracks.

This thesis aims to explore the hierarchical microstructure and structure of NiTi specimens

in a similar way, employing a mixture of techniques to understand the deformation behavior,

in particular the interactions between structure and microstructure across length scales.

1.2. Background

The widespread use of NiTi arises from the remarkable properties exhibited by this

material, where it can be deformed to large strains (up to ≈ 10%) without permanent

deformation. Such large strains are recovered through thermomechanical loading, giving

rise to the properties of superelasticity and the shape memory effect. These are possible

due to a solid-state diffusionless phase transformation between a high crystal symmetry

(cubic) austenite phase and a low crystal symmetry (monoclinic) martensite phase, which

is reversible. The austenite phase is stable at high temperatures and low loads, while the

martensite is stable at low temperatures and high loads.
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Figure 1.1(a) elucidates the mechanism of superelasticty. Beginning with the austenite

phase at zero load, increasing the load isothermally induces a stress induced phase transfor-

mation into the martensite phase. At the peak load illustrated, the material exists in a mixed

austenite and martensite phase. Further loading results in the complete transformation into

the martensite phase. On unloading, the material is transformed back to the parent austen-

ite phase. Figure 1.1(b) illustrates the shape memory effect, which involves manipulating

both the mechanical load and the temperature. The material starts as pure martensite,

which exists in a twinned microstructure, called a self accommodated microstructure. On

loading, the martensite deforms via inelastic mechanisms such as detwinning, producing a

large strain, which is not recovered upon mechanical unloading. This detwinned martensite

is then heated, transforming it into the austenite phase. When the heated austenite phase

is cooled back to the starting temperature at zero load, the material again transforms to the

martensite phase, in it’s self accommodated state.

Therefore, in contrast to traditional elastic-plastic metallic materials, SMAs deform via

the mechanisms of elasticity and (stress induced) phase transformation 1.1(a). In addition

to these, the austenite phase also deforms via plastic slip at high loads [108, 23]. The low

symmetry martensite phase deforms via detwinning, as shown in Figure 1.1(b). In addition to

this, it also exhibits twin nucleation, amorphization and slip [84, 53, 63, 126]. Therefore,

characterizing the heterogeneous and multiscale deformation in SMAs primarily involves

deconvoluting the effects of these various mechanisms that are often acting simultaneously.
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Figure 1.1. Thermomechanical deformation of SMAs. (a) shows the property
of superelasticity, where an isothermal loading results in a reversible phase
transformation. (b) shows the shape memory in SMAs. Through a combi-
nation of thermal and mechanical loading, SMAs undergo reversible phase
transformations which is reversible by mechanical load as well as inelastic de-
formations, which are recoverable by thermal deformation.
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1.2.1. SMAs: Hierarchical Materials

Figure 1.2. Hierarchy of SMA microstructure and structure. (a-f) reveals the
hierarchy of various elements comprising the structure and microstructure of
SMAs. (a, b) show structural constraints in the form of holes and notches
respectively, acting at the mm - cm range. (c, d) show microstructural con-
straints in the order of mm - µm scale, in the form of austenitic grain bound-
aries (adapted from [101]) and brittle Ti inclusions. (e, f) show microstructural
constraints in the µm - nm range, in the form of twin interfaces of martensite
and nanoprecipitates of Ni and Ti [127].
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Therefore, through a manipulation of the thermal and mechanical deformation field, SMAs

can be taken through high deformation, which is reversible in nature. However, the character-

ization of this deformation becomes challenging when the length scales of the crystallites that

make up this hierarchical microstructure are considered. In addition to the microstructural

hierarchy, a variety of structural features and their influence on deformation and competition

with microstructure is also studied in detail. Structural features are those arising from the

geometry of the specimen. This includes pores, holes, notches and cracks. Microstructural

features are those arising from the material itself. These include grains and grain bound-

aries in the austenite phase, ternary phases (usually oxides and carbides of Ti, in the form

of brittle inclusions), twin interfaces in the martensite phase, phase boundaries (between

the austenite and martensite phase or between either phase and inclusions) and precipitates

(Ni4Ti3). The length scale of these range from the order of millimeters to nanometers, as

shown in Figure 1.2.

1.2.2. Multiscale Characterization

The characterization techniques employed in this work can be broadly split into two cat-

egories: experimental and simulation based techniques, shown in Figure 1.3. Each row in

the figure is arranged in increasing spatial resolution from top to bottom, ranging from the

macroscale to the nanoscale. These methods encompass surface and volumetric as well as in

situ and ex situ capabilities. The salient features of each technique, in terms of capabilities

and utility is summarized in Table 1.1.

Experimental techniques are usually of two kinds, based on the way the characterization

is done: in situ and ex situ. In addition, the techniques can be surface based or volumetric.

On the other hand, modeling techniques are classified according to the phenomena and
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mechanisms they are used to examine, complimenting the experimental findings at that

length scale. At the macroscale, the nominal stress-strain-temperature curves are plotted,

using load cells, extensometers and thermocouples. At this scale, the behavior of the entire

specimen at the specimen scale is examined. Techniques such as neutron diffraction are

then used for in situ measurement of specimen scale variables and their evolution with the

load state. This is used to explain the phenomena of superlelasticity during isothermal

loading and shape memory effect during thermomechanical loading [82, 15], the effect of

crystallographic texture on mechanical properties [43, 72]. To compliment experimental

endeavors at the macroscale, phenomenological models are used to model the specimen scale

deformation [26]. These are self consistent models that have been used to elucidate the role

of structural constraints such as arrays of holes/pores [147], isolate the effect of structure

from microstructure [101], isolate elastic and inelastic mechanisms [16, 24, 92, 64] and

study the thermomechanical response during deformation [18, 83].

At the millimeter to micrometer range, the techniques involve a higher spatial resolution

than that afforded by the macroscale techniques. Digital Image Correlation (DIC) is an in

situ method of calculating surface strains by tracking the movement of points of interest by

taking a series of images of the specimen surface during deformation. DIC is often combined

with coarser techniques such as macroscale thermomechanical loading, to tie local strain

variations with the global stress-strain evolution and deformation mechanisms [67, 60]. On

the other hand, DIC is also combined with higher resolution surface based microscopy tech-

niques such as Scanning Electron Microscopy (SEM) and Electron BackScatter Diffraction

(EBSD) to tie the microstructural elements to local heterogeneities in the surface strains

caused by them [59, 32, 55]. Finally, DIC is also combined with 3D, volumetric methods

at the micro to mesoscale to connect the surface deformation to bulk deformation[97, 96].
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X-ray diffraction, fluorescence and tomography techniques are used for in situ and non-

destructive deformation characterization at the micro to mesoscale. The diffraction tech-

niques are used to calculate the orientations and strain tensors during in situ loading, with

a spatial resolution of ≈1 µm - 20 µm. X-ray High Energy Diffraction Microscopy (HEDM)

is a 3D, in situ technique used to obtain grain scale deformation, orientation and position

[9, 98]. This technique is typically employed along with X-ray microtomography, for accurate

tracking of the specimen boundaries[45]. Apart from obtaining the full (3D) strain tensor

at the grain scale, the strain can also be partitioned into elastic and inelastic components

[96]. X-ray micro diffraction, also known as microLaue diffraction is an X-ray diffraction

based technique, that can provide sub-micron spatial resolution. It is a 2D, surface based

technique to calculate local orientations and strains, during in situ loading , [49, 25, 109].

The diffraction is usually complimented by imaging of the surface using X-ray fluorescence.

Therefore, this class of X-ray techniques vary in resolution as well as surface versus volumet-

ric capabilities, but have unique properties of in situ and non desctructive capabilities and

act as a bridge between the macroscale and nanoscale techniques.

Using electrons instead of X-rays for diffraction and imaging results in an increase in

spatial resolution but a decrease in the volume of material that can be observed, due to poor

penetration of electrons as compared to X-rays. SEM and EBSD are the two most commonly

used characterization tools that bridge the mesocale and the nanoscale. Both of these are

destructive characterization techniques. They are most commonly used ex situ, to image the

material surface before and after the deformation, though many in situ applications have

been developed in recent years [39, 77, 87, 65]. These techniques are used to map grain

orientations in the high symmetry (austenite) phase, heterogenous phases in materials [35]

and map remnant deformation post loading[106].
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Simulations at the micro to mesoscale are usually micromechanics based[110, 80, 6, 103,

108]. Crystal plasticity based models are used to model the deformation [76], accounting

for the phase transformation crystallography and plasticity at the grain scale. The inputs

obtained from the imaging and diffraction techniques listed above are often used as inputs to

such models, to validate and build on the experimental results [97, 100]. These combined

X-ray, electron and modeling based techniques form a majority of experimental techniques

spanning between the macroscale and the nanoscale.

Finally, at the nanoscale, Transmission Electron Microscopy (TEM) is used to study

individual crystallites in the low symmetry phase and the deformation mechanisms associated

with it. TEM is a destructive characterization technique, used to observe small areas of the

specimen. In SMAs, TEM has been used to study the effect of nano precipitates on the

deformation response [57], size effects [135], amorphization of the martensite phase at room

temperature [136, 90] as well as crystallography of twin structures [73] under loading. TEM

involves an intricate procedure for sample preparation, along with the smallest volumes under

investigation, while providing the highest spatial resolution.

In summary, a variety of techniques are available and necessary, to allow for the full scale

characterization of hierarchical materials such as SMAs. Using various appropriate combi-

nations of these, the mechanisms that cause the deformation in such materials is examined

in detail, based on the length scale of investigation. The combined picture formed from all

these will help provide a picture of deformation that is representative of the material and

the specimen as a whole, whilst also having adequate spatial resolution to account for the

spatial heterogeneities in the deformation.
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Figure 1.3. Multiscale characterization scheme. (a-i) reveal a combination
of experimental and simulation based techniques and the associated length
scales used for characterizing deformation phenomena in NiTi. (a-f) encompass
experimental techniques in increasing spatial resolution from cm down to nm,
combining surface (2D) and volumetric (3D) methods, along with in situ and
ex situ methods. (g-i) encompass simulation based techniques with increased
spatial resolution, ranging from cm - µm.
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Table 1.1. Capabilities of techniques used and phenomena studied

Technique Type Purpose Spatial 2D/
Resolution 3D

Mechanical Experimental In situ, isothermal ≈10cm 3D
loading macro load state

Extensometer Experimental In situ ≈10mm 2D
macro strain state

DIC Experimental In situ mapping ≈50 µm 2D
of surface strains

X-ray Experimental In situ mapping of ≈20 µm 3D
Tomography exact specimen boundaries

X-ray Experimental In situ mapping ≈20 µm 3D
HEDM of orientations and strains

X-ray Experimental In situ mapping of ≈2 µm 2D
Fluorescence exact specimen boundaries

X-ray Experimental In situ mapping of ≈2 µm 2D
Microdifraction orientations and strains

SEM Experimental Ex situ locations ≈100nm 2D
of heterogeneous phase

EBSD Experimental Ex situ crystallography ≈100nm 2D
and phase mapping

TEM Experimental Ex situ interfaces, ≈1nm 2D
crystallites and phases

Phenomenological Simulation Deformation heterogeneity - 3D
modeling from structural features

Crystal Simulation Heterogeneity from - 3D
Plasticity crystallography of microstructure

Phase Field Simulation Inelastic deformation - 3D
modeling mechanisms
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1.3. Research Objectives and Outline

Section 1.2 introduces various phases in NiTi SMAs and the various inelastic mechanisms

associated with them, that act, often simultaneously, during deformation. Section 1.2.1 then

outlines various constituents of the hierarchical microstructure of NiTi, along with hierarchi-

cal structure of NiTi specimens. Finally, Section 1.2.2 outlines a plethora of characterization

techniques across multiple length scales, along with the phenomena they are used to study

deformation behavior in SMAs. Through the thesis, these mechanisms will be studied using

combinations of the techniques presented, in the hierarchy of structure and microstructure

with an aim of answering the following questions:

(1) What is an effective methodology for characterizing materials where the deformation

mechanisms and the deformation heterogeneities induced thereof are at different

length scales.

(2) If multiple sources of constraint act simultaneously, how can the effect of each be

individually understood in the overall deformation picture.

(3) If different deformation mechanisms act at different length scales, how can they be

effectively deconvoluted and understood.

This work can be broadly divided into two parts, which each attempt to answer the

research objectives listed above. The first part consists of studying deformation phenomena

in a material which is primarily in the high symmetry austenite phase. Chapter 2 addresses

the first question, through a study of the competition between structure (micro holes) and

microstructure (nano precipitates) in determining the deformation response at low loads.

Chapter 3 builds on the results from Chapter 2 and studies this competition, at a higher

level of deformation. Here, the effect of grains and micro holes are examined on the rate of
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growth of cracks and propagation of failure in the material. Chapter 4 rounds out the first

part, examining the role of grain size relative to specimen size in determining the extent of

suppression of phase transformation in micropillars.

The second half of the thesis deals with characterization of deformation and the asso-

ciated deformation mechanisms in a material which primarily exists in the low symmetry

martensite phase. Chapter 5 studies the spatial heterogeneity of the martensitic microstruc-

ture and it’s evolution with load under the influence of structural (notch) and microstructural

(heterogeneous phase) constraints, revealing a microstructure that continues to evolve with

the load state up to fracture. Chapter 6 studies the spatial heterogeneity in extent and

mechanisms of inelastic deformation in the low symmetry phase, based on location with re-

spect to structural (notch) and microstructural (heterogeneous phase) sources of constraint.

Chapter 7 summarizes the work and lays out some recommendations for future directions of

this work.
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CHAPTER 2

Interactions between Structure and Microstructure Influence

Stress Induced Phase Transformation

Adapted with permission from: Partha P Paul, Harshad M Paranjape, Behnam Amin-

Ahmadi, Aaron P Stebner, David C Dunand, L Catherine Brinson (2017). Effect of machined

feature size relative to the microstructural size on the superelastic performance in polycrys-

talline NiTi shape memory alloys. Materials Science and Engineering: A, 706, 227-235.

Characterization efforts on SMAs can be divided into two broad categories, based on

the relative length-scale of the extrinsic structural features (such as pores, cavities and

cracks) and the microstructural features (such as grain morphology and orientations) in the

specimens studied. Mechanics of SMAs at length scales where the size of the specimen or

any machined features is sufficiently larger than the grain size allows for the assumption

of spatially homogeneous and occasionally isotropic material properties. This length-scale

has historically received extensive attention in terms of both modeling and characterization.

However, at a length-scale of the structural features approaching the intrinsic microstructural

length, material properties are heterogeneous (e.g., the crystal orientation abruptly changes

from one grain to another) and consequently interpretation of the local phase transformation

response must take into account these heterogeneities.

Experimentally, phenomena such as the dependence of transformation stress and re-

coverable strain on texture and crystal orientations [15, 14, 22], anisotropy in the elastic
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modulii of austenite and martensite [107, 105, 118], relative stresses for the onset of phase

transformation, reorientation, plasticity and their relative strain contribution [120] have

been studied extensively using various diffraction techniques and in-situ testing. Common

to these studies is the assumption that the volume interrogated contains a large number

of grains and the observed response is not dependent on individual grain responses or on

microstructural heterogeneities, but rather on volume-averaged, representative material pa-

rameters. Similarly, the observed response is insensitive to the specimen size. However, size

effects become observable as the specimen size is decreased. Particularly as the specimen

size approaches the microstructural length scales, the size effects become prominent. When

the microstructural length scale is measured in terms of the average grain size, this spans

from the nanometer to micrometer range in most metals and alloys.

Experimental studies conducted on SMA wires with various diameters, micrometer and

nano-sized pillars, and polycrystals with nanometer to micrometer-sized grains have revealed

a change in the transformation mechanics as the intrinsic size is reduced. For example, ex-

periments on Cu-based SMA show that thermal effects related to heat transfer from the wire

to the surroundings play a role in determining critical transformation stress and hysteresis

when the wire diameter is large (hundreds of microns). However, in thinner wires (1 µm to

100 µm), the heat transfer is near-instantaneous and the transformation kinetics is domi-

nated by granular constraints and pinning at free surfaces. The result is a higher hysteresis

width in thinner wires due to a larger relative free surface area to provide pinning sites.

Another manifestation of this size effect is a transition from many martensite domains to

a single domain microstructure with decreasing intrinsic size [129]. At even smaller length

scales, in micro and nano-pillars, the onset of transformation is sudden [89] and its progres-

sion seen to occur in a non-smooth manner and the hysteresis shows a non-intuitive relation
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with the thermal cycling rate – it decreases with higher thermal cycling rates [142, 112]. S

tructure-property relationships are seen to be very different in nanocrystalline NiTi wires, as

compared to conventional wires, with an increased fatigue damage resistance and recoverable

strain in wires with nano-sized grains [113]. An extreme manifestation of the size effects oc-

curs at the length scales smaller than 200 nm in NiTi SMAs, where the phase transformation

is completely suppressed in very small grains [38, 135].

A distinction between length scales is essential to reliably predict the thermo-mechanical

response of SMAs depending on the specimen size. This distinction is reflected in the numer-

ical models for SMAs. At the macro-scale, phenomenological or self-consistent models are

suitable to predict the thermo-mechanical response on cycling, multi-axial loading behavior,

and contributions from multiple inelastic mechanisms – phase transformation, reorientation,

detwinning and plasticity [18, 16, 8, 92, 83, 24, 56]. These models, while being compu-

tationally efficient, do not account for microstructural heterogeneity. Micromechanics based

approaches, in contrast, are able to capture the effect of microstructure and simulate the

local SMA response [99, 37, 124, 76, 108, 95]. These approaches are suitable to predict

the performance and microstructural evolution at the micro to nano length scales. While it

is appealing to use these micro-mechanical approaches to model SMA behavior of aggregates

with millions of grains, it is not practical due to prohibitive computational expense. Hence

it is necessary to make a choice between the two approaches depending on the required level

of detail in the predicted response.

To make such a choice between phenomenological and micromechanical models, an un-

derstanding of the role played by the size of structural features (e.g., machined holes, pores,

notches) and individual grains in polycrystal deformation is necessary. Previous endeavors

on studying the effect of structural features include:
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(1) A numerical exercise to understand the coupling of elastic and inelastic strain fields

locally around a single machined hole and hole assemblies using a phenomenological

model [148]

(2) A comparison to experimental strain fields around a single hole using digital image

correlation, when the hole is much bigger than the mean grain size [10].

While empirical studies on wires with micron-scale diameter and bamboo grain morphology

address some of the issues related to the size effects when the grain and structural sizes

are similar, there are several open questions. The influence of grain interaction on SMA

deformation has been explored numerically [93] and empirically [60, 97], however the nature

of granular interaction is not clear when the specimen or the features in it are of comparable

size to the grains themselves. The role played by microstructure vs. the stress concentration

in a small specimen or around small structural features in determining the local superelastic

response is unclear. With the increasing interest in miniature SMA components, including

micro electro-mechanical systems and porous SMA assemblies where the pore size can be

comparable to the grain size, a quantitative understanding of the deformation phenomena

at the intermediate length scales is essential.

This chapter explores the SMA mechanics at the length scale where the structural fea-

ture size approaches the microstructural length scale. Using three specific cases, we vary

the size of machined features (micro-holes) in SMA specimens until the micro-hole diameter

is comparable to the average grain size. We track the local and global strain fields during

superelastic loading using digital image correlation (DIC), a technique that has been ex-

tensively used to characterize the SMA deformation at the micro and macro length scales

[10, 30, 58]. By comparing the measured surface deformation with the prediction of a
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macro-scale, phenomenological model, we are able to identify a length scale at which the

phenomenological prediction significantly deviates from the measured strain. This is the

length scale at which the microstructure starts to play a significant role in determining the

local deformation, rather than the homogeneous material properties or the boundary condi-

tions. Hence the key outcome of this work is a criterion in terms of relative length scales of

specimen, structural features, and microstructure, to determine the propriety of phenomeno-

logical vs. microstructural modeling approaches for predicting SMA deformation.

2.1. Materials, Experiments and Simulations

2.1.1. Material and Sample Description

A polycrystalline NiTi plate (Ti-50.53at.%Ni) supplied by Confluent Medical Technologies

(formerly Nitinol Devices and Components) was used to prepare three planar dogbone spec-

imens with 25 mm× 3 mm gage dimensions according to the ASTM E8 standard [3]. The

transformation temperatures were determined by differential scanning calorimetry (DSC),

using a Mettler Toledo DSC822e calorimeter to be As = 293 K, Af = 303 K from the heating

curve and Mf = 255 K, Ms = 278 K, Rs = 283 K and Rf = 293 K from the cooling curve. The

dogbone specimens were cut using electrical discharge machining and subjected to a high

temperature anneal at 1200 K for 900 s in vacuum and oven cooling to room temperature.

Then a second anneal at 773 K in air for 1800 s with the specimens sandwiched between

heavy steel plates to ensure that the specimens did not warp during annealing, followed by

a low temperature anneal at 473 K for 86.4 ks. The surface was then ground and polished

up to 1 µm using a diamond-based solution, followed by vibratory polishing with 0.06 µm

colloidal silica.

Tensile testing was performed on each of the following three dogbone specimens.
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Table 2.1. Dimensions of the planar dogbone specimens used to perform ten-
sion tests. D, t, d, and L are schematically shown in Figure 2.1(b).

Name Width Thickness Hole Diameter Hole Spacing
(D, mm) (t, mm) (d, µm) (L, µm)

MONOLITH 3.02 0.70 - -

S550 2.99 0.44 564 970

S150 3.02 0.59 156 266

MONOLITH: This sample has a monolithic gage section without any machined

holes.

S550: This sample has two 564 µm diameter holes machined in the center of the gage

with 970 µm center-to-center spacing.

S150: This sample has two 156 µm diameter holes with a 266 µm center-to-center

spacing in the center of the gage.

The dimensions of these specimens are summarized in Table 2.1, and the specimen ge-

ometries are schematically shown in Figure 2.1(a).

To ensure repeatability of the results, additional samples with similar hole diameters to

S550 specimen were tested and demonstrated similar results in terms of the macro stress-

strain response to the key findings in Section 3 and Section 4. However, the results for those

additional specimens are not shown.
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Figure 2.1. (a) Schematic of the tensile dogbone specimens with the details of
the machined hole geometry. (b) Boundary conditions employed in the finite
element analysis (FEA). The same boundary conditions are employed in all
the simulations.

2.1.2. Tension Experiment Setup

The specimens were loaded in tension at room temperature to 0.75% global axial strain

under displacement control at an engineering strain rate of 2× 10−4 s−1 and then unloaded

to zero load. The loading was done using a Sintech 20G load frame and the global strain

was measured using a 1 mm knife-edge extensometer.

Local strains around the holes were measured using a digital image correlation (DIC)

setup consisting of a Point Grey Grasshopper (9.1 MP) camera with a K2 Distamax Long
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Distance Microscopic lens. DIC is a non-contact method for the measurement of surface

strains by tracking the movement of patterns on the specimen surface and has been used

extensively to measure strain distributions in SMA specimens [31, 78]. A grey layer of paint

primer was used as the background layer and 5 µm alumina particles were then sprayed on

the wet primer to obtain a speckle pattern. A sequence of images of the gage section captured

at 1 frame per second during loading and unloading for each specimen was then analyzed

through VIC2D software from Correlated Solutions to obtain the local axial strains.

2.1.3. Microstructural Analysis

Grain orientation distribution and mean grain size in the representative regions in each

specimen were obtained by electron backscatter diffraction microscopy (EBSD) using a FEI

Quanta 600F electron microscope. These measurements were performed prior to tension

testing. Post-mortem transmission electron microscopy (TEM) analysis of the S150 sample

was performed using FEI Talos (FEG, 200 kV) to characterize the phases and precipitates

present. The location for TEM analysis was chosen based on the EBSD data such that a

〈1 1 1〉B2 zone axis was aligned in the TEM. A cross-sectional TEM thin foil was prepared us-

ing the Focused Ion Beam (FIB) lit-off technique and bright field and selected area diffraction

pattern (SADP) of the sample were obtained.

2.1.4. Simulations Using a Phenomenological Model for Phase Transformation

The superelastic response during the tension experiments for each specimen was simulated

using a macro-scale, phenomenological model consisting of elastic and phase transformation

constitutive laws. This model uses a constant Lagrange multiplier based explicit integration
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scheme for reduced computational expenses. The model and its Abaqus user material (VU-

MAT) implementation are described in detail elsewhere [117], however the key features of

the formulation are:

(1) The representative volume element (material point) is assumed to be a polycrys-

tal with isotropic elastic properties and a uniform maximum transformation strain

(εmax
tr ).

(2) The total strain ε at a material point is additively decomposed into an elastic (εe)

and a transformation component (εtr) as: ε = εe + εtr.

(3) The volume change on transformation from austenite to martensite phase is assumed

to be negligible as is the standard assumption of the Crystallographic Theory of

Martensite [11].

(4) Martensitic transformation is tracked through two internal variables: self accom-

modated martensite volume fraction (ξSA) and oriented martensite volume fraction

(ξσ). The total martensite volume (ξ) fraction is the sum of these two components:

ξ = ξSA + ξσ.

(5) Only the oriented volume fraction of martensite contributes to the transformation

strain.

(6) A phenomenological expression for the driving force for phase transformation is

constructed as a function of the deviatoric stress, temperature, and the oriented

martensite volume fraction.

The finite element mesh in each case was constructed using 4-node bilinear plane stress

quadrilateral reduced integration elements (CPS4R in Abaqus notation). The MONOLITH

specimen had the same element size throughout the sample (100 elements along the 25mm
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gage length). In the case of specimens with holes, a finer finite element mesh was constructed

near the holes with a gradual transition to a coarser mesh near the sample edges. For the S150

and S550 samples, at the gage center, the mesh was seeded such that the density of the nodes

along the holes remained the same (52 elements along the circumference of the holes). A

convergence study was conducted on all the samples to ensure that the mesh was sufficiently

resolved, especially near the holes. Since this model does not take any micromechanical

inputs, the size of the elements with respect to the average grain size of every specimen is

not considered. The boundary conditions imposed in the simulations are shown in Figure

2.1(b). They include a rolling boundary conditions on one edge perpendicular to the loading

direction to constrain that edge in the direction of loading, a pinned corner of the sample

to prevent rigid body modes and a uniform displacement applied to all nodes on the other

edge, to mimic the experimental loading.

The elastic stiffness, onset stress for forward and reverse transformation, and the harden-

ing parameters for the forward and reverse transformation were calibrated using the global

stress-strain curve obtained for the MONOLITH specimen. Strain along the loading di-

rection and martensite volume fraction were recorded from each of the simulations. The

simulated global stress-strain curves are obtained from the displacements at points corre-

sponding to the location of the edges of the extensometer and the reaction forces obtained

from the loading edge of the finite element analysis (FEA) model geometry considered. Ta-

ble 2.2 summarizes the calibrated model properties and material parameters used in the

simulations. The parameters include kinetic parameters (Ar), internal parameters (Cr, Cf )

and hardening co-efficients (Hσ, K).
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Table 2.2. Calibrated material properties and model parameters for the phe-
nomenological simulations.

Property Symbol Value Parameter Value

Young’s modulus E 32 GPa Yre 40 MPa

Poisson’s ratio ν 0.4 Hσ 4000 J kg-1

Density ρ 6.45 gm cm-3 Cf 105 MPa

Martensite start Ms 278 K Cr 2 MPa

Martensite finish Mf 255 K Ar 2 MPa

Austenite start As 293 K K 1 MPa

Austenite finish Af 300 K

Patel-Cohen coeff. CA,M 4.5 MPa K-1

Max. trans. strain εmax 0.04

Yield stress σ0 1000 MPa

Initial martensite fraction ξ0 0

2.2. Results

2.2.1. MONOLITH Sample

Figure 2.2 shows the experimental (solid curve) and simulated (dotted curve) global stress-

strain response for the MONOLITH sample during a uniaxial tension test. In the experimen-

tal curve, during loading, a non-linearity appears at a global strain between 0.45 and 0.5%.

The transition in the slope of the experimental curve is gradual vs. an abrupt transition

in the simulated response. Martensite phase fraction values from the simulation show that
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this transition represents the onset of phase transformation. The stress-strain curves are

hysteritic, and on unloading, the strain completely recovers. At four representative points

marked 1 to 4 on the curve in Figure 2.2, the experimentally observed local axial strain

distribution in the dogbone gage center is shown in the top row. The local strain gradually

increases to a maximum of approximately 0.85% at the peak imposed global strain. At

peak global strain, the variation in the local strain is ≈0.4%. For the unloading part, DIC

strain measurement shows a gradual reduction in strain to approximately 0% (not shown in

the figure). The middle row shows the axial strain distribution from the FEA simulation.

The phenomenological model naturally shows a more homogeneous strain distribution as

compared to the experiment. The average simulated axial strain at the peak is 0.75%.

2.2.2. S550 Sample

Figure 2.3 shows the global axial stress-strain response for the S550 sample, as obtained

from the experiment (solid curve) and from the simulation (dotted curve). The experimental

stress-strain curve transitions to a non-linear response between 0.35 and 0.4% axial strain,

which is smaller than 0.5% for the similar transition for the MONOLITH specimen. The peak

global stress for this case is 250 MPa, which is higher than the peak stress of approximately

220 MPa for the MONOLITH specimen. The global strain shows near complete recovery on

unloading with less than 0.01% residual strain at 0 load. The local axial strain distribution

measured using DIC at four representative points (1 to 4) is shown in the top row. At point

2, shortly after the onset of non-linearity in the global stress-strain curve, two bands of larger

local axial strain emanate from the holes and travel to top-right and bottom-left corners of

the gage. With increasing global strain, the local axial strain in these two bands grows until



51

Figure 2.2. MONOLITH specimen. Global stress-strain curves and local strain
maps obtained from the experiments (solid curve and top row), and macro-
scale simulations (dotted curve and bottom row). At peak load, the specimen
shows a maximum DIC strain of ≈0.85%

it reaches ≈3% at peak global strain. The axial strain away from the holes, in the left and

the right regions of the DIC area is near 0%.

The peak stress is underestimated by the phenomenological model (200 MPa), as com-

pared to the experimentally obtained stress value (250 MPa). Plausible reasons for this

difference include local plasticity around the holes leading to toughening of the sample and

a lack of microstructural input to the FE model. However, it is to be noted that this differ-

ence in the macro stress-strain response is not expected to have any influence on the local
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stress-strain measurement or behavior around the holes, which is the focus of the following

sections.

Local FEA axial strain results for the S550 specimen are shown in the middle row over

the global curves. The model predicts the formation of “V” shaped bands emanating from

each hole. The strain bands have two axes of symmetry: a horizontal axis passing through

the center of both holes and a vertical axis passing through the mid-point between two holes.

The axial strain in the bands varies between approximately 1% and 2%. There is a strain

maximum predicted just above and below each hole and a broad region of strain minimum

is predicted between the two holes. Though the local FEA results for the unloading part

are not shown, they show a gradual reduction in the axial strain with full strain recovery on

unload.

2.2.3. S150 Sample

Figure 2.4 shows the macro stress-strain response for the S150 specimen, as measured ex-

perimentally (solid curve), and obtained through the simulation (dotted curve). The global

experimental response is similar to the MONOLITH specimen. However, a small residual

strain (≈ 0.02%) at the end of unloading is observed. The axial strain distribution in the

center of the gage, measured using DIC, is shown in the top row. The axial strain is uniform.

The average axial strain around the holes at the peak global strain is in fact comparable to

the imposed global strain. No strain localization around the holes is observed.

Simulated macro stress-strain response for S150 is shown by the dotted curve, and the

local strain map around the holes in the gage is shown in the middle row of Figure 2.4. Similar

to S550 simulation, a pronounced strain minimum between the holes and the formation of
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Figure 2.3. S550 specimen. Global stress-strain curves and local strain maps
obtained from the experimental results (solid curve and top row) and simulated
response (dotted curve and bottom row). At peak load, the specimen shows
a maximum DIC strain of ≈3%. Both experiment and simulation show the
formation of strain bands around the holes.

symmetric “V” shaped bands of relatively larger strain around the holes, is predicted for

S150. The bands grow perpendicular to the loading direction with increasing global strain.

2.2.4. Microstructural Characterization

Figure 2.5 (a-c) show the gage-section microstructures for the MONOLITH, S550, S150 spec-

imens respectively. The grain orientation distributions in terms of inverse pole figure maps

are shown in the inset for each subfigure. The grain orientations show a random texture. The
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Figure 2.4. S150 specimen. Stress-strain curves and local strain maps obtained
from the experiment (solid curve and top row) and simulation (dotted curve
and middle row). At peak load, the specimen shows a maximum DIC strain
of ≈0.8%. The experimental response does not show any strain localization
around the holes, while the simulated response shows the formation of “V”
shaped strain bands.

mean grain size, calculated using the linear intercept method, in the MONOLITH, S550 and

S150 specimens is approximately 50 µm, 87 µm, and 50 µm respectively. The grain structure

around the holes is similar compared to that away from the holes. In the S550 specimen,

there is some grain refinement between the holes to a mean grain size of approximately

50 µm. However, we do not expect this to affect the response of the material, as this size is

well below the grain size where the Hall-Petch effect begins to be observed. In SMAs, size

of grains is expected to play a role in the deformation behavior in the nanometer regime, by
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Figure 2.5. Grain maps and orientation data (a-c) and mean grain orientation
distributions with respect to the loading axis (d-f) for MONOLITH, S550 and
S150 specimens respectively, obtained using EBSD. The grain size distribution
is similar across the specimens and the texture is random.

affecting the transformation onset stress and transformation strain produced [143] or caus-

ing the suppression of phase transformation altogether [129]. The grain sizes considered in

this work are well above the nanometer scale and we do not expect to see noticeable effects

from the grain size.

2.3. Discussion

A comparison between the spatial distribution of the experimentally measured axial strain

and the simulated axial strain in all specimens indicates a trend. The agreement between

the model and the experiments decreases as the size of the machined features is reduced

from MONOLITH to S150. This suggests that the influence of the microstructural features

relative to the effect of the structural features increases as the size of the holes is reduced to
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approach the average grain size in the specimens. In this section, we discuss the role of the

most important structural factor – the presence of holes, relative to the role of microstructural

factors, in determining the local strain distribution in each specimen. The microstructural

factors considered include the grain structure and any presence of precipitates and secondary

phases.

2.3.1. Effect of Relative Microstructural Size and Hole Size on Strain Distribu-

tion

2.3.1.1. Structural Factors Determine the Strain Distribution in MONOLITH

. For the MONOLITH specimen, the local axial strain distribution at the peak macro strain

in the experiments (Figure 2.2) shows a relatively small variation (mean 0.8%, standard

deviation 0.2%) compared to other specimens. The area in Figure 2.2 where the axial strain

distribution is reported, is approximately 3×2 mm. The mean grain size (diameter) in that

specimen is approximately 50 µm. Thus the imaged area consists of approximately 3000

grains. Presence of such large number of grains in the imaged region is expected to smear

out the heterogeneous transformation strains in the individual grains.

The experimental MONOLITH stress-strain response shows a gradual change in slope

at approx. 0.5% strain. Such transition is typically associated with the onset of phase

transformation. This is consistent with the experimental results obtained by Brinson et al.

[19] and the simulations of Manchiraju and Anderson [76], where the global stress strain

curve shows a gradual transition into the transformation regime. Since grains with varying

orientations are present in the specimen, phase transformation initiates in favorably oriented

grains. With the increasing imposed strain, phase transformation progressively begins to

occur in less favorably oriented grains. Thus the experimental slope gradually decreases as
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more and more grains start transforming. This phenomenon is not captured in the macro-

scale simulation results as the model is agnostic of the microstructure-level progression of

phase transformation. Thus in the MONOLITH specimen:

: Presence of holes: Not applicable. But the imposed boundary conditions (i.e., the

imposed macro strain) determined the observed response.

: Microstructure did not have specific effect on the local strain response. However,

the interaction between grains introduced a gradual change in slope in the macro

stress-strain response.

2.3.1.2. Structural Factors Determine the Strain Distribution in S550 and an

Influence of the Microstructure is Apparent

. Addition of the structural features in the S550 specimen introduces heterogeneity in the

observed strain response. The main source of heterogeneity is the stress concentration around

holes. This results in the axial strain concentration of approximately 3% around the holes.

This structural effect is captured by the phenomenological model as shown in the simulated

local strain plots in Figure 2.3 (middle row). While the formation of strain bands is antic-

ipated due to the stress concentration around holes, the experimentally observed bands are

asymmetric. A similar observation of asymmetric strain bands around machined holes was

made by Bewerse et al. using optical microscopy [10]. This departure from symmetry can

be attributed to the influence of the microstructure.

A strain band emanating from the left hole in the S550 specimen is interrupted by a

group of grains unfavorably oriented for transformation. Figure 2.6(a) shows the DIC strain

map for S550 at the peak load. The V-shaped strain band starting from the left hole is

interrupted in the top-left corner of the figure. This region is marked by slant lines. The
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Figure 2.6. S550 specimen. (a) Experimental axial strain at peak load with
the overlaid boundary of a group of [0 0 1] oriented grains. (b) EBSD grain
map showing the [0 0 1] grains in the top-left corner. The grains are marked
with slant lines. According to the Crystallographic Theory of Martensite [11],
these grains are oriented to produce relatively small axial transformation strain
in tension in NiTi compared to e.g., [1 1 1] and [1 1 0] oriented grains.

EBSD grain map for the specimen is shown in Figure 2.6(b). Several grains with a [1 0 0]

orientation are situated in the same region where the strain band is interrupted. According to

the Crystallographic Theory of Martensite (CTM) [11], [1 0 0] orientation in NiTi produces

a smaller axial transformation strain compared to e.g., [1 1 0] or [1 1 1] orientations. Thus the

interrupted strain band is likely the result of the [1 0 0] oriented grains present in that region.

Since the phenomenological model does not incorporate any microstructural inputs, the

strain concentration in Figure 2.3 is symmetric. Based on this information, grain orientation

is identified as the key microstructural factor in influencing the local strain response in the

case of S550. Thus in the S550 specimen:

: Presence of holes lead to stress concentrations, which then caused strain localiza-

tion of up to 3% in V-shaped bands.

: Microstructure affected the local strain distribution. Specifically, grains that are

unfavorably oriented for phase transformation, lead to smaller strains even in the
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regions where a stress concentration is present due to the holes. Additionally, similar

to MONOLITH, the interaction between the grains introduced a gradual onset of

phase transformation.

2.3.1.3. Strain Distribution in S150 is Determined by the Microstructural Fac-

tors

. The strain measurements for S150 specimen show a strong departure from the observation

for S550. Despite the availability of sites for stress concentration, S150 does not show dis-

tinct strain bands (Figure 2.4) and the simulated strain bands in S150 are lower in strain

magnitude compared to S550 simulation results.

To compare the structural effect of the holes in S550 and S150, analytical calculations

based on the tabulated stress concentration formulae [104] are performed on the samples.

The peak stress for a sample with thickness t is calculated as a product of the theoretical

stress concentration factor (kt) and the nominal stress (σnom), based on the reduced cross

sectional area due to the holes, in two separate cases:

(i): a single hole of diameter d in an infinitely long specimen with a fixed width D

(2.1) kt = 3.000− 3.140(d/D) + 3.667(d/D)2 − 1.527(d/D)3

(ii): a pair of holes of diameter d separated by L in an infinite solid

(2.2) kt = 3.000− 0.712(d/L) + 0.271(d/L)2

The nominal stress, normalized to the uniaxial tensile load P , in both the cases is

(2.3) σnom/P = 1/(t(D − d))
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The normalized peak stresses for S150 based on cases (i) and (ii) are 1.68 and 1.58

respectively. For the S550 specimen, the normalized peak stresses based on cases (i) and

(ii) are 2.37 and 2.51 respectively. This shows that the structural stress concentrations are

more prominent in the S550 sample as compared to the S150 sample. The presence of more

prominent strain bands in S550 can be rationalized based on the higher stress concentration

around the holes in the S550 sample. Just the lower stress concentration in the S150 sample

however, cannot be used to completely rationalize the absence of strain bands. This suggests

that causes of microstructural origin dominate over the structural stress concentration in

determining the local strain distribution.

In S150, the grains have a uniform size distribution and the texture is random, as shown

by the EBSD grain maps in Figure 2.5(b). Thus, grain structure alone is not the cause

behind the absence of strain concentration bands. Further microstructural analysis reveals

that precipitates may have played a role in determining the local deformation patterns in

S150. Based on the heat treatment employed on the samples (as described in Section 2.1),

specifically the 773 K, 1800 s annealing between heavy steel plates, Ni4Ti3 precipitates are

expected to form in the S150 specimen. Khalil-Allafi et al. [57] observed such precipitation

in Ti-50.7at.%Ni annealed at 773 K for 3600 s under stresses up to 20 MPa. TEM analysis

from a FIB lift-out from a region between the holes as shown in Figure 2.7(a, b) shows the

presence of precipitates and R-phase. Figure 2.7(c, d) show the corresponding bright-field

TEM micrograph and selected area diffraction patterns (SADP). The presence of Ni4Ti3 pre-

cipitates and R-phase is confirmed based on the 1/7 〈3 2 1〉 and 1/3 〈1 1 0〉 super-reflections,

respectively. These observations are consistent with the work of Michutta et al. [79], who

observed the precipitation of Ni4Ti3 in Ni-rich NiTi during aging under compressive loads

up to 50 MPa and the preferential nucleation of R-phase at the precipitate-matrix boundary



61

while cooling. Similarly, Xie et al. [141], empirically observed that the precipitate-matrix

boundaries acted as preferred nucleation sites for the martensite phase. The cause for this

selective nucleation of the R-phase was investigated by Zhou et. al. [146], who established

that Ni4Ti3 precipitates act as stress concentrators causing preferential nucleation at the in-

terface of the precipitate with the austenite matrix by numerically estimating the magnitude

of stress variation along the interface.

Thus, precipitate-assisted nucleation of martensite and R-phase at various locations in

the specimen gage, coupled with a lower stress concentration near the holes compared to

S550 and stress concentration around the precipitates, is likely to have resulted in a more

uniform strain distribution at peak load in S150. While S550 specimen is also expected to

have precipitates, since it underwent an identical heat treatment, the effect of precipitate-

assisted nucleation in that case is expected to be secondary to the larger stress concentrations

around the holes. In the MONOLITH specimen on the other hand, due to the absence of

stress concentration sites (i.e., holes) the effect of precipitates, if any, is indistinguishable

from the homogenized response over many thousands of grains. Thus in the S150 specimen:

: Presence of holes did not appear to play a role in determining the local strain

distribution.

: Microstructure determined the local strain distribution. Specifically, the presence

of uniformly distributed Ni4Ti3 precipitates assisted the nucleation of martensite

and the secondary phase, leading to a more uniform strain distribution around the

holes on loading at room temperature.

This analysis shows that the microstructure played a progressively more important role in

determining the strain response from MONOLITH to S150. Since the same heat treatment
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Figure 2.7. S150 specimen. (a) Experimental axial strain at peak load, as
obtained from DIC. (b) EBSD map of region highlighted in (a), colored ac-
cording to orientations with respect to the X axis. The FIB cross-sectional
cut is indicated by solid black lines. (c) Bright field TEM micrograph of the
specimen and (d) the corresponding SAD pattern showing the 〈1 1 1〉B2 zone
axis containing R-phase reflections of type 1/3〈1 1 0〉, along with 1/7〈3 2 1〉
reflections of Ni4Ti3 precipitate.

is employed in all three samples, the precipitate distribution is expected to be similar. The

relative size of the structural features however, decreased from MONOLITH to S150. In

the gage section of MONOLITH there are thousands of grains present. In S550, there are

approximately 60 grains between the holes. In S150, there are less than 10 grains between

the holes. The precipitate size and separation is of the nanometer-scale, as shown in Figure

2.7(c), yet it dominated the strain response in S150. Thus, we propose a criterion for selecting

phenomenological vs. microstructural models for capturing local strain response around

structural features in SMAs based on two factors – the structural feature size relative to the

average grain size and the presence of other microstructural features such as precipitates.
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2.3.2. Suitability of Micromechanical vs. Macro-scale Models for SMAs

The discussion in the previous subsection points to the increased influence of microstructural

effects as the machined feature size is systematically reduced. For example, in MONOLITH,

the local deformation is completely determined by the imposed boundary conditions. In

S550, where the feature size is approximately 6 times the average grain size, the deformation

is partially influenced by the microstructure. However, when the region of interest contains

a few grains as in S150, and when other microstructural features such as precipitates that

can affect the nucleation and growth of martensite are present, the local strain response is

dominated by the microstructure. Thus we propose that –

• Macro-scale, phenomenological models can adequately capture the local deformation

response when the region of interest is larger than 10 times the mean grain size.

• Micromechanical models are necessary to capture the local deformation response in

SMAs, when the region of interest is comparable to the mean grain size and when

features such as precipitates are present that can modify the spatial distribution of

martensite.

This conclusion however has certain exceptions. For example, the regions that are far

enough from the structural features or stress concentration sites may not experience the

effect of local heterogeneities. This is similar to the Saint-Venant’s principle, where the lo-

cal distribution of the loads does not significantly influence the deformation in the regions

sufficiently away from where the loads are applied. This points towards the presence of a

critical neighborhood around the structural inhomogeneities where microstructural informa-

tion is essential to reasonably predict the local deformation response. However, in regions
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away from the holes for example, phenomenological models that do not account for the mi-

crostructural heterogeneities continue to be adequate, as long as the the regions interrogated

contain a large number of grains. Also, when the region of interest is large, the local influence

of precipitates or inclusions is small.

This discussion is relevant to predicting the response in small SMA assemblies like micron

sized actuators and sensors, and porous structures, where the relative sizes of structural

features (like pores) are comparable to the length scale of the intrinsic microstructure of the

material. In such cases the above criterion can be useful in selecting an appropriate macro

scale model or a microstructural model.

2.4. Conclusions

In this work we examined a structural feature size effect on the local deformation in a

NiTi SMA by studying three contrasting cases with varying sizes of machined holes with

respect to the average grain size in planar specimens. This study details the deformation

behavior using extensive characterization on three specific specimen cases which reflect the

extremes of hole (feature) size with respect to the grain (microstructure) size. Even though

NiTi is used as a model system, these results are expected to apply to other SMAs as well.

(1) In the absence of structural features or stress concentration sites, the deformation is

homogeneous to a global strain of 0.75%, as seen in the MONOLITH specimen. The

axial strain distribution, simulated using a macro-scale, phenomenological model

for phase transformation is adequate to capture the uniform strains seen in the

experiment.
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(2) In a specimen where the grain size is relatively small compared to the hole size,

structural effects dominate over microstructural effects, as seen in the S550 speci-

men. Individual grains influence the local strain distributions, e.g., grains unfavor-

ably oriented for transformation interrupting a strain band in the region of stress

concentration.

(3) In the specimens such as S150 where stress concentration around the holes is dimin-

ished, the holes are comparable in size to the grains, and feature such as precipi-

tates are present that can modify the martensite nucleation and growth mechanics,

the microstructural effects dominate over structural effects. In these cases, the lo-

cal strain distribution significantly deviates from the prediction of the macro-scale

model, where the predicted stress concentration around the holes does not reflect in

the actual axial strain observations.

(4) Microstructural models are more appropriate to predict local phase transformation

response when the region of interest or a structural feature in the specimen is less

than ten times in size compared to the average grain size, or when precipitates can

influence local martensite nucleation and growth. When a multitude of grains are

present in the region of interest, a macro-scale model is adequate for predicting the

local phase transformation response.

In the future, this work will be well complimented by an approach that characterizes

a larger number of samples to provide statistical insights into the interaction between ma-

chined features and local phase transformation response. An efficient way to do this is using

micromechanical modeling, which takes experimental microstructural characterization as an

input to predict grain and sub-grain scale deformation in virtual samples.
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CHAPTER 3

Interactions between Structure and Microstructure Determine

Micromechanics of Crack Growth

Adapted from: Partha P Paul, Margaret Fortman, Harshad M Paranjape, Peter M An-

derson, Aaron P Stebner, L Catherine Brinson (2018), Influence of Structure and Microstruc-

ture on Deformation Localization and Crack Growth in NiTi Shape Memory Alloys, Shape

Memory and Superelasticity 4(2), 285-293.

3.1. Introduction

In the implant industry, porous NiTi SMAs in particular are a candidate material for bone

implants [17]. Porosity can promote tissue growth, and by varying the pore volume fraction,

the stiffness of the implant can be matched with the stiffness of the bone. The emerging

techniques of metal additive manufacturing (AM) are particularly suitable for making such

components due to the ability of these methods to produce near-net-shape products with

complicated geometries [29, 36].

There is another, less obvious advantage of using metal AM to make porous SMA prod-

ucts or SMA assemblies with micro-scale features such as holes, channels, or notches. The

stress and strain distribution in such assemblies with structural features can be highly het-

erogeneous owing to the stress concentrations near the pores [101]. Additionally, the de-

formation in SMAs is highly orientation dependent. Since implants typically undergo cyclic
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loading, deformation can accumulate over time in these stress concentration zones and even-

tually lead to failure. Hence tailoring local grain orientations around pores or other features

may provide a method to relieve stresses, reducing the likelihood of crack nucleation around

pores. To this end, AM has the unique flexibility to allow such microstructural tailoring. The

control of grain size in AM components of Ti-6Al-4V is possible to some extent by control-

ling the laser parameters such as scan speed and power in laser-based AM builds [61]. More

recent efforts have also demonstrated that metal AM can be used to tailor site-specific prop-

erties including grain orientation and morphology [27]. DeHoff et al. showed the possibility

of such site-specific orientation control in Inconel 718 by varying electron beam scan param-

eters in specific patterns [34]. When selective laser melting (SLM) of random textured raw

material is used to build NiTi SMA parts, [1 0 0] is observed to orient along the build direc-

tion under the laser spot [111]. Ma et al. showed that by the controlling the SLM processing

parameters, a spatial variation in the transformation temperatures can be obtained in a NiTi

SMA build [34]. Wang et. al. recently studied the relationship between laser parameters in

SLM and the local composition and transformation temperatures, tuning them to produce

parts with alternating layers of austenite and martensite phase [138]. Thus, strategically

designed laser scan patterns can be used to develop specific microstructures by controlling

grain orientations and composition in SMAs. With this control of orientations, AM promises

to be a useful technique to produce both tailored geometries as well as site-specific property

variations.

In anticipation of the advancement of these AM techniques that enable tailorability of the

microstructure, we focus on a related mechanistic issue: the influence of the grain structure,

grain orientations, and micro-hole geometry on the deformation localization and crack growth

in NiTi SMA. We collectively explore deformation localization and crack growth since most
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often micro-cracks nucleate in the regions of accumulated inelastic deformation. Micro-

holes provide a simple model for the complex stress-state that is likely to develop in porous

SMA assemblies as well as AM-produced SMA products with small-scale features. These

mechanistic aspects have been extensively studied individually. For example, micro-holes

and notches are known to induce multi-axial stress-states and multiple martensite variants

in their vicinity [87] and also act as the nucleation sites for cracks [62], while grain boundaries

are known to constrain deformation due to phase transformation [23]. Crack growth in SMAs

has been extensively studied both at the individual crystal scale as well as in a statistical

sense, using empirical [28, 140, 33, 109] as well as modelling based techniques [51, 7].

However, the influence of structural features along with the accompanying microstructure

on deformation localization and crack growth has not been studied together.

This work employs a coupled experimental and modeling approach to provide a new

understanding of the effects of microstructure and defects on localization and crack growth.

We use microstructural modeling to systematically vary the grain orientation in two virtual

SMA specimens with micro-holes to explore the trends in strain localization around holes.

We then use an empirical approach to qualitatively characterize the paths followed by cracks

growing from micro-holes and traversing multiple grains in a superelastic NiTi SMA planar

specimen loaded in tension. In Section 2, we introduce the modeling and experimental

methods used. The first half of Section 3 contains results from the simulations while the

latter half consists of results and discussions from the experimental investigations.

3.2. Materials, Experiments, and Simulations

In this work we use two methods: cyclic tension experiments with ex-situ electron mi-

croscopy and micromechanical modeling. The experimental approach is used to monitor
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crack growth around a pair of micro-holes in a NiTi plate during cyclic tensile loading. The

micromechanical modeling is used to simulate the strain evolution and strain-band formation

in virtual samples. The microstructures in these simulations are based on the experimental

sample. The details of these methods are described below.

3.2.1. Description of materials, specimen, and experiments

The superelastic NiTi SMA material containing 55.6wt.%-Ni and the experimental specimen

used here are similar to the ones extensively described in [101]. The relevant details are

summarized below.

(1) The material is superelastic, polycrystalline Ni55.6wt%-Ti with an average grain

size of ≈ 87 µm. The map of austenite (cubic) grains and the grain orientation

along the loading axis are shown in Figure 3.1(a).

(2) A schematic of the sample geometry is shown in Figure 3.1(d). The sample gauge

section is 25mm x 3mm and the gauge is ≈ 0.5mm thick.

(3) In the center of the gauge, two holes are drilled into the sample as schematically

shown in Figure 3.1(e, left). The hole diameter is 564 µm with the center-to-center

spacing of 970 µm. The hole size and the spacing are chosen to be within one order

of magnitude of the mean grain size.

Mechanical testing is done at an engineering strain rate of ≈10-3 /s using a Sintech 20G

load frame. The sample is loaded in uniaxial tension for 100 load cycles to a nominal axial

strain of 1%, as measured by a 10mm extensometer with knife around the center of the

sample gauge section. The sample is removed from the load frame after 10, 20, 50 and
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100 cycles for imaging of any cracks. The imaging is performed using a FEI Quanta 600F

scanning electron microscope (SEM).

3.2.2. Simulations Using a Micromechanics based Model

A microstructural finite element (FE) model for phase transformation by Manchiraju and

Anderson is used to perform the simulations [76]. Key features of the model are summarized

below.

(1) Each element is modeled as an austenite single crystal with three deformation mech-

anisms:

(a) Anisotropic linear elasticity in the austenite and martensite phases

(b) Martensitic phase transformation between austenite (cubic, B2) and martensite

(monoclinic, B19’) phases at the habit plane variant (plate) scale.

(c) Plasticity in austenite in the framework of crystal plasticity. Six 〈1 0 0〉/{1 1 0}

and six 〈1 0 0〉/{0 1 0} B2 slip systems are considered.

(2) The inputs to the model, reflecting the deformation mechanisms described above,

are:

(a) Elasticity: Elastic constants and thermal expansion co-efficients for the marten-

site and austenite phases.

(b) Phase Transformation: Equilibrium transformation temperature, latent heat

of transformation per unit volume, coefficients of a phenomenological hardening

matrix accounting for plate-plate interaction, and the critical energy barrier for

austenite to martensite phase transformation (which is assumed to be equal in

magnitude but of opposite sign for martensite to austenite reverse transforma-

tion).
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(c) The input also includes the crystallographic orientation at every material point.

(3) Based on a prescribed deformation, final outputs of the model are the stress tensor

and the martensite plate volume fractions at each integration point in the FE model.

The goal of this work is to model the transformation characteristics around structural fea-

tures at relatively low loads. Therefore, we suppress plasticity by setting the critical resolved

shear stress to a very high value (1000MPa). The equilibrium transformation temperature

is set from differential scanning calorimetry (DSC) testing done on the experimental sample,

as described in [101]. Representative values for other material parameters in the simulations

are listed in Table 1 in [76].

Since the majority of deformation of similar samples in [101] is observed to be con-

centrated around the holes, a rectangular region localized around holes was modeled using

Abaqus FE software. First, the average grain size from Figure 3.1(a) was used to tessellate

the model with grains. The grains in the model were assumed to be columnar through the

thickness. Second, a mesh comprising tetrahedral elements (C3D10M in Abaqus notation,

10 integration points, bilinear interpolation) was created. Finally, every grain was assigned a

particular orientation and all elements located within a tessellated grain were identified and

assigned that same crystallographic orientation, to simulate a polycrystal specimen. The

mesh was created such that it is fine (≈ 225 elements per grain) near the holes where most

of the deformation is concentrated and coarser (up to 5 elements per grain) away from the

holes as shown in Figure 3.1(e, center schematic). One end of the rectangular model was

held stationary while a constant displacement (at a similar rate to the experimental loading)

was applied on the other edge, to simulate uniaxial tensile loading.
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Using this model setup, two simulations with the same model geometry described above,

but different hole geometry, as shown in Figure 3.1(e) were considered to model the interac-

tions between structure and microstructure.

(1) Simulation 1: A 25 mm x 3 mm x 0.25mm gage section with a random grain

orientation distribution was used in this simulation. This resembles actual porous

materials in polycrystals, by including 8 holes of varying sizes (100 µm, 200 µm and

400 µm) and separations arranged in a staggered manner through the central part of

the specimen, as shown in Figure 3.1(e, right schematic). A tessellation is performed

on the surface of the specimen, using the average grain size obtained from EBSD

and extrapolated through the thickness of the sample assuming through-thickness

grains.

(2) Simulation 2: This simulation consists of only two holes in the model as a highly

idealized representation of a porous SMA specimen. The model in this case rep-

resents the same 25 mm x 3 mm x 0.25mm gage section as in the above case.

The diameter of each hole is 150 µm and the center-to-center hole separation is

300 µm(Figure 3.1e, left schematic). Two separate instances of this case are con-

sidered. In the first instance, a specimen with a random orientation distribution

is used, to mimic a polycrystal with random texture. In the second instance, the

orientation of selected grains above one of the holes is changed so that the resul-

tant grain orientations highly favors phase transformation in the loading direction.

These two instances are described further in Section 3.3.2 (Figure 3.3).
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Figure 3.1. Schematic of experimental and virtual specimens. (a) Orienta-
tion map of the experimental sample with holes with (b) the color key for
orientations with respect to the loading axis. (c) The dependence of theoreti-
cal axial transformation strain on orientation, based on calculations from the
Crystallographic Theory of Martensite [11]. (d) Schematic of the experimental
specimen with arrows showing the loading direction. (e) Sample geometry and
boundary conditions used in the simulations. The left and right panels show
the hole structure in Simulation 1 and 2 respectively, while the central panel
shows the mesh density used in Simulation 2.
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3.3. Results and Discussion

3.3.1. Simulation: Structural Features Determine the Initiation Sites and Grain

Orientations Determine the Continuity of High-strain Bands

Figure 3.2 shows the simulated axial strain around holes at four different nominal strain

states in Simulation 1 described in the previous section. While the nucleation of large-strain

bands begins directly at the sites of stress concentration viz. above and below the holes, the

geometry of these strain bands itself is more complex. Figure 3.2(a) shows the initial load-

free state and (b-d) show the propagation of the high strain bands in the regions around

the holes. The sequence of strain states in Figure 3.2(b-d) shows tortuous, asymmetric,

and occasionally discontinuous growth of strain bands with increasing loads. The grayscale

contour indicates the simulated axial strain while the colored insets show the theoretical axial

transformation strain inside the box in the gray contours. The theoretical strain depends on

the grain orientation as indicated in Figure 3.1 (c).

The location of strain bands in “V” shape above and below the holes in the simulation

is expected based on the theory of elasticity. Those sites are the locations of stress maxima.

The observed complex geometry in the growth of strain bands can be rationalized based on

the favorability for transformation of the grains that these bands encounter. The insets in

Figure 3.2(b-d) show the theoretical axial transformation strain that individual grains can

produce, using the Crystallographic Theory of Martensite [11]. Dependence of theoretical

axial transformation strain on the orientation is shown in Figure 3.1(c) and, in general, in

NiTi, grains with [1 1 1] and [1 1 0] directions oriented with the loading direction produce a

larger transformation strain and are therefore easier to transform compared to [1 0 0] oriented

grains. The black arrows in the insets in Figure 3.2(b-c) indicate the direction of propagation
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Figure 3.2. Simulated estimates (grayscale contours) of axial strain from Sim-
ulation 1, with the theoretical axial transformation strain for the boxed region
indicated by the colored plots. (a) shows the entire specimen in the initial
load-free state. Grayscale contours in (b-d) show different snapshots of (a)
at increasing nominal macro strains: (b) at 0.6%, (c) at 0.75%, and (d) at
0.9%. The colored insets in each sub-figure (b-d) show the theoretical axial
transformation strain for the boxed region similar to that shown in (a). The
dependence of theoretical transformation strain on orientation is shown ear-
lier in Figure 3.1(d). The loading in all sub-figures is along the horizontal
direction. The black arrows in the insets show the direction of propagation
of strain bands from nucleation spots. The ellipses in (d) indicate where high
strain bands either completely stopped or grew around unfavorably oriented
grains.

of the bands. When a propagating band encounters a highly unfavorable grain, there are

two possible outcomes. As seen in Figure 3.2(d), if the grain is small enough, the band can

grow around the grain and continue propagating, as indicated by the ellipse just below the

hole. However, if the grain is large enough, it completely stops the growth of the band in

that direction, as shown by the ellipse near the bottom left of the hole. In this latter case,

we have observed that typically a different strain band nucleates and grows from nearby,
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Figure 3.3. Results from Simulation 2 showing stress relief near holes when
grain orientations are changed. The grayscale contour shows the axial stress
from simulations while the colored contour is the theoretical transformation
strain, which depends on the orientation according to Figure 3.1(c). In (a),
the stress maximum in the sample corresponds to a grain producing relatively
small theoretical axial transformation strain is situated above the hole (inset,
blue color with white border), due to inefficient transformation. In (b), when
the orientation of that grain is changed to favor transformation(inset, red color
with white border), the stress is relieved as shown above the hole by the dotted
box.

in a different direction, based on an efficient pathway in its neighborhood. Thus branching

strain bands can be seen in the lower-right portion of Figure 3.2(d). A similar observation

was made by Richards et al. [108]. They observed phase transformation spreading between

favorably oriented grains with slip acting as a bridge in unfavorably oriented grains for phase

transformation.

3.3.2. Simulation: Local Orientations can be Tailored to Relieve Stress Concen-

trations

The results in the previous section demonstrate that in SMA specimens where the pore size is

comparable to the grain size, the stress-concentration and the growth of strain bands can be
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heterogeneous. Thus, site-specific control of microstructural features such as crystallographic

orientation can be used to alter stress states in specific regions of the sample. This section

shows a specific example of this idea.

Figure 3.3(a) shows the simulated axial stress at 1% macro strain in Simulation 2, when

the grain orientations are assigned randomly and the average grain size is obtained from

the experimental sample. There is a stress concentration above the hole in a region where

an unfavorably oriented grain is located, demarcated by a white outline and also observed

in the grayscale axial stress map. The inset shows theoretical axial transformation strain

for the grains. The stress concentration site coincides with the location of the grain that

produces 3.5% axial transformation strain. In the second instance of the simulation, the

results of which are shown in Figure 3.3(b), the crystallographic orientation of this grain is

changed so that it is now favored for transformation, producing 6.5% axial transformation

strain. Therefore, in case (b), after switching the orientation, the grain transforms easily and

the stress concentrations above the hole in (b) are relieved. Tailored material design to pro-

actively target grain orientations in regions of anticipated local stress concentrations might

have favorable influence on the cyclic loading performance of porous SMA components. This

is a concept that merits further study to advance a further understanding of the effect of

such tailored microstructures. In steels – materials that deform by plasticity – change in

pore shape from a circle to an ‘S’ shape increased the fatigue life due to reduction of local

stresses [52]. In SMAs however, the promotion of local transformation to relieve stresses as

demonstrated in this section may also lead to local transformation-induced slip, leading to

an accumulation of defect content over many cycles, which can lead to functional fatigue.
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3.3.3. Experimental: Stress Concentration Determines Crack Nucleation and

Grain Structure Influences Crack Growth

The previous subsections used a simulation-based approach to explore the influence of grain

orientation on strain localization and a way to reduce local stress by orientation engineering.

In this section, we use an experimental approach to show how orientations also influence

crack growth. These results are from the investigation of crack growth over 100 cycles up to

a nominal axial strain of 1%, as described in Section 3.2.1.

Figure 3.4(a) shows the EBSD grain maps with SEM images of crack growth superim-

posed on them (b-d) for the experimental sample after 20, 50, and 100 cycles. The region

shown in this figure is coincident with the bottom-left quadrant of Figure 3.1(a), shown

by the dotted box. In this region, two cracks are visible: one in the cyan colored grain

(numbered 1) and another in the green colored grain just to the right (numbered 2). The

crack through Grain 1 does not show significant growth during cycling. With an orientation

between [1 1 0] and [1 1 1], Grain 1 is oriented favorably for phase transformation and slip

in austenite phase under uniaxial stress along horizontal direction. Thus it is plausible that

the stress state is more relaxed under peak load due to profuse phase transformation, thus

stopping crack growth. On the other hand, the crack through Grain 2 grows continuously

during cycling, interrupted by small, black inclusion particles and following a tortuous path.

In both cases, a band-shaped deformation structure is visible around the cracks.

Figure 3.5 shows the crack growth observed in the dotted box in the top-left quadrant

of Figure 3.1(a), at the end of 20, 50 and 100 cycles. In this case, one major crack in the

center region grew through the aquamarine-colored grain (numbered 1) into the green grain

(numbered 2). The crack followed an approximately straight path through the Grain 1 at
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Figure 3.4. Crack growth in the bottom left quadrant indicated by the dotted
box in Figure 3.1(a). (a) Grain orientation with respect to the leading axis.
The standard coloring scheme, as shown in the key in Figure 3.1(b) is used.
Crack geometry, as seen using ex-situ SEM, is superimposed on the grain
orientation map after (b) 20 cycles, (c) 50 cycles and (d) 100 cycles. The
crack in cyan grain, numbered 1, does not grow. The crack in green grain
(numbered 2) grows, however it encounters inclusions (dark spots).

an angle of ≈ 750 to the loading axis and then through Grain 2, at an angle of ≈ 600 to the

loading axis. These angles correspond to {1 1 0} type planes in the respective grains. Gall et.

al. [41] showed that fracture in NiTi takes place through cleavage along {1 0 0} and {1 1 0}

planes. The straight nature of the crack growth suggests crystallographic fracture along a

{1 1 0} type plane. This observation is in contrast with the previous result, where the crack

follows a tortuous path which we postulate is due to the presence of inclusions in its path in

that case, as seen by Vaidyanathan et al. [131].
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To the left of the hole in Figure 3.5 are red grains, which, according to Figure 3.1(b) are

close to a [1 0 0] orientation from the loading axis. According to Figure 3.1(c), such grains

are characterized by a high transformation stress and low transformation strain (inefficient

for transformation). Since this loading was conducted at relatively low loads (up to a peak

nominal strain of 1%), it is not expected to show significant deformation due to the high

activation threshold for transformation. This is confirmed by the SEM images, by a marked

absence of a remnant deformation field around that region seen around cracks in Figures 3.4

and 3.5.

We also monitored the crack growth around the right hole in the experimental sample.

Three cracks were observed close to grain boundaries and did not show significant growth

over cycling while one large crack primarily grew through a large [1 1 0] type grain. These

observations are largely consistent with the results presented for the left hole. However, a

statistical correlation between grain orientation and propensity for crack growth cannot be

made from these observations that considered a limited number of grains and two holes of

fixed size. A more comprehensive program relating crack growth to grain orientations may

follow the approach recently used to relate grain size and fracture resistance [1, 69]. This

would involve tracking a larger number of cracks around a broader distribution of pore sizes,

grains, and locations, for example in a sample similar to the virtual specimen in Simulation

1.

3.4. Conclusions

The goal of this work was to explore two mechanistic phenomena in a representation of

porous NiTi shape memory alloys. The first phenomenon – strain localization around holes,
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Figure 3.5. Crack growth in the top left quadrant shown by the dotted box
in Figure 3.1(a). (a) Grain orientation with respect to the leading axis. The
standard coloring scheme, as shown in the key in Figure 3.1(b) is used. Crack
geometry, as seen using ex-situ SEM after (b) 20 cycles, (c) 50 cycles and (d)
100 cycles. The crack in the aquamarine grain (numbered 1) grows through
a straight path through the entire grain, till it reaches a grain boundary and
then continues to grow into the green grain (numbered 2). The arrows in (d)
indicate the change in angle of the crack as it grows from Grain 1 to Grain 2.
Residual deformation is seen around the crack.

was studied using a microstructural modeling approach. Relation between crack growth and

grain orientation around holes was explored experimentally. The major conclusions are:

(1) The relation between hole location, grain orientation, and strain band formation is

intuitive. Strain bands form at stress concentration sites around holes. However
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their growth is enhanced by grains optimally oriented for transformation and im-

peded by unfavorably oriented grains. Thus the strain bands can fluctuate in strain

and follow tortuous path.

(2) This strain band geometry dependence on the orientations can be used to relieve

stress concentrations by introducing easy-to-transform grain in the path of the

bands. Recent AM techniques may be able to achieve such orientation tailoring.

(3) The presence of large [1 1 0] type grains with respect to the loading axis is seen to

provide the least resistance to crack growth in areas of stress concentration around

the holes.

This work opens an avenue for engineering local crystal orientations to improve fatigue

life of components made of materials that are highly anisotropic and heterogeneous in de-

formation. In the future, it will be interesting to experimentally explore a larger crack

population to statistically uncover significant trends between the nature of crack growth and

grain orientation, and a more comprehensive picture of polycrystalline fracture in porous

shape memory materials. For reducing stress concentration around pores, a future additive

manufacturing effort may develop a laser scan strategy that actually realizes the orientation

changes discussed in Section 3.3.2.
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CHAPTER 4

Interaction between Structure and Microstructure Determine

Extent of Deformation in Nanoscale Phase Transformation

4.1. Introduction

An interesting manifestation of the interactions between structure (specimen size) and

microstructure (grain size) was observed during compression loading of tapered cylinders of

superelastic NiTi, where the average grain size was systematically varied with respect to the

specimen size [54]. In this work, nanosized pillars are fabricated as tapered cylinders in the

SEM, with a length of 1.5 µm, a top diameter of 688 nm and a taper of 50 with respect to

the axis of the pillar. Multiple specimens were prepared in which the average grain size of

cubic NiTi was systematically varied from 10 nm to 421 nm and taken through quasistatic

uniaxial compression, to the same peak axial stress, followed by unloading. The range of

grain sizes is chosen such that at its maximum size, the grain size approaches the specimen

size. The major discovery of this work was the suppression of phase transformation in the

specimens with large and small grains, with a grain size of 86 nm exhibiting the largest extent

of deformation. When the same range of grain sizes was tested on larger sized pillars (top

diameter of 1mm), there was a monotonic increase in the extent of transformation with the

grain size, before saturating at large grain sizes (>150 nm).

The specimen with the smallest grain size, viz. 10 nm, shows a heavy suppression of phase

transformation. This phenomenon of suppression of phase transformation with decreasing

grain size at the nanoscale has been well investigated and attributed to various factors such
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Figure 4.1. Set up of micromechanical simulations. (a) shows the experimental
specimen used [54], along with the specimen crystallographic texture [133].
(b) shows the set-up of the micromechanical model, informed from the exper-
iments. The left shows the specimen with 421 nm grains, with different colors
indicating the transformation strain produced by the grain, according to the
Crystallographic Theory of Martensite [11] while the right shows the loading
boundary conditions.

as deformation by amorphization and an unfavorable energy landscape at the nanoscale

[2, 135, 38]. Therefore, increasing the grain size also results in an increase in the extent

of transformation, up to 86 nm. However, when the grain size is further increased beyond

86 nm, the extent of transformation decreases, right up to the maximum grain size of 421 nm.

This non-monotonic trend of deformation with increasing grain size was attributed to the

plausible interactions between the structure and microstructure across the specimens. This

facet is explored in greater detail, through micromechanical simulations. In particular, the

larger deformation exhibited by the 86 nm specimen compared to the 421 nm specimen,

and the possible structural and microstructural reasons contributing to the suppression of

deformation in the latter are explored.

4.2. Set up of simulations

To elucidate the mechanisms of the interactions between structure and microstructure

in the compression micropillar, micromechanical simulations [76] were used to mimic the
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deformation in the tapered pillars. As stated earlier, two specimens are modelled, with av-

erage grain sizes of 86 nm and 421 nm. Based on the average grain size, the total number

of grains in the specimen was calculated and grains centers populated uniformly throughout

the specimen. Using Voronoi tessellation on Matlab, grains were grown out from the grain

centers. Since the experimental material was prepared by rolling, each grain was assigned

an orientation from a list of orientations which gave an overall crystallographic texture that

mimics the one obtained from rolling, as shown in Figure 4.1(a), as per [133]. Figure 4.1(b)

shows a schematic of the setup of the simulations from the experiments, loaded under uniax-

ial compression. The bottom surface was kept stationary while the top surface was provided

an axial compressive displacement, to mimic the experimental loading. To reduce the com-

putational cost, the specimens were just taken through loading. The extent of deformation

was then quantified through the total martensite fraction, which directly corresponds to the

strain, which was used to quantify deformation in the experiments.

The modeling was done on ABAQUS, using an implicit analysis scheme. A mesh was

constructed, using 82423 eight node brick elements (C3D8 in ABAQUS notation), which

was used for both specimens. The material model was written as an implicit UMAT sub-

routine. Along with the material properties and parameters, this is described in detail in

[76, 93, 100]. The deformation mechanisms considered are linear elasticity in the austenite

and martensite phases and stress induced phase transformation from the austenite to the

martensite phase. For simplicity, and to study the interactions between phase transformation

and the specimen geometry and size, plasticity is switched off in the simulations.
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4.3. Results and Discussion

Using the setup for simulations described above, the reasons for of the maximum defor-

mation in the 86 nm specimen, as compared to the 421 nm specimen is explored in detail.

A variety of factors are found to influence the deformation picture in these specimens, some

of which are of microstructural origin and others of a structural origin. These factors are

elucidated individually in detail in the following sections (4.3.1 - 4.3.4).

4.3.1. Effect of microstructural intra-grain variation of stress on deformation

behavior

In polycrystals, the effect of grain boundaries as the initiators of deformation has been

well documented. Using the micromechanical model employed in this work, the nucleation

of phase transformation at grain boundaries and propagation into the grain interiors was

shown in idealized grains [95]. The effects of constraints arising from grain boundaries and

triple junctions on the deformation behavior of SMAs and the stress concentrations thereof

has also been studied in detail [128]. Using a phase field model, the propagation of phase

transformation into grain interiors from the boundary is simulated in [75]. In each of these

cases, the stress concentration at a grain boundary causes the nucleation of deformation

(phase transformation) which subsequently propagates into the interior of the grain.

Figure 4.2 demonstrates this progression of deformation on the (top) loading surface in

the two specimens. The panel on the top left for each specimen indicates the theoretical ax-

ial transformation strain for each grain, based on its orientation with respect to the loading

axis, as calculated by the Crystallographic Theory of Martensite (CTM) [11]. In the 421 nm

specimen, the deformation is concentrated close to grain boundaries while the grain interiors



87

are comparatively undeformed. In the 86 nm specimen, the deformation to grain interiors

is seen to have progressed to a larger extent, where certain grains are already transformed

significantly (red) while certain grains show almost zero transformation (blue). This is con-

sistent with observations on nucleation and progression of deformation in polycrystals [2]. In

general, regions towards the interior of grains experience fewer constraints (leading to stress

concentrations and increased deformation) from their neighboring elements as compared to

regions of the grain close to boundaries. This is confirmed in Figure 4.3, where in gen-

eral, elements in a grain closer to the grain center experience less deformation as compared

to elements further from it (closer to boundaries), for a similar value of distance from the

loading axis. With an increase in grain size, a larger number of elements lie in the grain

interior and further away from grain boundaries, thus resulting in a decreased level of stress

concentration (and deformation) for the grain as a whole. Larger grains also have regions in

the grain interior, which are furthest away from any grain boundaries and are therefore at

their most stress relaxed state, due to which propagation of phase transformation is harder.

Therefore, with an increase in the grain size, a larger portion of the grain lies in the

grain interior and farther away from any stress concentrator such as a grain boundary,

which contributes to a decreasing extent of deformation.

4.3.2. Effect of structural intra-grain variation of stress on deformation behavior

As specified in Section 4.2, the specimens are machined in the SEM as tapered cylinders. The

≈50 taper is to minimize damage from the electron beam on the specimen during fabrication.

The taper results in a cylindrical specimen with a continuously varying cross sectional area

along the axial direction, as shown in Figure 4.1(b), resulting in a continuously decreasing

stress field along the axial direction. Therefore, the loading surface on the top has a cross
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Figure 4.2. Intra grain variation of deformation. The progression of deforma-
tion is shown for the top section of the specimen, as highlighted in (a) with
increasing loading for the two specimens (b) 86 nm and (c) 421 nm. The 86 nm
specimen shows grains that are completely transformed into martensite, as
compared to the 421 nm specimen where the deformation is largely limited to
grain boundaries, without having propagated into the grain interiors.

Figure 4.3. Effect of specimen geometry on deformation. The figure shows the
variation of deformation, represented by the martensite fraction, in the four
grains that show the largest extent of transformation in the specimen with
421 nm, highlighted in (a). The data points are colored according to distance
from the loading surface. The solid black line indicates the mean martensite
fraction in the entire grain. In general, regions far away from the grain center
and closest to the loading axis show the maximum extent of deformation.
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sectional area that is about a quarter of the cross-sectional area of the fixed surface at the

bottom. This implies a stress distribution such that the stress on the top loading surface

is four times that on the bottom, fixed surface, with a monotonic distribution of stress

in between, based on the distance from the top surface. Figure 4.3 elucidates the strong

relationship between the local deformation level inside a grain, quantified by the martensite

fraction, as a function of its distance from the top loading surface, as well as distance from

the grain center. Four representative grains from the 421 nm specimen are shown, which

show the maximum deformation, that lie in the top half of the specimen. In each of these

grains, more deformation within a grain is shown by regions that are:

(1) Closer to the loading se for a similar distance from the grain center.

(2) Farther away from the grain center for a similar distance from the loading surface.

The first point follows from the discussion in Section 4.3.1,which is of microstructural origin.

The closer a region in a grain is to the grain center, the farther away it is from any grain

boundaries or potential sources of elevated stress to nucleate and propagate deformation.

The second point, which shows the dependence of deformation on distance from the loading

surface points towards a structural influence on deformation.
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Table 4.1. Dependence of intra grain variation of axial stress on grain size

Grain Cross Section Diameter Stress Cross Section Diameter Stress

Size Grain Top Grain Top Grain Bottom Grain Bottom

(nm) (nm) MPa (nm) MPa

421 688 σ 768 0.90σ

086 688 σ 704 0.98σ

For simplicity, in each of the two specimens, a representative grain is considered which

starts at the top surface and has the same crystallographic orientation with respect to the

loading axis. The top surface is assumed to be at a mean stress value of for both specimens.

Based on the average grain size, the grain extends down to a distance of 421 nm and 86 nm

from the top loading surface. Thus, the bottom of each grain lies in a cross-sectional area

which is at a different lower stress level than the top. Table 1 quantifies this intra grain

variation in stress with respect to the grain size. In the 421 nm and 86 nm specimens, the

intra grain reduction in the stress along the axial direction is calculated to be 10% and 2%

respectively. Hence, the larger the grain size, the more the intra grain stress reduction,

resulting in a lesser average stress felt by a grain, for the same stress level on the loading

surface. This difference in the axial stress variation is significant because the grain size

approaches the specimen size. When the size of pillars in the original experiments in [54]

is significantly larger (macropillars), an increase in grain size yields a monotonic increase

in extent of deformation to saturation unlike micropillars, since the effect of the geometry
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(taper) with respect to the grain size is not as significant when the specimen is much larger

than the grain.

Therefore, the specimen taper with respect to the grain diameter contributes towards a

general decrease in the mean stress experienced by a grain with an increased grain size when

the grain size approaches the specimen size, thus contributing towards lesser extent of defor-

mation.

4.3.3. Effect of number of neighbors on deformation behavior

After the structural and microstructural analysis of deformation within a grain, the effect of

another microstructural constraint, in the form of effect of neighboring grains is examined

in the two specimens. An earlier work on the effect of granular constraints from neighboring

grains in superelastic NiTi under uniaxial tension revealed two key results [97]:

(1) The axial (elastic) strain increases with an increase in the number of neighboring

grains.

(2) Over the specimen, surface grains are shown to show lower (elastic) strains in the

axial direction as compared to interior grains, as shown in Figure 4.4(a). Surface

grains have a smaller number of neighbors as compared to interior grains and there-

fore exhibit in a more relaxed state on average.

Figures 4.4(b, c) show histograms of the distribution of grains according to the number

of nearest neighbors for each grain. The mean number of neighbors is higher in the 86 nm

specimen, which also shows the largest extent of deformation. A larger percent (and number)

of grains in the 86 nm specimen also have a greater number of nearest neighbor grains, as

compared to the 421 nm specimen. In addition, in the 421 nm specimen, none of the grains
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Figure 4.4. Effect of number of neighbors on deformation behavior. The num-
ber of nearest neighbors for every grain is calculated and plotted as a his-
togram, with respect to the percentage of total grains. (a) is adapted from
[97], which shows the average axial elastic strains is higher for interior grains
with respect to surface grains during phase transformation. On average, an
interior grain has more number of nearest neighbors than a surface grain. (b)
shows the distribution of nearest neighbors for the 86 nm and 421 nm speci-
mens respectively. The 86 nm specimen shows the maximum deformation in
both simulations as well as experiments and also corresponds to the highest
average of nearest neighbors.

are interior grains. For simplicity, any grain that touches any of the lateral or top and bottom

surfaces of the specimen is classified as a surface grain while all the other grains, that do not

touch any external surface is an interior grain. On the other hand, the 86 nm specimen has

758 out of 1300 grains (58%) are interior grains while only 42% are surface grains.

Therefore, the percent of interior grains, along with the mean number of nearest neighbor

grains is higher in the 86 nm specimen, contributing towards a higher level of deformation.

4.3.4. Effect of crystallographic texture on deformation behavior

The specimens have a strong rolling texture from the material processing, as shown in Figure

4.1(a). The effect of this texture on the deformation response is examined by comparing

the behavior of the textured specimen (Figure 4.5(b)) versus the behavior of two other
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specimens with the same average grain size, but with a random polycrystal texture (Figure

4.5(c, d)). The effect of crystallographic texture on superelastic behavior of SMAs has been

explored in detail through experimental and simulation-based efforts [12, 144, 121, 80].

The crystallographic texture in polycrystalline NiTi used to explain the difference between

tensile and compressive behavior [40]. The role of rolling texture on the recovery strain

and hysteresis during superelastic loading of NiTi is examined in detail by contrasting the

deformation behavior along and transverse to the rolling direction [72]. Figure 4.5 elucidates

the effect of the crystallographic texture on the compression response in NiTi micropillars,

in the specimen with the largest grain size, viz. 421 nm. In general, the specimen with the

rolling texture shows the maximum amount of deformation, compared to both specimens with

the polycrystal texture. This also follows from the crystallographic theory of martensite [11],

which predicts the transformation strain produced by a grain during phase transformation

to the monoclinic phase, based on its orientation with respect to its loading direction. In

general, the minimization of energy principle dictates that the ease of transformation directly

depends on the amount of transformation strain produced, which is shown to depend on

orientation with the loading axis as shown in Figure 4.5(a).

Figures (b-d) show the extent of deformation, in terms of the martensite fraction for

three cases: (b): rolling texture, (c, d): random polycrystal texture. The colored contour on

the right in each sub-figure shows the grains and the theoretical axial transformation strain

shown by each grain. The specimen with the rolling texture, (b), has grains that all have

orientations that produce large transformation strains (orange-red contours) whereas the

random polycrystal samples have grains in cyan-blue, which produce a much lower transfor-

mation strain. The rolling textured specimen, also shows the largest amount of deformation,

compared to the other two specimens. In between specimens (c) and (d), the top loading
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surface in (d) contains grains that produce a relatively higher transformation strain, as com-

pared to (c), and also shows a more progressed stage of deformation. Thus, the texture is

seen to have an effect on the deformation response, in particular the extent of deformation.

However, the texture increases the deformation level across all grain sizes and therefore is

not an important contributing factor to the decreased deformation at larger grain sizes.

Therefore, the crystallographic texture in the specimen is seen to affect the deformation

response in the material, across all specimens. However, it cannot explain the variation in

deformation response across specimens with the same texture and different grain sizes.

4.4. Conclusions

The interaction between structure and microstructure, in the form of specimen size and

average grain size was studied in compression micropillars of superelastic NiTi. In particular,

the deformation in two specimens, one with a large grain size and another with a small grain

size are analyzed, using a micromechanics-based simulation. The following reasons are found

to influence deformation, when specimen and grain size are comparable, in similarly sized

specimens:

(1) The microstructural intra grain variation of deformation leads to a higher deforma-

tion with a lower grain size. In particular, with an increasing grain size, a larger

percent of the grain lies in its interior and away from any grain boundaries, con-

tributing towards a lesser deformation.

(2) The structural intra grain variation of deformation leads to a higher deformation

with a lower grain size. The geometry of the specimens is a tapered cylinder,

leading to different cross-sectional areas and stresses along the loading axis. With
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Figure 4.5. Effect of specimen crystallographic texture on deformation. (a)
shows the contour of axial transformation strain produced on transformation
from cubic to martensitic NiTi, as predicted by the Crystallographic Theory
of Martensite [11]. (b) shows the deformation in the specimen with rolling
texture while (c) and (d) show the deformation response in specimens with a
random texture. In (b-d), the grayscale contour on the left shows the overall
martensite fraction in the specimens at peak load, while the colored contour
on the right indicates the theoretical transformation strain produced in the
axial direction, calculated from (a).

larger grains, this variation is larger. This results in a lowering of the mean stress

experienced by a grain with an increase in the grain size.

(3) The effect of neighboring grains and granular constraints thereof contribute to a

higher level of deformation in a specimen with smaller grains. This is due to the

combined effect of a larger number of grains having a larger number of neighboring

grains, as well as less surface grains, which exist in a relaxed state due to fewer

constraints, compared to interior grains.
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(4) Finally, the crystallographic texture due to rolling on the experimental specimens

is seen to increase the extent of deformation, compared to random polycrystals.

However, this does not account for difference in behavior of specimens with the

same texture but different grain sizes.
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CHAPTER 5

Interactions between Structure and Microstructure Determine

Heterogeneous Evolution of Deformation in Low Symmetry

Phases

5.1. Introduction

Deformation in materials with a hierarchical microstructure is expected to be complex

because of the interaction between the units that form such a microstructure [84]. One

can contemplate that the complexity of deformation would be even higher when additional

inelastic deformation modes are active in such materials, apart from traditional elastic and

plastic deformation modes. Shape memory alloys (SMAs) are a class of metallic materials

that exhibit a nano- to macro-scale hierarchy in the microstructure. The low crystallographic

symmetry martensite phases in SMAs exhibit both – a hierarchical microstructure and multi-

ple inelastic deformation modes such as twinning, detwinning, nanocrystallization and amor-

phization. The monoclinic (B19′) martensite phase in Nickel-Titanium (NiTi) SMAs is one

specific example of such low symmetry phase. A typical martensitic NiTi microstructure

consists of micro-scale crystallites. The crystallites themselves consist of nano-laminates

with internal twin structure consisting of crystallographic variants.

The deformation mechanics of monoclinic martensite in NiTi has received attention at

primarily two individual length scales. On one hand, at the macro scale, experimental efforts

based on X-ray diffraction and neutron diffraction have attempted to quantify the evolution
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in texture and strains due to specific twinning modes during thermomechanical deformation

of martensitic NiTi. Using X-ray diffraction, the dynamic evolution of martensitic texture

under load biased thermal cycling is quantified [53]. Using neutron diffraction, the contribu-

tion of twinning modes and plastic slip to the overall deformation strain in monoclinic NiTi

was quantified. Whereas a self accommodated martensitic microstructure is seen to develop

strengthening textures with increased tensile loading [120], the texture of stress induced

martesnite is seen to exhibit decreasing texture with increased loading, due to constraints

arising from crystallographic compatibility [130]. On the other hand, at the nano scale,

scanning and transmission electron microscopy (SEM/TEM/STEM) based efforts have at-

tempted to capture the evolution of nano-scale twin structure at the individual crystallite

level [134]. Using a combination of Digital Image Correlation (DIC) and optical microscopy,

localized strain concentrations were linked to deformation of martensitic NiTi through reori-

entation by observing the movement of junction planes, lying at the intersection of twin plates

of martensite [67]. Similar to a similar works at the macroscale, the crystallite nanoscale

picture of change in inelastic and plastic deformation modes with increased loading [42] and

directionality of loading [74] was studied in twinned SMA microstructures.

In addition to such a hierarchical microstructure in SMAs, another source of interest in

studying the deformation response is the presence of stress-concentrating features such as

notches, cracks, or holes. The deformation picture around these stress concentrators arise

from their complex interactions with the microstructure [86, 100, 101]. Specifically, in

martensitic NiTi, while the path and the growth rate of a crack front would depend on the

deformation mechanics of the twinned microstructure, there is evidence that a growing crack

in superelastic NiTi may in fact be growing in single phase martensite. Few efforts in the

literature have attempted to quantify the martensite microstructure evolution in the presence
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of stress concentrating structural features. Using synchrotron powder X-ray diffraction, it

has been shown that the crack in martensitic NiTi grows through a microstructure that is

primarily detwinned martensite phase [44]. Using a similar characterization technique, an

increase in loading is seen to induce an increasingly textured martensite in the vicinity of a

crack in martensitic NiTi [33]. Intuition suggests that the stress concentration near crack-

tips, notches etc., would cause a collapse of the hierarchy in the martensite microstructure

and lead to the formation of a single crystallographic variant. This is because the twin-

forming crystallographic variants in NiTi martensite can reorient at relatively low stresses

to the crystallographic variant favored by the external stress.

In this work, we seek to characterize the evolution in the martensite microstructure

hierarchy in the presence of a stress concentrating feature in the form of a notch. Specifically,

we seek to answer the question if the twinned microstructure of martensite coarsens in length

scale such that large individual crystallographic variants are present in front of the notch

under load. This aspect of martensite deformation has implications to the modeling of

crack growth in martensite. Since the monoclinic martensite in NiTi has anisotropic elastic

properties, a coarse variant structure in front of cracks or notches would require that the

crack growth be simulated using microstructural modeling frameworks that operate at the

individual martensite variant scale and account for the anisotropy [95, 70, 145]. However, if

the microstructure maintains the nano-scale twinned hierarchy, then perhaps coarse-grained

models that blur out the individual variant structure can be adequate to model the crack-tip

deformation phenomena [125].

To characterize the martensite microstructure evolution across the complete hierarchy,

we used digital image correlation at the macro-scale, high-energy X-ray diffraction at the

micro-scale, and TEM at the nano-scale. We also used simple elastic simulations to capture
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the stress concentration around the notch. These methods are described in Section 5.2. The

key results are presented in 5.3. Finally, we discuss the observed evolution in martensite

microstructure and its implication to the modeling of crack-tip mechanics in NiTi SMAs in

5.4.

5.2. Materials and Methods

5.2.1. Material and Specimen Preparation

The material used is an equiatomic NiTi SMA (Ni-49.8 at.%Ti, determined using energy

dispersive spectroscopy). The transformation temperatures of the material, calculated using

Differential Scanning Calorimetry(DSC) were found to be Mf = ≈ -30C, As = ≈ 310C and

Af = ≈ 450C, meaning the material is completely martensitic below ≈ -30C and completely

austenitic above ≈ 450C. The material is grown as a single crystal in the cubic austenitic

phase at ≈ 4000C using the modified Brigdman method and cooled down to room temper-

ature, as described in [20]. While cooling to room temperature, brittle carbides and oxides

(henceforth referred to as inclusions) of Ti, primarily TiC and TiO2 formed throughout the

material. These have been observed in NiTi SMAs, usually present in networks that span

lengths from 1 µm - 100 µm [96].

A dogbone specimen was machined from from this material, with the dimensions indi-

cated in Figure 5.1(a). The gauge section of the specimen is 1mm × 1mm × 1mm. The

specimen is initially detwinned under uniaxial tensile loading, to a load of ≈ 350N, peaking

at an axial strain of ≈3.8%. A single edge notch was machined at the center of the gauge

section of the specimen using wire electrode discharge machining, with the dimensions of

the notch specified in Figure 5.1(b). The notch was machined to localize the deformation

at the center of the gauge section. These specimens were then dipped in liquid nitrogen
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for ≈ 15 minutes, to ensure the specimen is fully martensitic, after which the experiment

was performed at room temperature (As = ( 310C)). In the later sections, with the zero

load X-ray diffraction patterns confirm martensitic NiTi as the predominant phase (Figure

5.1(c)).

5.2.2. High Energy X-ray Diffraction Microscopy (HEDM) and Loading Set-up

The in situ HEDM was performed at Beamline F2 at the Cornell High Energy Synchrotron

Source (CHESS). A box beam of width 1.5mm and height 120 µm, with a monochromatic

energy of 55.618 keV was focused on the specimen gauge. Five diffraction layers of thickness

120 µm, numbered A© - E©, with a center to center spacing of 100 µm were scanned around

the notched center of the specimen, as shown using the shaded boxes in Figure 5.1(b). The

spacing between layers is chosen such that there is an overlap of 10 µm between every layer

and its immediate neighbor. The detector was located at a distance of 1046.929mm from

the center of the specimen gauge. Calibration of the specimen to detector distance and

detector tilt was performed using a stainless steel specimen, as described in [96, 97]. The

complete list of calibrated parameters is included in the Supplementary Data in Tables .1

and .2 in Section 1.1. Uniaxial tensile loading was then performed on the specimens at room

temperature under load control, using the RAMS2 load frame [114]. The specimen surface

relief was used to take images of the central notched region during loading and unloading.

Digital Image Correlation (DIC) was then used to obtain surface strain maps from these

images around the notch. Loading was paused at constant load at various points during

loading and unloading to conduct HEDM scans, as indicated by the red colored dots on the

nominal load-strain curve in Figure 5.1(d).
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At each of these points, the top diffraction layer A© (indicated by red in Figure 5.1((b) was

scanned by rotating the load frame 3600 about the loading axis. At every 0.10, a diffraction

snapshot was collected, with an exposure of 0.1 seconds. Thus, for every diffraction layer,

3600 diffraction patterns were collected, corresponding to the microstructure at every 0.10 of

rotation. Then the base stage of the load frame was moved vertically upwards, in the loading

direction, to scan the next layer similarly, till the bottom (violet) layer E© was scanned. After

each loading/unloading increment, the specimen was centered using X-ray tomography such

that the notch center was centered with respect to the X-ray beam, before taking the HEDM

scan. This ensures that roughly the same volume of material is being investigated over all

diffraction scans. The scans were taken at loads of 1© : 0N, 2© : 100N, 3© : 200N and 4©

: 350N during loading and 5© : 150N, 6© : 0N during unloading. After complete unload,

the specimen was again loaded, with a scan taken at 7© : 150N, and then further loaded till

brittle fracture at ≈ 420N.

5.2.3. Postmortem analyses

After fracture of the specimen, two broken halves were generated. Martensitic twins in

NiTi have crystallographic elements at the nanoscale, several orders of magnitude below

the length scale of HEDM analysis. Therefore, to complement the in situ HEDM data at

the mesoscale, transmission electron microscopy(TEM) was used to obtain the postmortem

deformation picture, at the nanoscale. Focused Ion Beam (FIB) milling was done parallel

to the loading direction to generate lift-outs from the fracture surface and grip section of

one broken half of the specimen, using a FEI Helios Nanolab Dual Beam SEM/FIB with

an Omniprobe manipulator. TEM was then performed on the liftouts at three different

regions, as outlined in Figure 5.7(b). The regions for performing the lift-out were selected
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Figure 5.1. (a) shows the dimensions of the planar dogbone used in the tensile
experiments. (b) shows a schematic SEM image of the notch tip at the center
of the specimen in (a). The diffracted volume at the center of the specimen is
indicated by the shaded box, with each of the five diffracting layers indicated
by different colors, numbered A© - E©. (c) shows a sample diffraction scan
taken at zero load of a 120 µm high volume of material. The five monoclinic
rings selected for diffraction analysis ([0 0 1], [0 1 1], [1 0 1], [1 0 0] and [1 1 1])
are indicated by a pink hue. (d) shows the nominal stress strain curve for
static loading of the specimen. The numbered red dots 1© - 7© indicate the
points at which loading was paused to take diffraction scans while the red cross
at the end indicates the point of brittle fracture. (e) shows a schematic of the
specimen used for the simulations, with the boundary conditions imposed for
uniaxial tensile loading.
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such that they lie in areas of different deformation from different areas of the specimen.

TEM microscopy and diffraction was then performed using a Telos TEM (FEG, 200 kV), on

a cross-sectional area perpendicular to the fracture surface (along the loading direction).

5.2.4. Analysis of Martensite Microstructure Evolution using HEDM Data

Before being mounted onto the RAMS2 load frame, a single HEDM scan was done at the

center of the gauge section of the specimen. In HEDM, the Bragg spots lie along con-

centric Debye-Scherrer rings on the detector, with each ring corresponding to a different

crystallographic plane (Figure 5.1(c), Figure 5.2). Since martensite is a low symmetry phase

(monoclinic crystal symmetry), the rings are very close to each other and spots from con-

secutive rings start to overlap, especially at larger radii of the rings. Some rings from the

martensite phase also lie very close to the location of rings from other phases (such as cubic

or R-phase NiTi), which potentially reduces the confidence in uniquely assigning diffraction

spots to one phase. Therefore, five rings of martensitic NiTi ([0 0 1], [0 1 1], [1 0 0], [1 0 1] and

[1 1 1]) are chosen for the HEDM analysis, such that they are distinctly separated from each

other as well as rings from other phases. These selected rings are labeled and highlighted in

Figure 5.1(c) with a pink hue.

The lattice parameters for the monoclinic phase of NiTi are then found at this load

free scan, using the MIDAS software suite [115, 116]. Using the calibrated experimental

parameter suite and an initial set of lattice parameters for monoclinic NiTi from a previous

study [96], the best match between simulated and experimental spots is found iteratively to

convergence, varying just the lattice parameters. This process converges after 9 iterations,

giving the stress-free lattice parameters as: a = 2.89 Å, b = 4.11 Å, c = 4.65 Å, β = 96.950
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and α, γ = 90.000. Subsequent analysis of the diffraction data was done using the heXRD

software suite [9].

Next, using the calibrated experimental and material parameters, all orientations of crys-

tallites present in the specimen are determined. A trial orientation set is defined, consisting

of all orientations in the monoclinic space. Using forward projection given material and

experimental parameters, simulated diffraction spots from each orientation in the trial ori-

entation set are found and compared to the actual diffraction spots obtained experimentally.

A completeness parameter is then defined, as the percentage of all predicted Bragg spots on

the detector that are found experimentally for every orientation. A completeness threshold

is then defined and used to filter out the all orientations whose completeness is below this

threshold, from the complete monoclinic orientation space. The set of orientations remain-

ing, after filtering out all orientations from the trial set based on the completeness threshold

is referred to as the observed monoclinic orientations.

A major challenge of HEDM analysis of the low crystal symmetry martensitic NiTi

arises due to it’s inherent microstructure, with crystallite sizes spanning several orders of

magnitude, a wide orientation spread across these crystallites at the length scale of HEDM

and the multitude of deformation mechanisms available. Therefore, to correctly identify

orientations given the streakiness of the spots, a multi step process was employed, to obtain

orientations from deformation of the low crystal symmetry martensite phase in NiTi.

(1) First, the parameter that sets the angular tolerance for matching of the calculated

diffraction spot to an experimental spot is set to a high value, such that multiple

orientations can identified within every streak. This gives rise to a large number of

identified orientations along every ring, for every layer and at every load step.
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(2) Second, the completeness threshold is set to a high value of 80%, so as to only retain

orientations that have an extremely high completeness, with all orientations below

that threshold being discarded. Since the actual spots are large and streaky and are

being compared against small and precise predicted spots, a very high completeness

threshold helps in reducing the number of false matches. Even so, due to the low

crystal symmetry, many orientations have their predicted spots lying very close to

each other and within the defined angular tolerance along the rings. Therefore a

large number of orientations are identified with a high completeness. At zero load,

the average number of orientations identified per diffraction layer (1mm x 1mm x

120 µm) is more than 300. Further analysis of the experimentally obtained streaks

reveal that the same ’spots’ i.e. smaller portions of a streak corresponding to local

intensity peaks, are assigned to multiple predicted orientations, due to the proximity

of predicted spot locations of these orientations.

(3) Therefore, to circumvent this issue of the same spots being counted multiple times

for multiple orientations, every orientation is assigned an intensity value, which is

the sum of intensities of all experimental spots identified for that orientation. The

orientations are then sorted in decreasing order of intensity, from most to least

intense.

(4) From the sorted orientations, a list of master orientations is created, starting from

the most intense orientation.

(5) For every successive orientation, if it is more than 10 degrees misoriented from all

orientations already in the master list, the predicted spots from this orientation are

expected to be adequately distinct from the master orientations. This orientation

is therefore then appended to the end of the master orientation list.
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(6) However, if there is at least one orientation already in the master orientation list

which is less than 10 degrees misoriented from the current orientation, the predicted

spots from these two orientations are considered not distinct enough to be separated

from each other. It’s closest neighbor inthe master orientation list is then identified

and the intensities from all spots in the current orientation not already used in the

master list are assigned to the nearest neighbor in the master list. This orientation,

now left with no spots and zero intensity, is discarded. At the end of this step, every

diffraction layer now has an average of ≈ 25-40 distinct orientations. As before, for

every orientation in the completed master list, the intensity of that orientation is

the sum of intensities of all spots belonging to that orientation.

(7) These orientations are then populated into a texture function, with each orientation

weighted by it’s intensity. This weighted texture function represents the distribution

orientations of crystallites present in a diffracting volume and is visualized using

pole figures along the loading direction, using the MTex package on MATLAB [88].

Therefore, the output thus far is a master list of monoclinic orientations, henceforth

referred to as observed monoclinic orientations, and a texture function.

5.2.5. High Temperature HEDM to obtain parent cubic orientations

Post fracture and subsequent TEM analysis, the two halves of the specimen were individually

put into the HEDM set-up again, at a temperature of 3500C and at zero load, the set up of

which is explained elsewhere [91]. Since this temperature is well above the Af temperature

of the material, the material exists purely in the parent cubic austenite phase. Diffraction

scans with the same layer thickness are taken in the fractured gauge section of the speci-

men, to obtain the cubic orientations in roughly the same section of the material as the in
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Figure 5.2. Comparison of HEDM far-field scans in (a) high crystal symmetry
materials, viz. cubic NiTi phase and (b) low crystal symmetry symmetry
materials, viz. monoclinic phase in NiTi. The diffraction patterns are shown
over the entire detector, with 2048 x 2048 pixels, while the insets show the
portions highlighted by the boxes. The cubic phase shows distinct spots while
the pattern on the monoclinic phase is smeared over a wide angular range.

situ room temperature HEDM scan, which yielded the martensite orientations with loading.

The complete list of calibrated parameters is included in the Supplementary Data in Table

.2 in Section 1.1. A high completeness cut-off of 80% is used to only retain high fidelity

cubic orientations from this high temperature scan. Using the Crystallographic Theory of

Martenistic Transformation, as outlined by Hane and Shield [47], all 336 possible orienta-

tions (variants) of martensite, that can form from every cubic orientation obtained from
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Figure 5.3. Variant Analysis. (a) shows the parent cubic orientations obtained
from high temperature HEDM on an IPF along the loading axis. Using CTM
[46], (b) shows all 336 possible monoclinic orientations from one representative
cubic orientation highlighted in green in (a), plotted on a monoclinic IPF along
the loading direction. (c) shows all possible calculated monoclinic variants
from all the parent cubic orientations in (a), plotted on the same monoclinic
IPF.

the high temperature HEDM are calculated. This set of martensitic orientations is hence-

forth referred to as the calculated monoclinic variants. Now, for every orientation in the

observed monoclinic orientations calculated in the previous section, it’s nearest neighbor in

the calculated monoclinic variants set is found. If the misorientation between the observed

orientation and it’s nearest neighbor in the calculated variant set is less than 10 degrees,

the observed orientation is assigned that particular calculated monoclinic variant. Thus, the

number of unique calculated monoclinic variants and their corresponding intensities (directly

proportional to volume) at every diffraction layer is then tracked, at every step during load-

ing and unloading of the specimen where the HEDM was conducted. This complete process,

from obtaining parent cubic orientations to using the CTM to obtain calculated monoclinic

variants ins elucidated in Figure 5.3.

5.2.6. Linear Elastic Simulations

To compliment the experimental studies described above, linear elastic simulations are car-

ried out at the specimen scale, to study the response of the specimen during tensile loading.
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The exact geometry of the specimen was obtained from photography and optical microscopy

and used to construct a surface mesh, which was then extruded into a volumetric mesh ac-

cording to the depth dimension of the specimen. The model was loaded in uniaxial tension

to mimic the in situ diffraction experiments, in order to capture the effect of the specimen

shape and any asymmetries thereof, due to machining, on the deformation response. For

simplicity, the material is assumed to be isotropic and linear elastic, to isolate the effect of

asymmetry of the specimen geometry. Figure 5.1(e) shows a face of the specimen with the

notch on the left side and the loading boundary conditions imposed. The simulations are

run on ABAQUS, using ten-node tetrahedral elements (C3D10 in abaqus notation).

5.3. Results

5.3.1. Deformation at the macroscale

At the specimen scale, DIC is used to track the surface strain on the specimen around

the notch, as indicated by the dotted box in Figure 5.1(b). Figure 5.4(a, b) shows the

experimental strain contours at peak load, prior to fracture, as obtained by DIC. (a) shows

the axial component of the strain along the loading direction while (b) shows the Mises

strain calculated from the 2D surface strain tensor. The axial strain peaks at ≈ 3% while

the Mises strain, which accounts for the transverse and shear strains peaks at ≈ 5%. Both

the strain maps show an asymmetry about the notch center line, towards the left side. To

complement the DIC strain map of deformation around the notch, the simulated axial and

Mises components of the 3D strain tensor at peak load are shown in Figure 5.4(b, d). The

simulated maps shows a similar asymmetry about the notch central line. Since this is a

linear elastic simulation, the asymmetry arises from the specimen geometry, imperfections

and the notch. Therefore, a misalignment between the specimen center, loading line and
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Figure 5.4. Deformation at the specimen scale. Comparison of surface strain
maps around the notch in the specimen obtained from (a,b) experiments using
Digital Image Correlation and (c,d) simulations. (a, c) show the axial surface
strain around the notch, showing an asymmetric band of high strain towards
the top left of the notch. The axial strain contour shows a peak strain of ≈
3%. (b, d) show the Mises strain from experiments and simulations. The Mises
strain is calculated using the 2D surface strain tensor in (b) and using the 3D
volumetric strain tensor in (d). The Mises contour shows a peak strain of ≈
5%, emphasizing the non uniaxial strain field around the notch. The dotted
lines are numbered in (a) and represent the diffraction layers A© - E©.

notch center can be explained as the most plausible source of deformation asymmetry at the

specimen scale.

5.3.2. Deformation at the intermediate microscale

The heterogeneous deformation state experienced by the diffraction layers, both along the

loading direction and overall strain state, represented by the Mises strain can be seen in

Figure 5.4. At the microscopic length scale, HEDM is used to investigate the micro to

mesoscale deformation. The raw diffraction images are used to provide a qualitative picture
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of deformation in each of the five diffraction layers, at every loading step 1© - 6© in the first

cycle, as outlined in Figure 5.1(d). Figure 5.5(a) shows individual rings from 2 regions of

the overall diffraction pattern for every layer at every loading step. This image is obtained

by taking the maximum intensity at every pixel for all 3600 diffraction images taken for a

diffraction layer at that load step, through the 3600 rotation. For simplicity, rings from the

same family are considered in both regions.

In general, the horizontal spread in spots is indicative of the orientation spread in the

diffracting crystallites whereas the vertical spread comes from the spread in elastic strain.

The intensity of spots indicates the volume of diffracting crystallites. The vertical arrows

indicate increasing loading steps, from 1© to 6©. The spots inside the orange box correspond

to the loading direction and [1 1 1] ring is considered (Figure 5.5(b)). Layers A© and B© to

the right of the notch show a reduction in horizontal spread of the central peak, with the

peaks disappearing at peak load, indicating a reorientation of grains with their [1 1 1] axis

parallel to the loading axis. On the other hand, Layers C© and D© show the split central peak

coalescing into one central peak, pointing towards deformation by orientation coalescence.

The green box lies perpendicular to the loading direction and the [1 1 1] is considered

(Figure 5.5(c)). In Layers A© and B©, the peaks move away from each other with increased

loading and continue through unloading, indicating an increasing misalignment of the [1 1 1]

axis perpendicular to the loading axis. Layers C© and D© shows an increased coalescing

of spots with loading into larger and more intense clusters on loading (from Step 1© to

4©). The coalescence of spots points towards orientation coalescence into larger domains, as

indicated by the increasing intensity of spots. The increasing size of spots also points towards

these coalescing volumes carrying larger elastic (vertical) and inelastic (horizontal) strains
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with loading. In both of these regions, Layer E© does not show a significant change in the

diffraction pattern in {1 1 1} type rings, along and perpendicular to the loading axis.

This qualitative analysis shows a change in the spot pattern in representative rings be-

longing to the same family, revealing a microstructure that is continuously evolving, both

along and perpendicular to the loading direction. Through these two regions, while some

layers (Layer E©) show little to no change, rings in other layers show changes in the spot

pattern including (i) coalescing of spots (ii) divergence of spots (iii) narrowing of spots and

(iv) disappearance of spots. Such changes are associated with changes in the microstructure,

arising from the deformation and the mechanisms (twin nucleation, detwinnning, twin reori-

entation) associated thereof. This analysis is then expanded, to encompass entire diffraction

rings instead of just two directions and to quantify the changes seen through the raw diffrac-

tion pattern, to provide a complimentary picture of the deformation.

The observed monoclinic orientations obtained from the complete rings during in situ

loading are matched with calculated monoclinic variants obtained from the high temperature

HEDM, as outlined in Section 5.2.5. For every calculated monoclinic variant in each layer

and at each step, a volume is calculated, based on the intensity of all observed monoclinic

orientations that are matched with it. The volume percent of every calculated monoclinic

variant is then defined as the intensity of a variant in a layer at a load step normalized by

the sum of intensities of all variants in that layer at that load step. Figure 5.6 shows the

evolution of the orientation in each layer in the specimen, plotted on Euler angle figures at

every loading and unloading step in the first cycle ( 1© - 6©). For reference, the orientations

in the top row are plotted on an inverse pole figure along the loading axis, for the initial

loading step 1©). The rows indicate the loads steps at which the diffraction scan is taken
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Figure 5.5. Micro-mesoscale deformation in the specimen. (a) shows two sets
of diffraction patterns for the load steps 1-7 for all layers, indicated by the
colored boxes superimposed on the diffraction pattern. The orange box lies
along the loading axis and the orange arrows show the rings considered ([0 0 1],
[0 1 1] and [1 1 1]). The green box lies on the axis perpendicular to the loading
direction and the arrows indicate the [1 0 0] and [1 1 1] rings. Through the
layers and across loading and unloading, deformation can be seen in the form
of (i) coalescing of spots (ii) splitting of spots and (iii) creation of spots. The
diffraction layers are numbered 1© - 5© while the vertical arrows for each step
indicate increasing loading steps in the first cycle, from A© - F©, as indicated
in Figure 5.1(d).

and the columns represent the layer scanned at that load. The orientations of every variant

are colored by the volume percent associated with that variant.
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Figure 5.6. Orientations are created for the diffraction layers, based on the
calculated monoclinic variants and colored according to the volume percent of
each variant, as indicated by the colormap on the right. The rows indicate
the loads at which the loading was stopped to take diffraction scans during
the first cycle 1© - 6©, plotted using the Euler angles of each orientation. As a
reference, the orientations in the top row are plotted on an inverse pole figure
along the loading axis, for the initial loading step 1©. The columns reveal the
orientation plots for the five diffraction layers A© - E©. The orientations show
a continuously evolving microstructure, in terms of number of variants as well
as the volume % of every variant. However, these changes are seen to occur
within a small sphere of misorientation for every layer.

This analysis reveals that while Layer C© remains relatively unchanged through loading

and unloading, the rest of the layers point towards a continuously evolving microstructure.

Layer A© shows almost no change through loading. There is nucleation of new variant during

unloading but it resolves to an orientation map similar to the initial step. Layer A© also
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corresponds to the least deformation, as seen in the DIC strain contour in Figure 5.4(a,

b). Layer B© shows a coalescence of orientations at peak load. In Layers D© and E©, the

number of variants and volume percent of variants changes during loading and unloading,

primarily the nucleation of more variants on loading (from Step 1© - 4©) and decrease of

variants on unloading (Step 5© - 6©). For Layers B©, D© and E©, that show a high strain band

in Figure 5.4, the initial and final orientations at Steps 1© and 6© are different, pointing

towards a remnant deformation (strain) upon unloading, as confirmed in the nominal stress-

strain curve in Figure 5.1(d). The volume % of each variant at every step for each layer is

numerically expanded in Table .1 in Section 5.4.1.1.

Therefore, a quantitative orientation analysis, along with the qualitative analysis of spots

on specific portions of rings, provide a picture of a continuously evolving microstructure at

the microscale. The raw spots on specific rings show significant changes through loading and

unloading for most layers. The orientation analysis of the calculated monoclinic variants

however reveals very subtle changes in the orientation of the microstructure in each layer,

especially in Layer C©, where the raw spots show a significant change. These findings are

reconciled in Section 5.4.

5.3.3. Deformation at the nanoscale

After completion of the first cycle, the specimen experienced brittle fracture during reloading,

at a nominal load of ≈ 420N. The fracture surface and the equivalent surface Mises strain just

before fracture as obtained from DIC are indicated in Figure 5.7(a). The contour indicates

that the fracture occurred along a region of high Mises strain. One broken half of the

specimen was taken and three sections were lifted from different parts of it, as indicated in

Figure 5.7(a, b). These cross sectional areas, perpendicular to the fracture surface are roughly
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10 µm x 5 µm and thinned down to electron transparency (<100nm) using FIB milling. The

bright field (BF) TEM image in Figure 5.7(c) is from the grip section of the specimen, which

does not deform. The selected area diffraction pattern (SADP) of (c) confirms the phase as

martensitic NiTi, as shown in the inset. The diffraction pattern is taken along the [0 1 2]

B19 ′ axis. The structure of martensite is shown in the bright field image in Figure 5.7(d),

showing the presence of martensitic laths of about 300 nm thickness and internal nanotwins,

with an average width of≈ 15 nm. Figure 5.7(e,f) correspond to two regions from the fracture

surface, as shown in (b), indicated by their respective colored outlines. Both of these areas

lie in the central diffraction Layer C©, where the HEDM orientation analysis did not reveal

significant changes. (e) is from a region far away from the notch root and shows ≈ 300 nm

wide martensitic laths, which are roughly the same dimension as (c). However, the clear and

distinct nanotwins seen in (c) are absent and the inset SADP confirms that the martensite

phase is still crystalline. (f), which lies at the notch root shows a nanocrystalline/amorphous

phase, with the inset SADP pattern confirming it to be martensitic NiTi. There is an absence

of a clear lath structure seen in (d) or (e).

5.4. Discussion

5.4.1. Multiscale analyses show a continuously evolving and heterogeneous

martensitic microstructure

In the specimen and deformation scheme considered, there are multiple sources of stress

concentration, potentially leading to heterogeneity on the deformation field. These include

the single edge notch (Figure 1(b)), martensite-martensite interfaces (Figure 6(c)) and brittle

inclusions and localized cracking induced thereof (Figure 5.9(b). At the specimen scale, the

deformation is dictated by the specimen geometry and boundary conditions during loading,
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Figure 5.7. TEM on the specimen reveals heterogeneity of deformation at the
nanoscale. (a) shows a map of DIC axial strain taken just before fracture, with
the dotted line indicating the fracture surface. (b) shows an SEM image of the
fracture surface of one half of the specimen. The vertical line towards the left
indicates the notch. For (c-e), all TEM foils are perpendicular to the surface in
(b). (c) shows a region towards the grip section of the specimen, which under-
goes no deformation. (d) shows the dotted blue box in (c), showing martensite
laths (inset in (c) shows the SADP pattern) with internal nanotwins. (e) in-
dicates a region far away from the notch root, as indicated by the red box in
(b). The TEM micrograph reveals martensite laths and the SADP confirms
the retention of crystalline structure of martensite. (f) reveals the region at
the notch root with nanocrystalline/amorphous martensite phase (inset shows
SADP pattern). In (c-e), loading is in the vertical direction and black lines
are used on the raw TEM micrographs to highlight the martensite laths.
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confirmed by the match between linear elastic simulations and DIC strain maps in Figure 5.4.

At the meso and nanoscale, HEDM and TEM reveal further insights into the heterogeneities

and evolution of the martensitic microstructure.

5.4.1.1. HEDM reveals spatial heterogeneity and evolution of martensite mi-

crostructure with loading

. Section 5.3.2 reveals the key result from the HEDM analysis, as shown in Figures 5.5 and

5.6, which is a continuously evolving microstructure for every layer at every step. Figure

5.7 (e,f) then confirm that the deformation on the fracture surface, which lies in Layer C©

is spatially heterogeneous and occurs at a sub-micron length scale, which is lower than the

length scale of HEDM. Therefore, the overall orientation picture in Figure 5.6 does not

show significant change with loading and unloading, while a qualitative analysis into the

rings confirms that the spot pattern changes, indicating an evolving microstructure with

loading. For all the other layers, Figure 5.6 shows that there are new variants created or

disappearing at various steps during loading and unloading. However, these all occur within

a small misorientation degree, therefore pointing towards texture in the material which is

largely unchanged. This result is in direct contrast to earlier works on texture evolution with

loading in martensitic NiTi. Daymond et. al. [33] quantified the increasing texture with

increased load in martensitic NiTi, directly underneath a crack under Type I tensile loading

while Stebner et. al. [120] quantified the texture increase in monoclinic NiTi specimens in

uniaxial tension, in the absence of any stress concentrator. The intensification of texture

is consistent with the expected high degree of anisotropy in low crystal symmetry phases

and also consistent with progression of deformation according to the minimization of energy

argument employed in the Crystallographic Theory of Martensite (CTM) [11].
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In the traditional picture of martenstic NiTi, the changing energy landscape with in-

creased loading results in nucleation of new twins or the less energetically favorable variants

that exist in the material ’reorientating’ into more favorable variants. As loading increases,

all orientations reorient into a single energetically favorable orientation [53, 81, 119]. How-

ever, the results above show multiple variants present in the specimen even at high loads

and strains and a continuously evolving microstructure.

Table 5.1 elucidates this point in a numerical manner. Based on matching observed

monoclinic orientations to calculated monoclinic variants 5.3(c), 1-5 calculated martensite

variants can be matched to observed martensite orientations at every load step. The loading

steps from 1© to 6© are considered, to encompass the complete loading and unloading in the

first cycle. With increased loading, there is some local reshuffling of the number and volume

percent of these calculated variants, within the same layer. For example, Layer E© begins

with two variants at Step A© of comparable volume. With increased loading, we see a

general increase in the number of variants till Step 4©, where there are five variants, with

one dominant variant. On complete unloading, at Step 6©, it again ends with two variants,

as in the beginning, but with one variant having occupying a significantly larger volume as

compared to the second. In contrast, Layer C© shows the same one variant, throughout the

loading and unloading steps. On the other hand, Layer A© shows little change during the

complete loading, from Step 1© to 4©, but shows a third variant nucleating during unloading

at Step 5© but again goes back to two variants, at full unload at Step 6©.

However, there is no overall trend observed, such as predicted by deformation through

detwinning/reorientation, where increasingly larger loads lead to fewer variants and finally

one dominant variant in terms of volume percent. An important reason for this difference in

observed behavior lies in the spatial resolution of characterization techniques used in earlier
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works and the scale of crystallites observed. With HEDM able to probe the material in

situ at a significantly better spatial resolution as compared to powder X-ray or neutron

diffraction, a more refined deformation picture emerges, which was not possible with coarse

techniques that average the local deformation picture over large volumes. Another reason

has to do with the heterogeneity in deformation, due to presence of multiple sources of

stress concentration. In this case, every constraint, in addition to introducing a stress field

heterogeneity in its neighborhood, also introduces additional crystallographic constraints on

deformation, which are not captured under traditional CTM calculations. Since the stress

field and crystallographic constraints are so heterogeneous, the favorable and permissible

microstructure is also very heterogeneous and locally determined. Therefore, no one/few

orientations are energetically stable at the length scale of the crystallites or even HEDM, as

would be expected from a classical picture of defroamtion by martensitic reorientation.
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Table 5.1. The number and volume percent of calculated monoclinic variants

Load Step Layer A© Layer B© Layer C© Layer D© Layer E©

Step: 1© 1 : 91 1 : 99 1 : 100 1 : 100 1 : 56

0N 2 : 09 2 : 01 2 : 43

Step: 2© 1 : 91 1 : 98 1 : 100 1 : 100 1 : 67

100N 2 : 09 2 : 02 2 : 24

3 : 09

Step: 3© 1 : 92 1 : 97 1 : 100 1 : 93 1 : 92

200N 2 : 08 2 : 02 2 : 05 2 : 08

3 : 01 3 : 02

Step: 4© 1 : 86 1 : 93 1 : 100 1 : 80 1 : 82

350N 2 : 14 2 : 07 2 : 18 2 : 06

3 : 01 3 : 05

4 : 01 4 : 04

5 : 03

Step: 5© 1 : 90 1 : 98 1 : 100 1 : 94 1 : 86

150N 2 : 05 2 : 02 2 : 03 2 : 08

3 : 05 3 : 03 3 : 03

4,5 : 2,1

Step: 6© 1 : 91 1 : 96 1 : 100 1 : 93 1 : 73

0N 2 : 09 2 : 04 2 : 07 2 : 27



123

Figure 5.6 reveals changes in the number of variants and variant volume % for all layers

at all loading steps in the first cycle ( 1© - 6©). However, as discussed in Section 5.4, all these

changes seem to occur within a small misorientation, such that the impact on the overall

texture for every layer is small. Figure 5.8 takes the orientations in Figure 5.6 and plots

them into a texture contour, using the mtex library on MATLAB to emphasize this point.

As in Figure 5.6, columns represent the diffraction layers while rows represent the loading

steps in the first load-unload cycle. For each diffraction layer, the texture maps show little

to no change with the load state.

There is no overall trend observed, such as predicted by deformation through detwin-

ning/reorientation, where increasingly larger loads lead to fewer variants and one dominant

variant in terms of volume percent. An important reason for this difference in observed be-

havior lies in the spatial resolution of characterization techniques used in earlier works and

the scale of crystallites observed. With HEDM able to probe the material in situ at a signif-

icantly better spatial resolution as compared to powder X-ray or neutron diffraction, a more

refined deformation picture emerges, which will not be possible with coarse techniques that

average over large volumes. This reveals a picture of the microstructure that continuously

and heterogeneously evolves with the applied load.

5.4.1.2. TEM reveals spatial heterogeneity in martensitic microstructure linked

to different inealstic mechanisms

. Figure 5.7(e) and (f) revealed two starkly different microstructures, pointing towards the

modes of deformation being very different at the locations on the fracture surface. The

section shown in Figure 5.7(e) is shown to deform primarily via internal detwinning, as

evidenced by the retention of the large martensite laths seen in the undeformed material,

without the internal nanotwins. In past studies on crack growth in martensite, detwinning is
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Figure 5.8. Texture maps are created for the diffraction layers around the
notch, based on orientations obtained from HEDM, as outlined in Section
5.2.4. The columns reveal the pole figures along the loading direction for the
five diffraction layers A© - E© whereas the rows indicate loads at which the
loading was stopped to take diffraction scans during the first cycle 1© - 6©.
The contour coloring is according to multiples of random distribution, as used
in standard texture maps. The texture maps reveal very subtle to almost no
changes with loading, complementing the subtle changes seen in Figure 5.6.
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assumed to be the primary mechanism of deformation in the vicinity of the crack [33]. Based

on the recovery of strains upon heating after a load-unload cycle, the primary mechanism of

deformation near a crack tip is proposed to be detwinning. A crack is reasoned to be growing

into a zone of detwinned martensite, analogous to a plastic zone in conventional elastic-plastic

metals [44]. However, (e) shows the retention of martensite laths on the fracture surface, even

after significant loading. This provides an insight into spatially heterogeneous deformation

at high loads in martensite, in the presence of multiple stress concentrators. The HEDM

analysis in Figure 5.6 and Table 5.1 show that up to very high loads, multiple variants exist

under a multi axial stress state, around the notch. The TEM image in Figure 5.7 confirms

this through the presence of martensite laths in (e), which would be otherwise absent in a

fully detwinned region.

On the other hand, Figure 5.7(f) shows a nanocrystalline/amorphous phase, with dif-

fuse rings superimposed on some diffraction spots, corresponding to martensitic NiTi. Such

nanocrystalline and amorphous regions have been observed in martensitic NiTi during de-

formation by high pressure torsion and in the immediate vicinity of cracks during tensile

loading. Waitz et. al. [136] showed that a large local shear stress field can induce defor-

mation via amorphization and nanocrystallization in martensitic NiTi. Near the notch, the

local stress fields are no longer uniaxial tensile fields. Due to stress concentration around the

notch, shear stresses are induced on the fracture surface, at the notch root on the fracture

surface, both due to the notch and due to the presence of inclusions. Okamoto et. al.[90]

observed a transition from a completely amorphous martensitic NiTi phase at the crack

tip to a completely crystalline phase far away from the crack tip, through an intermediate

nanocrystalline phase. The elevated strain field near the crack was claimed to be the driving

force for amorphization. Post mortem SEM imaging shows significant localized cracking to
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be present near the notch root, as compared to the region away from it (Figure 5.9). There-

fore, a combination of a localized shear shear field and localized cracking at the region near

the notch root is likely to induce the deformation via amorphization/nanocrystallization.

In the specimen, postmortem SEM analysis shows the presence of a large number of Ti

inclusions near the notch root, which are brittle in nature and pre-cracked (from cooling

down of the material to room temperature during material preparation). The SEM images

also show the presence of various local cracks in the vicinity of the notch root (Figure 5.9(b),

indicated by yellow arrows). In earlier works, post mortem SEM imaging around the in-

clusions has shown these pre-cracks from the inclusions grow into the matrix, acting as the

initiation point of specimen fracture [106]. Therefore, in the region of concentrated deforma-

tion at the notch root with inclusions, significant cracking is likely to have nucleated before

suddenly propagating through the fracture surface resulting in brittle fracture. Therefore,

a combination of the presence of significant cracking in the presence of deformation con-

centration, along with an induced shear stress field in the vicinity of the area on the left,

by the notch root, is likely to have induced the nanocrystallization/amorphization of that

region. In the absence of a large shear field or significant tensile cracking at the area on the

right, away from the notch root, the crystalline phase of martensite is retained, with internal

detwinning acting as the primary inelastic deformation mechanism.

Therefore, compared to the traditional picture of detwinning into a single variant as the

primary deformation mechanism at high loads in martensite and of cracks primarily growing

into a zone of fully detwinned martensite, this mesoscale and nanoscale analysis reveals a rich

diversity, in terms of both spatial and load heterogeneity in the deformation of martensite,

in the presence of multiple sources if stress concentration.
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Figure 5.9. Heterogeneity of microstructure and stress state trigger heteroge-
neous deformation mechanisms on the fracture surface. (a) show a simulation
of the shear stress (σZX) of the specimen, on the fracture surface indicated in
Figure 5.7(a, b). Loading is in the Z direction and the peak axial load is indi-
cated as P. The two boxes in (a) indicate the two squares indicated in Figure
5.7(b), from where the TEM sections are examined. The horizontal section on
the right corresponds to Figure 5.7(e) while the vertical box on the left cor-
responds to Figure 5.7(f). (a) shows that a higher shear field develops at the
notch root, compared to the box in the region away from the notch. (b) shows
an SEM image from the fracture surface, showing a significant extent of local-
ized cracking, another potential source for localized amorphization. Loading
is in the X direction.

5.4.2. Low Cyclic Loading also reveals close to homogeneous deformation using

HEDM

Similar to the static load case, another specimen with the same dimensions and made from

the same material, is taken through a load load-low cycle tensile test and analyzed for

evolution of texture through HEDM. Specimen 2 was taken to a peak load of 200N and

complete unloading to 0N. The loading was paused for taking diffraction scans at 0 load, at

the end of cycles 1, 2, 3, 8 and 18. (Figure 5.10(a)) shows the load-strain curve for Specimen

2, with the red dots indicating the loads at which diffraction scans are taken. The peak load

for cycling is ≈ 275N, which is ≈ 70% of the fracture load in the specimen. However,
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in this case, only one central layer is tracked through HEDM and the texture function is

obtained for that layer, which is centered on the single edge notch, with a volume of 1mm

x 1mm x 120 µm, as shown in Figure 5.10(b). Loading is done in the vertical direction,in

uniaxial tension, like for the specimen. Figures 5.10 (c-g) show the evolution of texture of the

diffraction layer with increased cycling, at the end of Cycles 1, 2, 3, 8 and 18 cycles, as shown

through pole figures along the loading direction. The lack of a noticeable change in texture

points towards the lack of a significant accumulation of deformation with cycling. Since this

specimen is comprised of the same material as the specimen, similar sources of constraint

are expected to dictate the specimen behavior. Therefore, this lack of significant change in

texture of the low crystal symmetry material under multiple and multiscale constraints is

displayed again, under cyclic loading conditions.

5.4.3. Implications of varying isotropy across length scales

5.4.4. Implications of varying isotropy across length scales

In the previous sections (5.3.1 - 5.4.1.1), the deformation is seen to be heterogeneous both

spatially and with respect to the load state, having an important ramification. In terms

of material modeling at the micromechanical scale, the main challenge in NiTi has been

effectively capturing the effects of large anisotropy and the plethora of available deformation

mechanisms due to the low crystal symmetry. The assumption in martensitic NiTi, of com-

plete reorientation into a single orientation and propagation of cracks in a fully detwinned

zone contribute to the extremely high anisotropy of deformation. While phase field models

account for inelastic mechanisms such as reorientation and detwinning, they can only be ap-

plied to single or oligocrystal materials[95]. Conversely, crystal plasticity based models can
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Figure 5.10. Deformation at an intermediate length scale, during low cycle
loading of Specimen 2. (a) shows the load-strain curve, as obtained from DIC
strain maps. The central gauge section (1mm x 1mm) is shown in (b), with a
single diffraction layer centered around the notch. Texture maps are created
and shown through pole figures along the loading direction, by using the same
procedure as in Figure 5.6. The coloring is according to multiples of random
distribution, as used in standard texture maps. The texture maps are shown
for the central layer about the notch at the end of cycle numbers (c) 1, (d) 2,
(e) 3, (f) 8 and (g) 18. The texture shows no significant development over low
load cycling.

be used to effectively model polycrystals, but do not account for reorientation mechanisms

[76]. However, the results from this study show that even at high loads, under a spatially

heterogeneous loading scheme and techniques allowing for spatially resolved characteriza-

tion, the martensite retains its lath structure and exists in multiple variants. Therefore,

such materials can now also now be modelled using coarse grain models, where the concerns

about the high anisotropy arising from reorientation of martensite are not as critical.

5.5. Conclusions

Two low crystal symmetry (martensitic NiTi) specimens, which have a hierarchical mi-

crostructure are studied through tensile deformation, with multiple stress concentrators.
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Using traditional techniques, the macroscale and nanoscale deformation picture is studied.

An additional intermediate in situ microscale characterization allows to connect between the

macro and the nanoscale, whilst providing a unique insight into the progression of martensitic

deformation. At various length scales, the deformation picture is seen to be quite distinct.

Macroscale:: At the specimen scale, the asymmetry of the geometry of the specimen

is seen to result in deformation hetrogeneity. This results in a non symmetric band

of high strain around a single edge notch.

Microscale:: At the microscale, subtle changes in the microstructure are seen with

change in the loading. However, the martensitic microstructure at high loads differs

from prior suggestions of reorientation into a single variant.

Nanoscale: At the nanoscale, the deformation is again seen to be highly anisotropic,

proceeding through different mechanisms. Close to the notch root, amorphization/

nanocrystallization is seen as a dominant mechanism on the fracture surface. Away

from the notch root, we see a retention of the martensitic lath structure, which

validates the presence of multiple variants at high loads on the fracture surface.

Thus, the hierarchical microstructure of martensite is seen to be spatially heterogeneous

and constantly evolving with the load state. This conclusion has important ramifications

in terms of using coarse-grain models for microscale simulations, without accounting for the

additional complexity due to high anistropy of martensite.
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CHAPTER 6

Interactions between Structure and Microstructure Determine

Inelastic Mechanisms of Deformation in Low Symmetry Phases

6.1. Introduction

Nickel Titanium (NiTi) is the most common Shape Memory Alloy (SMA), used for a va-

riety of applications, primarily in the aerospace[132] and biomedical[5] fields. NiTi primarily

exists in two phases, a low crystal symmetry (monoclinic) martensite phase and a high crys-

tal symmetry (cubic) phase. The reversible transformation between these two phases gives

rise to remarkable properties such as superelasticity and shape memory effect in NiTi, con-

tributing to it’s widespread use. In terms of characterization of deformation behavior, the

cubic phase has received ample attention, owing to relative ease of characterization. The cu-

bic phase transforms through the mechanisms of (i) linear elasticity, (ii) stress induced phase

transformation to martensite and (iii) plastic slip, often concurrently. Various experimental

and modeling endeavors have attempted to characterize these mechanisms individually as

well as interactions between them when they act simultaneously [95, 94, 108, 71].

In the low symmetry martensite phase, the deformation behavior during isothermal load-

ing is known to proceed primarily through the mechanisms of (i) linear elasticity, (ii) twin

nucleation (iii) detwinning/reorientation [84]. Instances of other mechanisms such as amor-

phization and nanocrystallization have also been studied under certain conditions [126, 63].

However, as compared to the body of characterization in the cubic phase, the small size of

martensitic crystallites (nm), combined with their high degree of anistoropy due to low crystal
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symmetry and simultaneous inelastic deformation mechanisms renders their characterization

challenging. Various techniques have been used so far, to circumvent these challenges and tie

observed deformation in the martensite phase to the deformation mechanisms listed above.

At the nanoscale, TEM has been used as an effective tool to study the crystallography of the

martensite phase, in particular evolution of the twinned microstructure of martensite with

loading [134] and the nanocrystallization and amorphization of certain regions of martensite

on loading [90]. However, while obtaining the crystallography of deformation on individual

crystallites, the big picture of the deformation on the entire material is often lost. Addition-

ally, such techniques are destructive, involve cumbersome sample preparation and often ex

situ.

Towards the other end of the spectrum, are bulk techniques. In these, the overall sam-

ple deformation is studied in bulk, with lower spatial resolution. The observed deformation

is then tied to the inelastic mechanisms. For example, the remnant strain on unloading a

martensite phase, is the detwinning strain which can be recovered via heating, through a

process known as the shape memory effect. So the measurement of a remnant strain on

unloading of martensite and subsequent recovery of the strain on heating of the deformed

martensite is used to concur the deformation via reorientation [33]. Averaging over vol-

umes encompassing several thousands of crystallites, texture maps are also created for the

martensite phase. The evolution of the texture function, an statistical aggregate of indi-

vidual crystallite orientations over a large volume, with loading is then used to tie back to

the dominant deformation mechanism. However, such bulk averaging techniques smooth

over the many local fluctuations, thus losing information on the spatial heterogeneities of

deformation and associated mechanisms. Therefore, there is a paucity in micro to mesoscale
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characteriation of martensitic deformation, in terms of connecting between the macro and

the nanoscale.

For such length scales, synchrotron X-ray techniques have been successfully combined

with modeling and other experimental techniques such as Digital Image Correlation (DIC),

for the high symmetry phase and stress induced phase transformation [109, 97]. In par-

ticular, the effect of a heterogeneous phase (inclusions in the form of carbides and oxides

of Ti in a NiTi matrix) was seen to influence the heterogeneity and level of constraint at

the microscale and the overall extent of deformation (transformation strain) during stress

induced phase transformation of cubic NiTi [96]. In recent times, X-ray diffraction is being

used to study a deformation picture of the martensite phase which has a good spatial reso-

lution whilst retaining the larger picture of deformation [21, 20]. In particular, microLaue

diffraction has been used in recent times as a non-destructive technique for characterizing

deformation at the sub-micron scale, using synchrotron X-rays [68, 25]. This work aims to

exploit the superior spatial resolution and in situ capabilities of microLaue diffraction, to

provide direct experimental evidence of inelastic mechanisms in the low symmetry marten-

site phase, without bulk averaging, whilst keeping track of the larger deformation picture of

the specimen.

Section 6.2 introduces the material and specimen used in the work, followed by an in-

troduction to the experimental set-up for in situ microLaue diffraction. Section 6.3 then

presents the results on two specimens of martensitic NiTi. One experimentally quantifies

the effect of Ti inclusions on local deformation heterogeneity while the second specimen fo-

cuses on spatial heterogeneity of deformation mechanisms, around a notch. Using diffraction

analysis, different inelastic mechanisms are shown to be active explicitly in different areas

of the specimen surface, providing a picture of a spatially heterogeneous and continuously
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evolving microstructure. Section 6.4 lists the major conclusions as well as significance and

broader impact of this work.

6.2. Materials and Methods

6.2.1. Material Preparation

The material used is a NiTi alloy Ni-49.8 at.%-Ti, determined using energy dispersive spec-

troscopy. The transformation temperatures of the material, using Differential Scanning

Calorimetry were found to be Mf = ≈ -30C, As = ≈ 310C and Af = ≈ 450C, meaning the

material is completely martensitic below ≈ -30C and completely austenitic above ≈ 450C.

It is grown as a single crystal in the cubic austenitic phase at ≈ 400C and cooled down

to room temperature under stress free conditions, using the modified Brigdman method, as

described in [20]. During cooling down of the material to room temperature, brittle carbides

and oxides of Ti, viz. TiC and TiO2, henceforth referred to as inclusions, form throughout

the material. These have been seen in NiTi SMAs, usually present in networks that span

lengths from 1 µm to 100 µm [106, 100].

6.2.2. Specimen Preparation

Two dogbone samples were machined from different ingots of this material, with the dimen-

sions indicated in Figure 6.1 (a). These specimens are labelled Specimen 1 and Specimen

2, with a thickness of 0.5mm and 1.43mm respectively. A single edge notch is machined at

the center of the gauge section of each specimen using wire electrode discharge machining,

with the dimensions of the notch specified in Figure 6.1(b). The surface was then ground and

polished up to 1 µm using a diamond-based solution, followed by vibratory polishing with
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0.06 µm colloidal silica. Pre-deformation imaging was done on the polished specimen sur-

faces using an FEI Quanta 600F scanning electron microscope (SEM), to obtain exact notch

dimensions and location of inclusions on the surface. The specimens were then dipped in liq-

uid nitrogen for ≈ 15 minutes, to get the material below the Mf temperature and completely

in the martensite phase. Since the transformation of martensite into austenite on heating

starts at the As temperature( 350C), which is above the room temperature, the material is

predominantly in martensite phase during room temperature loading experiments.

6.2.3. In situ x-ray Microdiffraction

The in situ fluorescence and microdiffraction scans were done at Beamline 12.3.2 at the

Advanced Light Source at the Lawrence Berkeley National Laboratory. A white x-ray beam

(6keV-24keV) was focused using Kirkpatrick-Baez (KB) mirrors to a 2 µm x 2 µm beam.

A simplified schematic of slits and focusing optics is shown in Figure 6.1(c). The detailed

version can be found elsewhere [123]. The load frame with the specimen was placed at

450 to the forward beam direction. A DECTRIS Pilatus 1M x-ray diffraction area detector

was placed at a vertical distance of 150.34mm from the specimen center. The calibration of

specimen to detector distance and detector tilts was done using a Si standard. An exposure

of 5 seconds was used to record diffraction patterns from a predetermined area (Figure

6.4(b)) on the specimen surface, in a raster mode with a step size of 10 µm x 10 µm. The

microdiffraction data was analyzed using the XMAS software suite [122].

The uniaxial tensile loading was done at room temperature, using a Deben dual leadscrew

load frame under displacement control conditions at 0.2 mm/min. In Specimen 1, the scans

were taken at a load of 35N. In Specimen 2, the loading was stopped at A© - 15N, B© -

55N, C© - 200N and D© - 250N for diffraction and fluorescence scans, as indicated by the
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numbered blue dots in Figure 6.4(a). Due to the presence of inclusions throughout the

material, the tensile failure of trial specimens from this material is seen to be sudden and

brittle. Therefore, in Specimen 2, the loading was done in 5N increments, followed by

complete unloading. At the numbered points, The loading was stopped and held at constant

displacement for fluorescence and microdiffraction scans. The stress free lattice parameters

used for the monoclinic phase of NiTi are a = 2.89 Å, b = 4.11 Å, c = 4.65 Å, β = 96.950 and

α, γ = 90.000. The detailed procedure on obtaining these lattice parameters are contained

in Chapter 6.2.

Table 6.1. Summary of dimensions and deformation phenomena studied in the
two specimens

Specimen Thickness µLaue Scans at Deformation Heterogeneity

Name (mm) Load (N) around

Specimen 1 0.50 35 Inclusions

Specimen 2 1.43 15, 55, 200, 250 Notch

6.3. Results and Discussion

6.3.1. Microstructural constraint results in heterogeneity of deformation at the

crystallite scale

In Specimen 1, an area with a network of Ti inclusions is identified on the SEM, as shown in

Figure 6.3(a). The specimen is loaded in the load frame to a load of 35N, where the load first

begins to plateau. This region is far away from the notch, so that the stress concentration

due to the notch is not felt and the local stress state is similar to the applied stress. The

uniaxial loading is in the horizontal direction, as indicated in (a). The area imaged in (a)
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Figure 6.1. (a) shows the dimensions of the planar dogbone used in the tensile
experiments. (b) shows a schematic SEM image of the notch tip at the center
of the specimen in (a) indicated by the dotted box. (c) shows a schematic of
the set-up of the load frame in the microLaue x-ray beam. (d) shows a sample
x-ray fluorescence scan taken on Specimen 1. The intensity map shows the
counts of Ti, with the red regions indicating Ti rich inclusions (TiC/TiO2)
that are in a matrix of martensitic NiTi. (e) shows a sample diffraction scan
taken on a 2 µm x 2 µm area on Specimen 1, with peaks corresponding to the
martensite phase of NiTi.

using SEM is located using x-ray fluorescence, as shown in Figure 6.3(b). The colormap

indicates number of Ti counts, with the regions in red indicating Ti rich regions (inclusions)

on the specimen. Microdiffraction scans are taken on the area indicated in 6.3(b). Three
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representative scans corresponding to four distinct regions with respect to the inclusions are

considered, marked by boxes (c-e), for which the corresponding microdiffraction patterns are

shown in 6.3(c-e). The regions are chosen such that they lie on the same horizontal line. (c)

is located far from any inclusion, (d) is located in a region in between two large inclusions

while (e) is located close to the inclusion.

In an earlier instance, the effect of deformation heterogeneity around inclusions during

stress induced martensitic transformation in NiTi was studied through a combination of

3D X-ray diffraction and modeling [96], as shown in Figure 6.2. An idealized simulation

of the deformation showed two key results: (a) the region in between two inclusions being

shielded from the external stress and (b) the stress concentration at the interface of the

inclusions with the matrix, combined with additional crystallographic constraints thereof

possibly resulting in the nucleation variants of martensite which are energetically inefficient

according to the Crystallographic Theory of Martensite [11] and spreading through the

specimen. However, the limited spatial resolution of 3DXRD restricted the experimental

validation of the conclusions from simulations.

Analysis of the diffraction patterns in (c-e) shed more light on the nature of heterogeneous

deformation around the inclusions.

Region (c): shows diffuse and distinct peaks, corresponding to a single orientation

of martensitic NiTi. Since it lies in a region far from the inclusions, the local stress

state felt by this region is likely to be the same as the external uniaxial stress.

Region (d): shows almost no distinct diffraction peaks. Lying in a region which is

shielded in the horizontal direction from the external stress, it is expected that this

region experiences no stress and therefore shows very little deformation, resulting

in the absence of any clear peaks.
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Figure 6.2. (a) Influence of Ti inclusions on deformation of superelastic NiTi,
adapted from [96]. (a) shows a phase field simulation of the axial stress of the
specimen under uniaxial tension. (b) shows a portion from the center of the
specimen, where idealized inclusions are modeled (shown in grey in the inset
at the bottom). This shows the stress concentration at the tip of the inclusion,
which acts as a potential nucleation site for phase transformation. (c) shows
the variants of martensite activated in red, as a distribution of all the vari-
ants and the transformation strains they produce, as per the Crystallographic
Theory of Martensite [11]. The efficient variants (that produce the maximum
transformation strain) are not activated, possibly due to the additional crys-
tallographic constraints at the interface of the inclusions and the matrix which
prevent the nucleation of the most efficient variants.

Region (e): is situated close to an inclusion and shows distinct and intense peaks

of martensitic NiTi, with the different colors indicating different orientations of

martensite. This lies in a region of stress concentration around the notch, which

results in less diffuse and more distinct peaks as compared to (c). The neighboring

inclusions also introduce additional crystallographic constraints on the deforma-

tion in their vicinity, therefore more number of orientations are identified. Thus

the diffraction signature shows a larger extent of deformation, which is also more

constrained crystallographically.
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Figure 6.3. (a) shows the preload SEM scan of a region of Specimen 1 with
inclusions (dark regions) in a NiTi martensitic matrix. (b) shows the same
area under x-ray fluorescence, similar to Figure 1(d). A grid of the same size
as the step size used for the fluorescence is superimposed on (a) and (b). (c-e)
represent various microdiffraction scans around the inclusions. (c) represents
a region far from any inclusions, showing distinct but weak peaks of marten-
site, corresponding to one orientation. (d) indicates a region lying directly in
between two inclusions in the loading direction, showing no diffraction peaks.
(e) shows a region close to the inclusions, where the diffraction pattern shows
distinct and intense peaks of martensitic NiTi, with the two colors representing
two distinct martensite orientations.

6.3.2. Structural constraint results in heterogeneity of deformation at the spec-

imen scale

In Specimen 2, the spatial heterogeneity in tensile deformation around to the notch is

analyzed in Figure 6.4, with (a) showing the nominal load-displacement curve. The Ti

fluorescence map in Figure 6.4(b) is largely homogeneous, indicating the absence of large
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inclusions, which can act as potential sources of deformation heterogeneity in the diffraction

area. Panel (c) in Figure 6.4 shows the average intensity from the diffraction pattern for

the region indicated by the dotted box in (b) at four load steps: A©:15N, B©:55N, C©:200N

and D©:250N, in the areas shown by the dotted box in (b). The map is colored according to

the average intensity of the entire diffraction pattern at every location. The intensity map

indicates two regions: a region to the top right of the notch, which corresponds to the region

of high intensity, which increases with loading and the rest of the area around the notch.

As seen in Figure 6.4(a), scan B© is taken at a low load, in a region where deformation is

primarily elastic. Therefore, to study the inelastic deformation, three of the four loads steps,

viz. A©, C© and D© are analyzed in further detail, using two methods which involve analysis

of the orientations obtained from the diffraction scans and the raw diffraction patterns. For

these analyses, four representative areas are picked (two from each region, as shown by

ellipses in Figure 6.4(c)), to illustrate the general trend of deformation while allowing for an

in depth analysis.

In the region to the top right of the notch, the two ellipses numbered 1© and 2© indicate

two areas at the edge and center of this high intensity region. The orientation map, created

from the most dominant orientation (sizes are proportional to volume percent of the dominant

orientation from that area at that load step) shows that the two regions start with their

orientations and volumes distinct from each other. Between A© and C©, the initial orientations

are eliminated while new orientations nucleate. This is accompanied by an increase in the

number of monoclinic variants increasing from two in Area 1© and one in Area 2© at Step

A© to three in both areas at Step C©. The smaller circles at Step C© in the figure indicate a

lower volume percent of the dominant orientation, showing nucleation and growth of multiple

orientations with loading, along with elimination of the initial orientations. After C©, the
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orientation continues to evolve subtly through the load plateau to the load step D©. The

orientations from both the regions switch to the same new orientation, with an increased

volume percent compared to C©. This evolution of dominant orientation and the increase in

volume of the orientations during later stages of loading suggests that reorientation of twins

occurred early in loading followed by coarsening of twins.

On the other hand, the area outside the high intensity region, represented by circles at 3©

and 4© in Figure 6.4(c) shows an increasing intensity from A© - C© and a decreased intensity

post the load plateau beyond C©. Orientation maps like those for Areas 1© and 2©, show the

dominant orientation to be constantly evolving with load without converging to the same

orientation. So, the raw diffraction spots are qualitatively analyzed in Areas 3© and 4©.

In Area 3©, from Step A© - C©, new spots appear along with intensification of existing

spots, indicated by the green box. Correspondingly, the number of monoclinic orientations

identified increases from two to three, which suggests nucleation of new martensite variants

as the dominant mechanism. Further loading beyond C© plateaus the load and by Step D©,

a number of spots disappear, causing a decrease in intensity (shown by red boxes). This

suggests deformation by detwinning at higher loads. In Area 4©, loading from Step A© -

C© is accompanied by intensification of existing spots. The evolution of intensity suggests

that whilst no new variants nucleate, a single orientation increases in volume, indicating

coalescence of martensite twins by reorientation. However, further loading from C© - D©

through the load plateau shows spots that are significantly less diffuse. In microdiffraction,

the spread of a spot is tied to the spread of orientation of the diffracting crystallite indicating

a decrease in orientation spread from Step C© - D© which, along with disappearance of spots,

points towards detwinning and reorientation occurring in these areas at higher loads.
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Figure 6.4. (a) shows the load displacement curve for Specimen 2. Loading was
stopped at A©:15N, B©:55N, C©:200N and D©:250N. (b) shows the fluorescence
scan around the notch (bottom center) and the horizontal arrows indicate the
loading direction. (c) shows the spatial distribution of the average diffraction
intensity in the area indicated by the dotted box in (b) at four load steps.
The intensity map indicates two major regions: a region on the top right of
the notch, that intensifies with increasing load and the rest of the map, where
the intensity increases from 15N to 200N but decreases at 250N. The four
numbered areas, marked by blue, grey, pink and yellow ellipses are analyzed
in further detail in Figure 6.5.

A highly heterogeneous progression of deformation is shown around the notch. Regions

on one side of the notch show deformation primarily via reorientation and coarsening of

twins, with an increasingly larger area coalescing towards the same orientation. Away from

the notch, deformation occurs simultaneously via twin nucleation, intensification and de-

twinning, seen through the evolution of raw diffraction peaks. Even though the nominal

load-displacement shows distinct plateaus, the local deformation picture is heterogeneous

and constantly evolving with increased loading, with multiple active inelastic mechanisms.
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Figure 6.5. Dominant monoclinic orientation for the regions numbered 1© and
2© near the notch in Figure 6.4(c), at loading steps A©, C© and D©. The sizes
are according to the volume percent of all orientations at that region, at that
load step. All orientations are plotted on an inverse pole figure along the
loading direction. After initial deformation, the orientations converge towards
the same value. Areas 3© and 4© are located far from the notch. The panels
show the raw diffraction patterns at load steps A©, C© and D©. The boxes in
Area 3© are used to highlight changes (appearance and disappearance) of spots
with loading.

6.3.3. Framework for analysis of low symmetry phases

Characterization of low crystal symmetry phases, such as martensite in SMAs at the sub-

micron to micron scale has been every challenging, using traditional techniques such as

EBSD. X-ray microLaue diffraction allows for an in situ analysis at this scale, using both

qualitative and quantitative methods. Due to the small scale of crystallites and a large

orientation spread, the number of clean and distinct peaks are low, as compared to high

symmetry phases. So a strain analysis using shapes of Laue peaks to elucidate deformation

mechanisms is not feasible [50]. However, a qualitative analysis of the peak patterns, com-

bined with a tracking of the nominal load-displacement state, allows to link local changes in

the microstructure to the known inelastic deformation mechanisms such as twin nucleation
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and reorientation. Through this, spatially resolved martensitic reorientation is seen for the

first time at the mesoscale and tied to the nominal loading curve. This work validates a

heterogeneous and continuously evolving picture of martensitic microstructure under a het-

erogeneous local stress state, such as near a notch, as seen in [102], where multiple inelastic

mechanisms act simultaneously, even at very high loads, resulting in a microstructure that

is constantly evolving with the load. Therefore, this characterization technique provides a

unique non-destructive and in situ way of connecting the macroscale to the nanoscale.

6.4. Conclusions

Using non-destructive, in situ X-ray micorLaue diffraction, the inelastic deformation of

a low symmetry phase under struatural and microstructural constraint was examined at the

micro to mesoscale revealing:

(1) Deformation under microstructural constraint: Deformation analysis in the

vicinity of a heterogeneous phase (inclusions of Ti) reveals:

(a) The stress concentration at the interface of the inclusions with the matrix

results in deformation nucleating in this region

(b) Additional crystallographic constraints at the interface results in a higher de-

gree of constraint on the deformation, seen in the form of multiple variants of

martensite that exist near the interface.

(2) Deformation under structural constraint: Deformation around a notch reveals

a spatially heterogeneous microstructure, that evolves continuously with loading.

(a) In a region of high deformation on one side of the notch, reorientation and

coalescence of martensite twins is seen as the primary deformation mechanism.
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(b) In regions outside the reorientation region, there is twin nucleation and detwin-

ning, up to peak load, even while the reorientation zone continues to grow.

(c) The nominal load-displacement curve shows distinct plateaus but the spatially

resolved deformation picture is heterogeneous and constantly evolving with

loading, occurring through multiple inleastic mechanisms.

This work provides the first mesoscale in situ, experimental evidence of reorientation and

coalescing of variants in martensite. Finally, this work also provides an example of analysis

of phases where the standard methods used for strain analysis are not effective and raw

experimental data can be connected directly to inelastic mechanisms.
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CHAPTER 7

Conclusions and Future Work

In the preceding chapters, a detailed methodology towards a more complete picture of

characterization in multiphase and multiscale materials was presented. Through different

chapters, the research questions addressed in the beginning in Section 1.3 were addressed,

namely:

(1) What is an effective methodology for characterizing materials where the deformation

mechanisms and the deformation heterogeneities induced thereof act at different

length scales.

(2) If multiple sources of constraint act simultaneously, how can the effect of each be

individually understood in the overall deformation picture.

(3) If different deformation mechanisms act at different length scales, how can they be

effectively characterized and understood.

. The common thread running through the thesis was the presence of multiscale constraints

and the interactions in between constraints, in particular those arising from structural con-

siderations and those from microstructural considerations.

(1) Chapter 2 showed the effect of relative size between structure and microstructure

determining the phase transformation response of cubic NiTi. Through DIC, EBSD,

TEM and phenomenological modeling, the effect of competition between nanopre-

cipitates and microholes on dominating the deformation response was elucidated.
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(2) Capter 3 expanded on Chapter 2 and showed the interaction between microholes

and grain crystallography influencing fracture propagation. Through SEM, EBSD

and micromechanical modeling, certain guidelines for local orientation engineering

were outlined, for potential improvement of fatigue response of SMA components,

made feasible by advances in additive manufacturing.

(3) Chapter 4 examines the role of structure and microstructure in determining the ex-

tent of inelastic deformation suppression at the mesocale to the nanoscale. Through

micromechanical modeling, the size of grains relative to the size of the specimen is

systematically varied, elucidating the factors suppressing transformation when grain

size approaches the specimen size.

(4) Chapter 5 studied the simultaneous effect of multiple constraints across multi-

ple length scales on deformation reponse of the low symmetry martensite phase.

Through a combination of DIC, HEDM, TEM and macroscale modeling, a spatially

heterogeneous and constantly evolving picture of the martensitic microstructure was

revealed.

(5) Chapter 6 built on the findings of Chapter 5 and showed the spatial heterogeneity of

deformation in martensitic NiTi as arising from differing dominant inelastic modes

of deformation. Using microLaue diffraction, experimental evidence is shown for

the mechanism of reorientation and the deformation heterogeneity around a hetero-

geneous phase.

The understanding of complex interactions between structure and microstructure also

help in advancing the flexibility of parts and components, specifically those made by ad-

ditive manufacturing. The presence of complex microstructural and structural features in

metal additive components is well documented, as a result of rapid cooling and heating rates.
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The next push in additive manufacturing being towards the design of tailor-made materials

to desired properties. Towards this, the detailed characterization of structure-microstructure

interactions such as grain morphologies with the pore structure and understanding of asso-

ciated deformation mechanisms, that give rise to large residual strains which hugely affect

properties and performance assumes paramount importance.

Finally, Chapters 5 and 6 also provide a framework on the analysis of low crystal sym-

metry phases and unclean materials, using non destructive techniques at the mesoscale, to

bridge the macro and the nanoscale. Through this methodology, raw experimental data

can be linked directly to known deformation mechanisms, in a way that maintains a good

spatial resolution without compromising on the overall deformation picture at the specimen

scale. In the future, these techniques can be further exploited to unlock more science on

such low symmetry phases that have seemed challenging up to now. While the growth rate

and crystallography of cracks in high symmetry phases is well understood, a similar work on

low symmetry phases does not exist. Using sophisticated in situ techniques such as HRTEM

and microLaue diffraction, combined with modeling down to the atomistic scale can help

uncover these mechanisms.
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APPENDIX

Appendix A: Supplementary Data for Diffraction Analyses

1. Supplementary data for Chapter 4: Parameters Used in HEDM Analysis

1.1. List of parameters used during room temperature HEDM analysis

Table .1. List of parameters used during room temperature HEDM analysis

Parameter Value

Sample to detector distance 1 046 929.02 µm

Wavelength of X-ray beam 0.222 921 Å

Beam Center (1029.203569922250, 1027.473268714830)

Tilts (tx, ty, yz) (0.136869387, 0.240109719, -0.014083165)

(po, p1, p2) (-0.000114211, -0.000044213, -0.000487309)

Wedge 0.061993764

Threshold 150

Completeness Cutoff 0.8

Angular Tolerance 0.5

Fiber Step 0.5

Stress free lattice parameters (a = 2.89 Å, b = 4.11 Å, c = 4.65 Å),

for monoclinic NiTi (β = 96.950 and α, γ = 90.000)



166

1.2. List of parameters used during high temperature HEDM analysis

Table .2. List of parameters used during high temperature HEDM analysis

Parameter Value

Calibration position (-0.081878967, 0.0, 0.051679426)

Wavelength of X-ray beam 0.324 104 Å

Beam Center (1029.203569922250, 1027.473268714830)

Detector 1 Tilts (0.002759268, -0.012092556, -0.001757652)

Detector 1 t vec d (137.414335, -2.73432133, -734.804950)

Detector 2 Tilts (0.005295383, 0.011441169, -0.001504351)

Detector 2 t vec d (-147.044903, -2.191167076, -734.878812)

Wedge -0.002974246

Orientations Threshold 2

Grains Threshold 5

Clustering Radius 1.0

Completeness Cutoff 0.8

Angular Tolerance (η, ω) (1.0, 2.0)

Fiber Step 0.5

Stress free lattice parameters (a, b, c = 3.01 Å),

for cubic NiTi (α, β, γ = 90.000)
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2. Supplementary data for Chapter 5: Parameters Used in MicroLaue Analysis

The calibration parameters, from the standard Si calibration, used for the microLaue

analysis are listed below.

Table .3. List of parameters used for microLaue analysis

Parameter Value

Detector and Beam Settings:

Sample to detector distance 150.336mm

Energy range of X-ray beam 6 - 24 keV

Detector tilts (0) 0: Roll, -0.09698: Pitch, 0.64682: Yaw

Camera Dimensions (px) 1043 x 981

Center Channel Position (px) (536.063 230.397)

Laue Indexing Parameters:

Angular Tolerance (0) 0.15

Sample ω, χ, φ 0, 0, 0

Num. Ref. for Index 800

Starting Set 20

Minimum nb Index 20

Material Settings:

Stress free lattice parameters (a = 2.89 Å, b = 4.11 Å, c = 4.65 Å),

for monoclinic NiTi (β = 96.950 and α, γ = 90.000)
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