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ABSTRACT 

 
In 2015, the United States Department of Agriculture (USDA) reported that 1 in 6 

Americans fall ill with a foodborne infection annually, resulting in more than 3000 fatalities and 

an estimated $15 billion in economic burden due to combined medical costs, productivity loss, 

and death. On a per-case basis, infections caused by the marine bacterium Vibrio vulnificus are 

the most burdensome foodborne illness at $3.3 million/case. V. vulnificus-associated fatality rates 

are reported to exceed 50 percent. Yet, the bacterium’s major virulence factor and its relationship 

to foodborne infection remain poorly understood. As infection incidence climbs in conjunction 

with rising sea surface temperature, studies elucidating pathogenic mechanisms of V. vulnificus 

are increasingly critical.  

This study investigates the pathogenic mechanisms of V. vulnificus as mediated by its 

primary virulence factor, the Multifunctional Autoprocessing Repeats-in-Toxins (MARTX) 

toxin. The MARTX toxin, product of the rtxA1 gene, has been identified as the dominant 

secreted virulence factor in the intragastric mouse model of V. vulnificus infection. MARTX 

toxins are classified as repeats-in-toxins (RTX) family members by virtue of characteristic amino 

acid repeats at the protein C-terminus. MARTX toxins are further defined as a unique sub-family 

of RTX proteins possessing: 1) tandem amino acid repeats at the N-terminus; 2) a cysteine 

protease domain (CPD) for autoprocessing; and 3) a section of effector domains situated between 

N-terminal repeats and CPD. Functional roles for each toxin region have been previously 

postulated but only recently experimentally investigated. This study employs a combination of 

bacterial genetic manipulation, in vitro assays, and in vivo intragastric mouse infection. We 
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demonstrate that the same native MARTX toxin effector domain repertoire that is dispensable 

for toxin secretion, toxin delivery to host cells, and cell lysis in vitro is essential for induction of 

rapid intestinal epithelial barrier dysfunction, bacterial dissemination from the mouse intestine, 

and anti-phagocytosis activity against macrophages. Moreover, the MARTX toxin effector 

domain repertoire is essential for bacterial virulence potential.  

We also investigate roles for individual effector domains within the larger repertoire. 

Each of the five investigated MARTX effector domains exhibit functional redundancy in the 

ability to disrupt phagocytic activity and intestinal barrier integrity. However, individual 

domains confer different virulence potential. This is demonstrated by altered survival outcomes 

of mice infected with strains harboring deletions in discrete effector domains. Together our 

results support a model in which the MARTX toxin repeat regions and CPD together function as 

a delivery platform for diverse effector cargo that define toxin potency and directly impact V. 

vulnificus virulence potential in mammalian hosts. 
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CHAPTER 1 – INTRODUCTION 

Vibrio biology 

 The family Vibrionaceae (Domain Eubacteria, Kingdom Bacteria, Phylum 

Proteobacteria, Class Gammaproteobacteria, Order Vibrionales) currently consists of the genus 

Vibrio and the five additional genera Photobacterium, Salinivibrio, Enterovibrio, Grimontia, and 

Allivibrio. The Vibrionaceae are Gram-negative rod- or comma-shaped bacteria with polar, 

sheathed flagella (33, 34). Vibrionaceae taxonomy was originally based on phenotypic 

examination of metabolic and morphological parameters. Though metabolically versatile, 

members of the Vibrionaceae generally exhibit facultative anaerobic metabolism, the ability to 

ferment D-glucose, and growth at 20oC (33). Today, DNA sequence is an integral part of 

Vibrionaceae phylogeny, though it has been noted that phenotypically-derived taxonomic 

clusters correlate to DNA sequence-based taxonomy when 80% similarity cutoffs for both 

phenotypic and DNA homology are observed (33).  

While taxonomic organization for members of the Vibrionaceae is a matter of ongoing 

debate (33, 36, 37), recent phylogenetic analyses list approximately 85 species in the Vibrio 

genus (37). In the laboratory, most vibrios can be selectively isolated by growth on thiosulfate-

citrate bile salts sucrose (TCBS) media (38). Notably, though, certain environmental conditions 

trigger vibrios to enter a viable but nonculturable (VBNC) state, from which they must be 

resuscitated in order to grow by conventional culture mechanisms (39-42).  

 Members of the Vibrio genus have been detected in the water column and in sediment, as 

well as in association with phytoplankton, zooplankton, macroalgae, amoebal protists, aquatic 

plants, macroinvertebrates (e.g. shellfish), and vertebrate fish. Long thought to associate 
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primarily/preferentially with such eukaryotic hosts, vibrios have more recently been shown to 

proliferate, even bloom, in host-free contexts. Thus, it remains unknown whether bacterial 

association with hosts are transient in nature, or constitute bona fide bacterial niches. For detail 

on Vibrio environmental dynamics, readers are directed to an expert meta-analysis and review by 

Takemura, Chien, and Polz (43). Generally, the strongest predictors of total Vibrio abundance 

are water temperature and salinity (43). Additional biotic and abiotic variables exhibit modest 

and/or inconsistent correlations with total Vibrio population size. The relationships among bulk-

measurable environmental parameters and Vibrio populations further vary dependent on the 

species under study (43). 

For members of the Vibrio genus that associate with eukaryotic organisms, bacterial:host 

relationships take on a variety of forms. In numerous cases, these relationships exhibit the 

properties of beneficial symbioses (mutualism). Now studied for approximately a quarter-

century, the mutualistic relationship between Vibrio fischeri and the squid Euprymna scolopes is 

a model for symbiotic bacterial:host relationships (44, 45). Similarly, Vibrio logei is 

symbiotically associated with squids in the Sepiola genus (46). In each of these cases, the 

luminescent Vibrio occupies the squid light organ and provides counter-illumination as a means 

of protection from predation.  

Vibrio halioticoli, also known as Vibrio haliotis, and related Vibrio spp V. superstes, V. 

gallicus, V. ezurae, and V. neonates, occupy the gut of various Haliotis abalone. Their 

metabolism of alginate likely contributes to algal digestion by the abalone host (47, 48). 

Metabolism of algal carbohydrates is probably also an evolved trait for Vibrio to engage in 
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symbioses with red, green, and brown algae, which in turn gain physiological and survival 

benefits from their bacterial associates (reviewed in (43)).  

Diazotrophic Vibrio spp., specifically V. harveyi and V. alginolyticus, associate with 

marine corals where they are thought to contribute metabolically accessible nitrogen products to 

their hosts (49). Diazotrophic Vibrio spp, including V. porteresiae, V. alginolyticus, V. 

anguillarum, V. diazotrophicus, and V. parahaemolyticus, have also been isolated from a variety 

of aquatic plants including grasses and rice. It is anticipated that these vibrios likewise form 

symbiotic associations with their plant hosts by virtue of the ability to fix atmospheric nitrogen 

(33, 50-54).  

Other Vibrio:host relationships are commensal. Vibrio cholerae and Vibrio mimicus 

interact with amoebal protists. Bacteria access a replicative niche in amoebal vacuoles or cysts 

without apparent harm to the Acanthamoeba (55-58). Vibrio splendidus is an abundant colonizer 

of coral (59), and additional members of the genus have also been identified in healthy coral 

samples (60-63). In fact, V. alginolyticus and two Vibrio isolates closely related to Vibrio shiloi 

and Vibrio proteolyticus are capable of using coral mucus as their sole carbon source in vitro (62, 

63, 65).  

V. cholerae is regularly isolated in association with zooplankton (e.g. copepods) and 

phytoplankton (e.g. cyanobacteria), both of which are reported to enhance its growth (66-70). 

However, given that the quantity of planktonic V. cholerae is orders of magnitude higher than 

the number of attached V. cholerae, the impact of planktonic associations on the overall 

population size remains unclear (43). While not diazotrophic, V. cholerae associates with 
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freshwater plants, and plant attachment seems favorable for bacterial survival and numerical 

enrichment, relative to water (43, 71, 72).  

In addition, an abundance of studies demonstrate Vibrio presence in healthy fish, 

shellfish, and seabird populations (73-76). In the case of the fish gut, host association provides 

bacterial access to proliferation-favorable environments that in turn promote transmission to the 

surrounding water (77-84). High concentrations of Vibrio spp, especially V. cholerae, V. 

parahaemolyticus, and Vibrio vulnificus, are well documented in shellfish (85-88). Whether their 

presence is a passive byproduct of shellfish filter feeding or a bacterially advantageous locale 

remains unclear, but very recent evidence suggests that genes encoding a tight adherence (tad) 

locus promotes V. vulnificus colonization in an experimental oyster model (89, 90). 

Finally, the Vibrio genus includes numerous species that exhibit detrimental or 

pathogenic characteristics in certain host contexts. Collectively termed “vibrioses,” the diseases 

resulting from pathogenic Vibrio exposures vary. V. cholerae colonizes egg masses of the insect 

Chironomus, leading to egg mass dissociation and hatching failure (91, 92). Vibrio penaeicida, 

causative agent of “Syndrome 93,” and Vibrio nigripulcritudo, causative agent of “Summer 

Syndrome,” are among the vibrios that act either opportunistically or as “true” pathogens to 

cause disease in shrimp (93, 94). Numerous Vibrio spp, including V. alginolyticus, V. 

anguillarum, V. harveyi, V. ordalii, V. salmonicida, V. splendidus, and V. vulnificus, are fish 

pathogens, and as such represent threats to aquaculture systems. Vibros have additionally been 

implicated in disease of scallops, clams, lobsters, and octopus (reviewed in (33)). 

Among the best-studied vibrios are the species that are pathogenic to humans (reviewed 

in (33)). These include primarily V. cholerae, V. parahaemolyticus, and V. vulnificus. V. 
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cholerae is the etiologic agent of the diarrheal disease cholera, which is obtained through the 

consumption of contaminated water (70). Diseases with cholera-like characteristics are noted in 

ancient literature sources as early as 500 B.C., and seven global pandemics have been described 

between 1817 and present day (95, 96). The causative agent was not identified as V. cholerae 

until 1884, when Robert Koch linked “cholera and its bacillus” (97). V. cholerae, endemic to the 

Ganges Delta, eventually spread globally, and most recently caused a post-earthquake outbreak 

in Haiti (98). Though cholera remains devastating to the global community due to insufficient 

preventative infrastructure, the disease is actually relatively treatable with prompt rehydration 

therapy (sometimes coupled with antibiotic treatment) to ameliorate a patient’s extensive fluid 

loss (99).  

V. parahaemolyticus is a foodborne pathogen that causes gastroenteritis in individuals 

exposed to the bacteria, usually via raw or undercooked shellfish. Infections are reported 

globally, with the O3:K6 serotype appearing particularly problematic since its identification in 

1996 (33, 100). In the United States (US), V. parahaemolyticus causes approximately 35,000 

infections each year (101), but the disease is generally mild and self-limiting. As such, only four 

of the 35,000 annual V. parahaemolyticus infections are lethal (101). 

In contrast to the vibrioses caused by V. cholerae or V. parahaemolyticus, V. vulnificus 

infections are generally neither readily treatable nor self-limiting. The USDA reports that 1 in 6 

Americans fall ill with a foodborne infection every year, resulting in more than 3000 fatalities 

and an estimated $15 billion in economic burden due to combined medical costs, productivity 

loss, and death (101). Of the cited foodborne illnesses, the most economically costly on a per-

case basis are those caused by V. vulnificus at $3.3 million per case. These foodborne V. 
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vulnificus infections result in hospitalization rates of more than 90% and fatality rates that exceed 

50% (101-105).  

 

V. vulnificus epidemiology 

 Vibrio infections in the US are monitored both actively, by the Foodborne Diseases 

Active Surveillance Network (FoodNet), and passively, by the Centers for Disease Control 

(CDC) Cholera and Other Vibrio Illness Surveillance (COVIS) network. Between 2012 and 

2014, COVIS summaries reported an average of 127 V. vulnificus cases in the US each year 

(106-108). Analysis of reported cases reveals that they are almost evenly split between 

foodborne and non-foodborne routes of exposure (103, 105). However, estimates that account for 

under-reporting suggest that there are actually approximately 100 foodborne infections in the 

USA each year (101, 104). While infection incidence of V. vulnificus is much lower than that of 

related bacterial species, including V. paraheamolyticus, fatalities are disproportionately high 

(101). Illustratively, V. vulnificus accounts for 0.001% of acquired foodborne illnesses, yet 

nearly 3% of all deaths from foodborne infections (101). 

 Annual V. vulnificus case counts have increased over the past 15 years in the US, and the 

infection remains prevalent in endemic countries, including Japan, Taiwan, and South Korea 

(102, 109, 110). Moreover, growing risk of pathogen exposure in historically non-endemic areas 

is highlighted by locally-aquired case reports from countries including Sweden, Germany, 

France, and Denmark (111, 112). The rise in V. vulnificus infection incidence is in part 

attributable to improved reporting (102). Importantly, however, increased infection incidence 

likewise correlates with increasing sea surface temperature (102, 113). The global geographic 
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range of the bacterium is predicted to continue its expansion as water bodies warm (111, 112, 

114, 115). In addition, the temporal range of V. vulnificus infections, currently heavily restricted 

to summer months, may likewise expand with permissive temperature (109, 114-118).  

Combined, these factors lead to models that predict V. vulnificus infection rates that grow over 

time (119).  

 

V. vulnificus pathogenesis 

Infection Progression 

 V. vulnificus is capable of infecting by two routes. The bacterium can cause wound 

infections when skin lesions are exposed to contaminated water, such as during recreational 

swimming or fishing (120, 121). These infections may progress to necrotizing fasciitis and 

septicemia (122). Much like V. parahaemolyticus, V. vulnificus also infects via an oral route 

when consumed in contaminated shellfish (123, 124). While transmission routes have thus been 

well studies in aquatic eel systems, transmission among humans has not been studied, as the 

terrestrial mammal is generally agreed to be an accidental and/or dead-end host. 

 While infections may occur via either the skin or i.g. route, two-thirds of septic V. 

vulnificus cases arise from foodborne infection. Moreover, fatality rates of foodborne infection 

exceed that of wound infection by 2-3 fold, likely because of the frequent development of sepsis 

(103, 105). Foodborne V. vulnificus infections are characterized by rapid disease progression. 

Time from hospitalization to death averages four to five days, though in some cases is less than 

24 hours (116, 125-127). Disease appears to develop in successive stages characterized by: (i) 



 
 
 

24 

bacterial survival and/or outgrowth in the intestine; (ii) intestinal damage leading to systemic 

bacterial spread; and (iii) septic shock.  

 Ingested bacteria quickly outgrow in the gastrointestinal tract. In laboratory mouse 

models, the inoculated population steadily multiplies between 12 and 22 hours post-infection 

(hpi) (1). In a subset of clinically presenting cases, infection is restricted to the gut and bacteria 

are detectable only in the gastrointestinal tract or feces. Associated symptoms include diarrhea, 

abdominal pain, or vomiting. It has been speculated that V. vulnificus gastroenteritis is 

underreported, given that those with mild cases may not seek treatment (128). Still, gut-exclusive 

infections are in the vast minority of clinical presentation – on the order of five to eleven percent 

of total V. vulnificus cases (116, 122, 129, 130). 

 In the gut, V. vulnificus is capable of inducing fulminant necrotic damage and 

inflammation, as demonstrated in the small intestine of autopsied human patients (131) and 

experimentally infected mice (1, 132-134). V. vulnificus compromises the barrier that normally 

separates the intestinal lumen and its contents from bodily tissues. Such damage is thought to 

allow bacteria to flood from the gut to the bloodstream (135). In patients, intestinal damage is 

most frequently observed in the distal small intestine, specifically the ileum (131). At 16 hpi, 

orally inoculated mice have bacterial loads that are highest in the ileum compared to other 

intestinal subsections (134). Subsequently, V. vulnificus is capable of disseminating to the 

bloodstream following its injection into mouse ligated ileal loops (135-137). Together these data 

suggest the ileum is the primary site of bacterial egress from the intestine to the bloodstream. 

 The majority of clinical V. vulnificus patients present with primary septicemia, wherein 

bacteria can be cultured from blood samples (122). It is this systemic spread of bacteria that 
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distinguishes V. vulnificus from other vibrioses, both in the laboratory (137), and in the clinic 

(116). In mouse models, detection of viable bacteria in the spleen or liver correlates with lethal 

infection outcomes (138, 139). 

 V. vulnificus primary septicemia is associated with symptoms including fever, chills, 

hypotension, and change of mental status (122). In addition, V. vulnificus infection induces 

inflammatory cytokine production in mice (140), cells (141-143), and patients (144). On the 

whole, septic bacterial infections are notoriously difficult to treat regardless of the causative 

agent. Antibiotic efficacy is low and the body’s inflammatory response challenging to combat. 

Thus in a high proportion of cases, sepsis culminates in lethal multi-organ failure (145-148). The 

same poor clinical outcomes generally associated with sepsis are likewise observed with 

septicemic V. vulnificus infections, for which the case fatality rate exceeds 50 percent (122). 

Pre-disposing conditions 

 An association between V. vulnificus infection and pre-existing liver diseases has been 

well documented in individual case studies and retrospective analyses (105, 121, 122, 131, 149-

156). Analyses of more than 1200 cases by Menon, et al. in 2013 concluded that individuals with 

liver disease are more likely to develop septic infections when exposed to V. vulnificus via 

contaminated food (103, 122). A diversity of diseases, including hepatitis infection, chronic 

alcoholism, and non-alcoholic fatty liver disease, can lead to the liver cirrhosis (scarring) and 

dysfunction that predisposes patients to bacterial infection, including infections by V. vulnificus 

(157).  

 The liver plays a key role in regulation of iron homeostasis, and liver dysfunction is 

associated with hemochromatosis (elevated circulating iron levels/iron overload) in up to 30 
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percent of patients (158, 159). Hematological disorders not arising from liver cirrhosis, 

specifically transient or hereditary hemochromatosis, are also identified as risk factors for 

bacterial infections, including V. vulnificus infection (103, 160-162). Survival of V. vulnificus in 

patient blood samples is positively correlated with serum ferritin levels (163), and iron overload 

in mice facilitates V. vulnificus outgrowth and depresses phagocytic clearance (164). Conversely, 

the iron-regulatory hormone hepcidin mediates resistance to Gram-negative bacteria, including 

V. vulnificus, by sequestering iron (165-167). Together, these data indicate that diverse 

physiological conditions leading to iron overload put individuals at increased risk of contracting 

severe V. vulnificus infections. 

 In addition to its role in iron homeostasis, the liver is likewise critically important for 

first-line clearance of microbes that transit the intestinal epithelial barrier or otherwise enter 

systemic circulation (168-171). Indeed, 90 percent of the fixed and circulating phagocytic cells 

that comprise the reticuloendothelial system (RES) are located in the liver (172). Patients with 

chronic liver disease demonstrate impaired bacterial clearance from the circulation and 

dysregulated cytokine response to microbes (173, 174). As such, bloodborne infections are both 

more common and more severe in patients with liver cirrhosis (175, 176). Consistent with these 

observations, neutrophils isolated from patients with chronic liver disease are less active against 

V. vulnificus, which exhibits significantly higher survival in the blood of diseased individuals 

compared to control (163). The predisposition of patients with liver disease to lethal V. vulnificus 

infection is likely due not only to increased iron loads, but also to impaired immune clearance in 

these individuals. 
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 Though both liver and hematological diseases are identified as pre-disposing conditions 

of septic V. vulnificus infection, neither is an absolute risk factor. In a 1997 memo to the US 

Food and Drug Administration (FDA), Karl Klontz estimated that up to seven percent of the US 

adult population – that is, approximately 21 million people - are susceptible to infection (177). 

This is a generous estimate, including a wide range of putatively pre-disposing conditions and 

giving each the same relative risk weight. Nonetheless, the World Health Organization (WHO) 

highlights the inconsistency between the actual number of V. vulnificus cases and the number of 

V. vulnificus-exposed individuals, estimating that “less than one illness occurs per 10,000 meals 

of raw Gulf oysters served to the highest risk population, people with liver diseases” (177). Thus, 

there appears to be a relatively low attack rate on susceptible populations consuming seafood 

contaminated with V. vulnificus (177). 

 Conversely, neither liver disease nor hematological disorder is a necessary prerequisite to 

V. vulnificus infection. According to the 2013 analysis by Menon, et al. (103), only 40 percent of 

V. vulnificus patients have liver disease and less than 10 percent report hematological disease. 

Approximately 20 percent of total V. vulnificus-infected patients report no predisposing 

conditions at all (103). Estimates on the number of truly ‘healthy individuals’ that contract V. 

vulnificus infections decrease to five percent when considering cases of primary sepsis (122) 

(177). Nonetheless, the data suggest that V. vulnificus can infect individuals without pre-existing 

conditions. 

 The act of correlating risk factors and infection incidence often requires assumptions of 

homogeneity among populations. First, many analyses – e.g. the 2005 analyses by WHO – 

assume that all persons with a given condition (e.g. liver disease) are at equivalently increased 



 
 
 

28 

risk of infection (177). While other reports do adjust for variables including age, sex, and number 

of co-occurring disease conditions (103), there doubtless remains heterogeneity among 

populations with any identified risk factor.  

 Moreover, susceptibility analyses inherently assume homogeneity of the infecting 

bacterial population. However, the diversity of V. vulnificus isolates and their differing virulence 

potential (139) clearly indicate strain and isolate heterogeneity. Lethal potential is not predicted 

by a strain’s “clinical” or “environmental” origin (178). Thus, the study of virulence 

determinants in V. vulnificus is an active area of investigation in the field, and one that is 

addressed in this study. 

Experimental Models of Pathogenesis 

 Human studies Numerous bacterial diseases, including cholera infections by V. 

cholerae, are studied in controlled clinical trials. Such experiments provide human-specific 

insights into pathogenesis and treatment options. However, the high morbidity and mortality 

associated with V. vulnificus, coupled with a lack of treatment efficacy, render this method 

untenable for V. vulnificus studies. Therefore volunteer trials are not conducted for this organism. 

 Mouse models The first experimental animal studies of a novel lactose-positive Vibrio 

species (aka Beneckea vulnifica (179, 180), eventually V. vulnificus (181-184)) were published 

by Poole and Oliver in 1978 (137). Given the multiple clinically suspected infection routes, 

Poole and Oliver employed a variety of mouse models for V. vulnificus study: subcutaneous 

(s.c.) injection to mimic wound infection; intragastric (i.g.) inoculation to mimic gastrointestinal 

infection; and intraperitoneal (i.p.) and intravenous (i.v.) injections to simulate the systemic 

bacteremia that can result from either route of exposure (137). Due to the severe nature of human 
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V. vulnificus infections, virulence is most commonly monitored using death as an endpoint. In 

that way, genetic or treatment modifications that reduce lethality are quantified. In all the 

virulence models, it is assumed that mice ultimately die of multi-organ failure in a manner 

similar to humans. The cytokine induction reminiscent of sepsis has recently been profiled (140). 

However, there have not been post-mortem studies to confirm and/or parse the failure of specific 

organs upon V. vulnificus challenge and, as such, some elements of the physiological response to 

lethal V. vulnificus challenge in mice remain uncharacterized. 

 Each of the initial models – s.c., i.g., i.p., and i.v. – has persisted over the subsequent 40 

years of V. vulnificus study, though with some modifications. While Poole and Oliver found V. 

vulnificus to be avirulent in adult mice exposed to the bacteria i.g. (137), reports of foodborne 

human disease have continually indicated that humans acquire V. vulnificus infections by 

ingestion (101). This discrepancy was first circumvented in 1984 using infant mice (185). Use of 

these immunologically immature animals continues today (135, 136, 186, 187). Subsequent work 

has adapted adult mouse models to render animals more susceptible to infection by either 

generalized immunosuppression (164, 178) or neutropenia (132). In contrast to i.g. infection 

models in other bacterial studies, antibiotic pre-treatment is generally not used. As such, these 

studies are conducted in the presence of the normal gut microflora. 

 Clinical data support that boht liver cirrhosis and hereditary hemochromatosis predispose 

individuals to lethal V. vulnificus infections. Both of these conditions are associated with 

elevated serum iron levels. Hence some pathogenesis research uses iron dextran pre-treatment to 

raise serum iron concentration in mice. Indeed, a study in 1981 demonstrated that iron 

overloaded mice are more susceptible to V. vulnificus (188). This conclusion became more 
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generalizable when a panel of 24 V. vulnificus isolates was tested in 1992 (178). Iron overload is 

now commonly used as a precursor to infection via i.g., i.p, and s.c. routes (11, 164, 187).  

 Iron administration in mice is optimal for mimicking transient hemochromatosis, such as 

that which occurs in patients having received blood transfusion (161). However, there remain 

differences between transient and chronic iron hemochromatosis. Notably, there currently exists 

a mouse model of genetic hemochromatosis which likely better recapitulates the multiple facets 

of chronic iron overload (189), but this mouse line has yet to be paired with V. vulnificus 

infection for study of pathogenesis. 

 Multiple approaches have attempted to mimic the multifaceted nature of liver dysfunction 

that characterizes many clinical cases of V. vulnificus (103, 183). Liver disorder was induced in 

mice by bile duct ligation, but these animals did not demonstrate increased susceptibility to 

disease (138). In contrast, a mouse model of liver cirrhosis induced by carbon tetrachloride 

injection does demonstrate increased mortality upon V. vulnificus infection (190).  

 However, administration of iron remains the most frequent modification to adult mouse 

models. The disadvantage of iron overload is a considerably accelerated infection course 

compared to iron-normal mice (11, 188). In addition, iron overload exacerbates the occasional 

lung contamination that occurs in Vibrio i.g. infection models (191), leading to bacterial 

outgrowth in the lung and death due to off-target pneumonic infection (Satchell lab, 

unpublished).  Based on models for V. cholerae colonization in adult mice (192), our laboratory 

developed an adult mouse model of V. vulnificus infection that uses a combination of anesthetic 

pre-treatment (ketamine-xylazine) and stomach acid neutralization (sodium bicarbonante, 

NaHCO3) to facilitate intestinal colonization (1, 35, 193). While the exact mechanisms of this 
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model’s efficacy have not been determined, it is thought to be due to the combination of 

decreased acid stress (NaHCO3) and transiently altered inflammatory response (ketamine) (194). 

This is the model employed in the current study, and its details are reported in Chapter 7 – 

Materials and Methods. 

 Other mammalian models V. cholerae researchers developed a model using ligated ileal 

loops of rabbits to examine the pathogenic effects of bacteria inoculated in a discrete intestinal 

segment (195). This method has since been modified to study V. vulnificus dissemination and 

lethality in rats, rabbits, and mice (136, 137, 187, 196). 

 Fish models A subset of V. vulnificus strains are capable of causing disease in eels owing 

to the presence of a plasmid that confers resistance to the bactericidal effects of fish serum (197). 

Pathogenesis in eels is studied using numerous models of infection, including exposure by patch 

contact, eel-eel contact, cohousing, bath challenge, i.g. inoculation, or direct injection (198, 199). 

 C. elegans model Caenorhabditis elegans has been employed to study various host-

pathogen interactions (summarized in (200)). Oral infection of C. elegans with V. vulnificus led 

to intestinal distension and death that was attenuated when known virulence genes were 

disrupted (200), suggesting that virulence determinants are shared between the C. elegans and 

mouse models. Studies using fluorescently tagged bacteria have since demonstrated with both 

Escherichia coli and V. vulnificus that live and dead microbes are not distinguishable by 

fluorescence intensity in the C. elegans gut (201). Therefore, future studies using this model 

must use an alternative method, such as plating for colony forming units (CFU), to make 

conclusions about V. vulnificus colonization ability.  
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Virulence determinants in Vibrio vulnificus  

 Virulence factors are generally defined as elements that “help bacteria to (i) invade, (ii) 

cause disease, and (iii) evade host defenses” (202). Because most V. vulnificus studies are 

designed to study lethal infection course, V. vulnificus virulence factors are further characterized 

by their contribution to lethal disease outcomes in model organisms. Multiple genes falling into 

these categories are implicated in V. vulnificus virulence. The majority of studies have used 

genetic manipulation to demonstrate necessity and/or sufficiency of specific genes.  

Resistance to host 

 As many V. vulnificus infections are acquired gastrointestinally, resistance to acid stress 

in the stomach likely influences bacterial survival in the host. In V. vulnificus, low pH 

environments lead to increased bacterial superoxide levels (105, 203). Bacterial manganese 

superoxide dismutase (SOD) is used to neutralize acidic environments. Accordingly, mutations 

in V. vulnificus sod genes lead to increased pH sensitivity (203), and sod mutants have increased 

median lethal dose (LD50, (204)) in mouse models of infection (205).  

 The cadBA operon, which encodes a lysine/cadaverin antiporter and lysine 

decarboxylase, is also important for V. vulnificus acid tolerance in vitro (206). Interestingly, the 

role of cadBA is not obvious when bacteria are exposed to pH 4.4 immediately following growth 

at neutral pH (7.6). However, conditioning bacteria by pre-exposure to pH 5.8 before exposure to 

pH 4.4 improves survival dependent upon cadBA (206). According to the conclusions of Rhee, et 

al. (206), “it is apparent that the contribution of the cadBA genes for the acid tolerance of V. 

vulnificus is substantial, but dependent on prior exposure to acidic pH.” Neutralization of animal 

stomach acid with NaHCO3 is integral to some current mouse models of i.g. V. vulnificus 
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infection. This indicates that V. vulnificus grown in standard culture media, e.g. Luria Burtani 

(LB) broth, are not primed to resist the acidic stomach environment (1, 35, 193). However, these 

and other results on bacterial survival in the presence of oxidative stress indicate that conditions 

including low pH (206) or nutrient limitation (207), may prime V. vulnificus to deal with 

subsequent stressors. Environmentally stress-primed V. vulnificus that encounter the human host 

are therefore likely to exhibit conditionally increased virulence potential (206).  

 Evasion of the host immune response is an additional requirement of bacterial 

pathogenesis. The capsular polysaccharide (CPS) of V. vulnificus confers resistance to 

complement opsonization, reducing phagocytosis by host immune cells (208) and thereby 

contributing significantly to virulence potential in mice (208-210). In fact, according to Jones 

and Oliver (105), “expression of CPS is one of the few known virulence factors of V. vulnificus 

that is recognized to be absolutely required for pathogenicity.” 

Motility and adhesion 

 V. vulnificus expresses a polar flagellum that is integral to swimming motility (196). The 

flg operon encodes the Vibrio polar flagellum and its basal apparatus (34, 211). Disruption of the 

flg operon, both by transposon insertion and directed mutation, has resulted in decreased 

bacterial bloodstream invasion and decreased virulence in mouse models (196, 212, 213). Jones 

and Oliver point out that studies on the flg operons suffered from polar mutations and lack of 

successful complementation (105). Even if taken at face value, however, it remains unclear 

whether flg-mediated virulence phenotypes arise from motility itself, from attachment apparently 

mediated by flg components, or from the inflammation induced by immune recognition of 

bacterial flagellin.  
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 A role for attachment in virulence is supported by Type IV pilin-associated phenotypes. 

Disruption of pilA (encoding a pilin subunit) or pilD (encoding a pre-pilin peptidase) leads to 

defective bacterial attachment in vitro and increased LD50 in vivo (214, 215). Mutants in the tight 

adherence (tad) genes encoding fibrils, or Flp pili, have recently been shown to have defective 

oyster colonization (90). The effect of Flp pili on mammalian pathogenesis, however, has not yet 

been tested. Mutants in the gene for outer membrane protein OmpU, which binds fibronectin in 

the mammalian extracellular matrix, demonstrate decreased attachment, cytotoxicity, and 

virulence compared to parent strains (216). Together these studies suggest that bacterial 

attachment to host cells is critical for cytotoxicity and bacterial virulence. 

Iron acquisition 

 The importance of iron availability during V. vulnificus infection is highlighted by the 

correlations between liver disease/hemochromatosis and septic V. vulnificus infection, as 

discussed above in the section “Pre-disposing conditions” (103). Transcriptional responses of V. 

vulnificus to varied iron concentrations revealed global gene expression profiles involved in iron 

acquisition (217). The V. vulnificus chatechol siderophore, vulnibactin, and its receptor are 

required for full virulence in mice, while heme does not appear to be a vital iron source during 

infection (217-221). The TonB system, which actively transports iron-bound substrates across 

the outer membrane of Gram-negative bacteria, is also important for V. vulnificus pathogenesis 

(217). However, whether this is due directly to its role in iron acquisition, or indirectly to its 

regulation of virulence-related genes including flagella and secreted toxin remains to be de-

convoluted (187). 
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Secreted factors 

 Bacteria encode a diverse array of secretion systems for export of proteins from the 

bacteria cytosol to either the extracellular space or directly into targeted cells. Thus far, six 

systems for secretion from Gram-negative bacteria have been characterized (222). Unlike many 

pathogenic bacteria, V. vulnificus does not possess complete loci for Type 3 or Type 4 secretion 

systems (T3SS, T4SS, respectively). However, the Type 1, Type 2, and Type 6 secretion systems 

have been functionally characterized in V. vulnificus, and secrete important virulence factors.  

 The V. vulnificus Type 6 secretion system (T6SS) encodes a molecular syringe that can 

deliver proteins from the bacteria to targeted bacterial or eukaryotic cells (222). The T6SS is 

important for intra-specific bacterial competition in V. cholerae, where it contributes to increased 

fitness by killing neighboring bacteria and facilitating horizontal gene transfer (223, 224). 

Although less well characterized, the V. vulnificus T6SS is also anti-bacterial and likely 

contributes to V. vulnificus population dynamics in the environment (225). The T6SS of related 

V. cholerae acts as an important modulator of host processes (226, 227). However, disruption of 

the T6SS in V. vulnificus does not alter infection outcomes in a mouse model, so it is thus far 

unclear whether V. vulnificus T6SS targets eukaryotic host cells (225). 

 V. vulnificus encodes structurally characterized components of a Type 2 secretion system 

(T2SS) (228, 229). Mutations in the T2SS significantly reduce overall protein secretion from V. 

vulnificus (230). T2SS disruption also significantly improves survival of V. vulnificus infected 

mice (230). A recent transposon mutagenesis screen suggests that the T2SS is important for V. 

vulnificus survival and proliferation in serum (231). 
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 Two of the best-characterized T2SS products are the hemolysin VvhA and the 

metalloprotease VvpE (230). The 51-kD VvhA hemolysin/cytolysin encoded by vvhA is toxic to 

eukaryotic cells, and its activity against erythrocytes is thought to liberate iron for bacterial 

benefit (232, 233). Indeed, it is repressed under iron-rich conditions (234). Interestingly, 

however, vvhA mutants do not exhibit virulence defects when mice are inoculated i.p., (232). In 

addition to its lytic activities, VvhA promotes autophagic flux, reactive oxygen species (ROS) 

production, mitochondrial damage, and caspase3/7-dependent death in epithelial cells (235, 236). 

Relatedly, its actions are linked to increased intestinal epithelial permeability and damage (1, 

236). Virulence defects are exhibited when vvhA mutants are inoculated i.g., suggesting that its 

activity on the intestinal epithelia may be more salient to its role during infection compared to its 

activity against erythrocytes. 

 The metalloprotease VvpE, which has a broad substrate range, causes severe phenotypes 

when injected to mice in its purified form (237, 238). Reports for a virulence role of VvpE have 

been conflicting, however. Multiple groups, each using i.p. injection of mice, have reported that 

vvpE is not required for virulence (239, 240). More recently, it was reported that mice infected 

i.g. with a vvpE mutant exhibited increased survival. As with vvhA, this emphasizes the role of 

VvpE in acting at the intestinal barrier to influence bacterial dissemination from the gut. Indeed, 

VvpE inhibits expression of mucin from intestinal goblet cells and disrupts intestinal tight 

junction integrity (241, 242). Relatedly, the mucin-binding protein GbpA was recently shown to 

promote bacterial virulence in i.g. infected mice (243).  

 Finally, V. vulnificus encodes a functional T1SS at the rtx locus. T1SS are fairly specific, 

and translocate only one or a few substrates (222). The V. vulnificus rtx locus also includes an 
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rtxA1 gene homologous to that originally discovered in V. cholerae (136, 244, 245), the product 

of which is the Multifunctional Autoprocessing Repeats-in-Toxins (MARTX) toxin (described in 

detail below). rtxA1 has been linked to multiple forms of cell death including necrosis and 

apoptosis (246, 247). The importance of vvhA and rtxA1 in virulence has been demonstrated 

across multiple infection models (136, 245, 248, 249). Compared to VvhA, however, RtxA1 

exerts the dominant virulence role during i.g. infection and is considered the primary secreted 

virulence factor of V. vulnificus (1, 105).  

 Notably, reports that rtxA1-dependent cytotoxicity requires cell-cell contact implies that 

cytotoxicity and virulence phenotypes observed with adhesion-related genes, including pil, flg, 

and omp, are likely related to decreased MARTX toxin delivery (212, 214, 216). Moreover, there 

may be overlapping regulatory effects. For example, tonB mutants are defective in iron transport 

and motility. However, they also have decreased rtxA1 expression (187). In the future, the 

contributions of each function could be tested using a variety of double mutants in the pil, flg, 

omp, and rtxA1 loci. Still, these reports indicate an important role for rtxA1 and its MARTX gene 

product in dictating V. vulnificus virulence potential during i.g. infection.  

 

MARTX toxins 

Introduction 

Bacteria have evolved not only to exist in diverse habitats, but also to manipulate their 

respective niches to support microbial outcomes. For microorganisms that associate with single 

or multicellular hosts, the ability to deliver “effectors” to the eukaryotic cell cytosol is integral to 

strategic modulation of the environment. Bacterial effector delivery is typically accomplished in 
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one of two ways. In one method, a complex secretion machinery is expressed on the bacterial 

envelope through which a diverse array of protein cargos are delivered directly to host cell 

cytosol. This strategy is exemplified by T3SS, which deliver bacterial effector proteins across 

eukaryotic cell membranes through a bacterial injection needle complex (222). In the well-

studied case of Salmonella, one system (T3SS1) facilitates bacterial invasion across the intestinal 

epithelial barrier and entry into host cells. A second system (T3SS2), helps establish the 

intracellular replication niche of the Salmonella containing vacuole by delivering bacterial 

effectors across the macrophage phagosomal membrane (250). T4SS, like T3SS, utilize a large 

protein complex that spans – in the case of Gram-negative bacteria – both bacterial membranes 

and the target host membrane (222). The Legionella pneumophila T4SS delivers >200 effector 

molecules across the endosomal membrane to manipulate macrophages for survival of the 

bacterium within the cell (251). Finally, T6SS deliver effectors to target cells by an injection 

strategy (222). For example, an actin crosslinking effector delivered by V. cholerae induces 

inflammation and accelerates gut motility to displace resident microbes and create an intestinal 

environment that favors V. cholerae (8, 226). 

Alternatively, effectors can be delivered as extracellularly secreted toxins, where an “A” 

component is a single effector protein that bears an activity and the “B” component is important 

for binding the target cell and delivering the effector. The A and B components can be separate 

secreted proteins or distinct functional domains of a single protein. This strategy allows for a 

bacterial effector to be transported into the target cell without necessitating direct cytosolic 

injection. In some cases, several effector proteins share the same B component. The functional 

results of A-B toxins are similar to effectors of direct injection systems in that they often 



 
 
 

39 

modulate cell biological pathways. However, toxins are most frequently limited to a single 

effector or effector domain activity (252). 

A unique hybrid of the two described approaches is the effector delivery mechanism of 

MARTX toxins. Almost exclusively expressed from organisms lacking T3SS or T4SS, MARTX 

toxins encompass all necessary components for both effector activity and delivery within a large, 

singular, extracellularly-secreted polypeptide. This single protein comprises the entire 

translocation machinery. However, more like direct injection systems, MARTX toxins can 

deliver not just one, but multiple cytopathic bacterial effectors to target host cells. Further, via 

horizontal gene acquisition and genetic recombination, diverse combinations of effector domains 

can arise within the single polypeptide. Thus, MARTX toxins are multifunctional translocation 

machinery, processing machinery, and bacterial effector cargo (2, 13, 253).  

 Similar to other effector delivery systems, MARTX toxins are key factors in the 

pathogenesis of numerous organisms. MARTX toxins act as accessory toxins during V. cholerae 

infections, supporting bacterial colonization of the intestine (192). During host infections with 

the pathogen V. vulnificus, MARTX toxins act as the primary virulence factor facilitating initial 

colonization, dissemination, and lethality in mammals and eels (1, 11, 197, 254). The fish 

pathogen V. anguillarum has also been shown to induce lethal infections in salmon dependent 

upon a MARTX toxin (255). Thus, MARTX toxins contribute significantly to disruption of 

human and aquatic health.  

rtxA1 regulation 

The histone-like nucleoid structuring (H-NS) protein that has predicted binding sites 

throughout the rtxA1 gene (248, 256-258). Expression of the rtxA1 gene in V. vulnificus is 
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positively regulated by HlyU, which acts as an antirepressor of H-NS. A comparable paradigm 

has been demonstrated for the regulation of rtxA1 in V. anguillarum (259, 260). HlyU, in turn, is 

regulated by the quorum sensing regulator SmcR, a homolog of the regulator LuxR from V. 

harveyi (258). 

Expression of rtxA1, as well as a portion of its secretion system, is up-regulated in 

response to eukaryotic cell exposure in vitro (136, 254, 261). This result is consistent with data 

that rtxA1 is up-regulated during in vivo mouse infection (140). 

MARTX toxin production and secretion 

MARTX toxin rtx gene loci are present across multiple bacterial genera including 

Aeromonas, Photorhabdus, Proteus, Vibrio, and Xenorhabdus, and are best characterized in the 

Vibrio species V. cholerae, V. vulnificus, and V. anguillarum (Table 1.1). Each rtx locus consists 

of two divergently transcribed operons: rtxHCA and rtxBDE (244, 245, 255, 262). The first gene 

in the operon, rtxH, encodes a conserved hypothetical protein of as-yet unexplored function. The 

adjacent rtxC gene encodes for a putative acyltransferase (244). Fatty acid post-translational 

modification by homologous acyltransferases is a well-established mechanism of activation 

among other members of the repeats-in-toxins (RTX) toxin family (263, 264). Yet, the 

contribution of rtxC to MARTX-associated virulence is still debatable and the gene does not 

appear to be essential for cytotoxicity (248, 265, 266). Further, MARTX toxin acylation has not 

yet been reported. The last gene in the operon, rtxA (sometimes designated rtxA1), encodes the 

MARTX toxin itself. The rtxA open reading frame (ORF) can exceed 15 kilobases in the case of 

some toxin variants (2). An rtxA ORF is often the largest gene in the entire bacterial genome.  
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The genes in the adjacent rtxBDE operon are inverted relative to the rtxHCA operon 

(244). These genes, in cooperation with the unlinked tolC gene, form a dedicated MARTX toxin 

type 1 secretion system (T1SS) (Figure 1.1) (262, 267). In a manner analogous to the hly-

encoded hemolysin secretion system of E. coli, RtxD is the presumed transmembrane protein 

linking with the outer membrane porin TolC to form a narrow “chunnel” through which each 

MARTX toxin is secreted. Unfolded protein is secreted directly from bacterial cytoplasm to 

extracellular environment without a periplasmic intermediate (268). Again similar to E. coli 

hemolysin, MARTX toxin secretion is energized by ATPases peripherally associated with the 

Table 1.1. Distribution of rtxA loci among bacterial species as of 2015 
 
Cause disease in 
humans 

Cause disease in 
aquatic animals 

Associate with insects 
or nematodes 

Associate with 
aquatic animls 

Aeromonas 
hydrophila2 

Aeromonas 
hydrophila2 (fish) 

Photorhabdus 
asymbiotica 

Vibrio 
caribbenthicus 
(coral) 

Proteus mirabilus Moritella viscosa 
(fish) 

Photorhabdus 
luminescens 

Vibrio 
nigripulchritudo 
(shrimp) 

Vibrio cholerae Vibrio anguillarum 
(fish) 

Photorhabdus 
temperata 

Vibrio splendidus 
(seawater) 

Vibrio vulnificus Vibrio ordalli (fish) Xenorhabdus bovenii  

 Vibrio vulnificus BT2 
(eels) Xenorhabdus doucetiae  

  Xenorhabdus 
nematophila  

  Xenorhabdus poinarii  
 
1Alphabetical list limited to MARTX toxins previously annotated (2, 13) or newly identified by TBLASTN 
search of 1544 representative or 3976 complete genomes deposited at National Center for Biotechnology 
Information (http://www.ncbi.nlm.nih.gov/) using V. cholerae MARTX toxin sequence without effector domains 
as query. 
2Although early genomics supported that human clinical isolates lack the rtxA gene (17), a TBLASTN search of 
deposited draft genomes identified rtxA in at least 12 human clinical samples (unpublished) and four isolates 
from fish (20). Analyses conducted by Karla Satchell. 
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inner membrane (Figure 1.1) (269). Atypically, the MARTX toxin secretion system requires two 

different ATPase proteins, RtxB and RtxE (254, 262). Both ATPases are essential for secretion 

and are proposed to work as a heterodimer, although the functional consequence of this unusual 

T1SS is not known (262)  

  

 
 
 
Figure 1.1. Expression at the rtx gene locus leads to MARTX toxin secretion. Expression 
of the rtxBDE operon and unlinked tolC genes results in formation of a T1SS ‘chunnel’ 
spanning the bacterial inner and outer membranes. The MARTX toxin, product of the rtxA (or 
rtxA1) gene, is secreted from bacterium to extracellular space without a periplasmic 
intermediate. Secretion requires calcium (Ca2+ ), which likely participates in the folding of 
the RTX-like tandem aa repeats present in the MARTX C-terminus. 

RtxD 
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Secreted MARTX toxin-associated activity can be detected from supernatant fluids (3, 6, 

30, 254, 255). This indicates that portions of the toxin can fold, at least transiently, in the 

extracellular space. However, observable toxin activity is short-lived due to degradation by 

secreted proteases (132, 270) and induction of toxin autoprocessing by bacterial culture media 

(246, 271). Moreover, rtxA-induced cytotoxicity requires contact between V. vulnificus and 

target cells (136, 261). This is somewhat surprising for a secreted virulence factor, and is likely 

observed for two reasons. First, rtxA1 expression is induced by host cell exposure. Second, the 

relative instability of supernatant-borne MARTX toxins suggests that only freshly synthesized 

toxin is successfully delivered to host cells. This precedent has been demonstrated for adenylate 

cyclase (AC) toxin, an RTX toxin family member from Bordetella pertussis. In that case, 

bacterial-host proximity facilitates the delivery of freshly synthesized product from bacteria to 

target cells (272).  

AC toxin is also captured in bacterial outer membrane vesicles (OMVs) (273). The 

MARTX toxin secreted by V. cholerae is stabilized by association with outer membranes and 

with OMVs. However this does not appear to be a universal phenomenon, as the same 

association between MARTX toxin and OMVs has not been observed with V. vulnificus (270, 

274). 

MARTX toxin domain organization  

MARTX toxins, once expressed, are massive proteins with deduced primary sequences 

from 3500-5300 aa. The toxins are comprised of four distinct regions: the N-terminal arm, the 

effector domains, the cysteine protease domain (CPD), and the C-terminal arm (Figure 1.2). 

They are classified as members of the broader RTX protein family by virtue of characteristic 
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RTX tandem amino acid (aa) repeat sequences in the C-terminus (Figure 1.2). However, it is the 

presence of the N-terminal arm and the CPD that further define the core structures essential to be 

designated within the MARTX toxin subfamily (275). 

  

 

 
 
Figure 1.2. MARTX toxins deliver effector domains to target cell cytosol. MARTX toxins 
exhibit modular organization with characteristic N- and C-terminal repeat regions flanking a 
central core consisting of the CPD and arrayed effector domains. Following toxin expression 
and secretion from a bacterium, MARTX repeat regions facilitate pore formation in target cell 
membranes. Once translocated through the repeat region pore, the CPD is activated for 
autoproteolysis by inositol hexakisphosphate (InsP6). Cleavage at susceptible leucine 
converts the MARTX effector domain cargo to finite bacterial effectors in the eukaryotic 
cytosol. 
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The C-terminal region of a MARTX toxin harbors the repeats that classify these toxins as 

RTX famiy members. The C-terminal region is dominated by 15 tandem copies of a “C” repeat 

sequence. The first nine aa of each C repeat match classical glycine and aspartate-rich RTX 

sequences known to form a beta-barrel with calcium ions at the turn at the end of each beta 

strand. Each repeat also contains nine additional aa. Together these two portions comprise an 18-

aa non-canonical RTX motif that comprises the C repeat sequence (2, 244). 

Downstream of the RTX repeats is a small region of less than 200 aa. A stop codon just 

13 aa from the end of the toxin entirely disrupts toxin function in V. cholerae. This is consistent 

with other RTX toxins where the C-terminus carries information for secretion by its designated 

T1SS (10, 276). MARTX toxin secretion (and, therefore, activity) is calcium dependent. 

Therefore it is proposed that MARTX C-repeats, similar to RTX calcium binding repeats, remain 

unstructured in the relatively low-calcium bacterial cytosol and fold upon reaching the calcium-

rich extracellular environment  (Figure 1.2) (30, 246). This transition might drive MARTX toxin 

export from C- to N- terminus by a calcium-dependent molecular ratchet mechanism, as has been 

shown for other RTX toxins (277-280). 

Distinguishing MARTX toxins from all other RTX family proteins is the presence of 

conserved repeat sequences at the N-terminus of the protein (Figure 1.2). The ~1960 aa N-

terminus is dominated by a total of 52 aa repeats sequences that fall into two groups: 14 copies of 

the 19-aa “A” repeats and 38 copies of the 20-aa “B” repeats. While still glycine-rich, these are 

not classified as RTX repeats and – lacking aspartate residues in key positions – are not thought 

to bind calcium ions. Nonetheless, each is predicted to form a beta-barrel structure consistent 

with a function in pore formation (2, 13).  
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The V. vulnificus MARTX causes necrotic cytotoxicity (30, 246). However, some 

MARTX toxins – such as that from V. cholerae – induce cytopathic effects in the absence of cell 

lysis (6, 255). While the pore-forming repeat regions of the MARTX toxins from V. vulnificus 

and from V. cholerae, for example, are identical in size and 93% identical in aa sequence, only 

the toxin from V. vulnificus induces cell lysis (3, 30). Though thus far unexplained, functional 

variances between MARTX toxins of different bacterial species may reflect differences in pore 

structure. Alternatively, V. vulnificus may simply produce much more toxin due to gene 

induction in the presence of cells (136, 254). 

MARTX toxin effector delivery 

Whether or not the toxin causes cell lysis, the Ca2+-bound, folded MARTX repeat regions 

somehow form a pore in the target cell membrane. The MARTX repeat pore facilitates 

translocation of the central effector domain region (3). Very little is known about the mechanistic 

process of effector domain translocation. The membrane pore has been estimated at 1.63 nm 

(136). This diameter implies that the central MARTX toxin region must travel through the pore 

in an unfolded state. Thermodynamic studies of the central effector domain region suggests that 

natural structural instability – that is, the relatively easy transition between folded and unfolded 

state – allows for their translocation across the eukaryotic membrane (281, 282). Moreover, it 

has been suggested that a more stable folded state is possible in the eukaryotic cytosol compared 

to the extracellular space. As such, the energetic drive toward stability may provide impetus for 

effector domain translocation from extracellular space to cytosol (279, 281). 

Within the translocated central portion of all MARTX toxins is the CPD that confers 

toxin autoprocessing activity (Figure 1.2) (283). After its translocation, this domain is activated 
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in the cell cytosol by the eukaryotic-specific small molecule inositol hexakisphosphate (InsP6). 

Upon activation, the CPD proteolytically cleaves the MARTX toxin at susceptible leucine 

residues. Cleavage releases discrete portions of the MARTX toxin into the target cell cytosol 

(271, 282, 284, 285). This CPD autocleavage is essential for full activity of the toxin to be 

observed, likely due to the role of subcellular localization in effector function (3, 283). CPD 

activity thus converts the large MARTX holotoxin into finite, bona fide bacterial effectors in a 

eukaryotic-specific context. 

A unique feature of the MARTX toxins is the variety of observed effector domain 

compositions. The repeat regions and CPD are highly conserved in size and sequence across a 

multitude of Gram-negative bacteria. A given MARTX toxin, to current knowledge, delivers 

only the effectors present in its own polypeptide (i.e. no effectors encoded at other loci have been 

found to use the MARTX toxin pore as a delivery mechanism). But, the effector domain 

complement present in MARTX toxins is not always the same. Thus, while MARTX toxins are 

classified as large single polypeptide toxins, they function as effector delivery platforms (253). 

 

MARTX toxin effector domains 

Any singular MARTX toxin possesses a repertoire of one to five of ten defined effectors, 

organized in a characteristic modular fashion (Figure 1.2) (2, 13). Once translocated and 

autoprocessed by the CPD, MARTX effectors act on a variety of eukaryotic cellular targets 

(Table 1.2) via diverse biochemical mechanisms. Effector activity results in modulation of key 

cellular pathways regulating cellular energy balance, cytoskeletal integrity, and 

survival/proliferation.  
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Table 1.2. MARTX toxin effector domains and their characteristics 
Abbreviation Description Known characteristics References 
ABH Alpha-beta hydrolase PI3P-specific phospholipase 

Activation of small GTPase 
CDC42 
Inhibits autophagy and endosomal 
trafficking  

(2-4) 
 

ACD Actin crosslinking 
domain 

Formation of isopeptide linkage 
between actin monomers resulting 
in cell rounding, inhibition of 
phagocytosis, and blocking actin 
filament elongation 
 

(5-9) 
 

DmX Domain X (formerly 
PasyHD1) 

Binds ADP ribosylation factors 
(ARFs) for activation of 
autoproteolysis 

(10-12)  

DUF1 Domain of unknown 
function in the first 
position 

Binds prohibitin, increases 
prohibitin expression on cell 
surface 

(14)  

ExoY Adenylate cyclase Conversion of ATP to cyclic AMP 
similar to Pseudomonas 
aeruginosa ExoY 

(11) 

MCF Makes caterpillars 
floppy-like 

Cellular-induced cysteine 
autoprotease that induces the 
intrinsic pathway of apoptosis 

(15, 16) 

PasyHD2 P. asymbiotica 
homology domain 2 

Domain of no known function 
with a predicted lipid raft 
localization motif 

(13, 18, 19) 

RID Rho-inactivation 
domain 

Inactivation of small GTPases by 
fatty acid acylation of the target’s 
polybasic region; results in 
cellular actin depolymerization 

(3, 21-23) 

RRSP Ras/Rap1 specific 
peptidase (formerly 
DUF5) 

Site-specific processing of small 
GTPases Ras and Rap resulting in 
loss of phospho-ERK, cell 
rounding, and inhibition of cell 
proliferation 

(26, 27) 

VIP2 VIP2-like protein Putative ADP-ribosylating activity 
with homology to Bacillus cereus 
VIP2 and other VIP2-like toxins 

(10, 13, 28) 
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 Specific modification of eukaryotic proteins is exemplified by the proteolytic activity of 

the Ras/Rap1-specific peptidase (RRSP). RRSP site-specifically cleaves the Ras and Rap1 

GTPases to modulate mitogen activated kinases activity and thereby control cell survival. This 

highly potent toxic activity rapidly and completely abolishes proliferation of cells treated either 

with the toxic domain or with bacteria expressing a MARTX toxin (26, 27). Similarly, the Rho 

Inactivation Domain (RID) directly modifies target GTPases by acylation of the polybasic region 

of its substrates, leading to GTPase inactivation (3, 22, 23). Another example of direct 

modification is the MARTX-dependent catalysis of G-actin crosslinking by the actin 

crosslinking domain (ACD) (286, 287). The crosslinking of actin in the presence of bacteria is 

100% efficient, resulting in crosslinking of all actin within 90 minutes (3, 6, 288). Dramatic cell 

rounding due to the ACD can also occur ahead of completion of crosslinking by the binding of 

crosslinked actin to formin on the growing end of actin filaments (9). The adenylate cyclase 

effector converts ATP to cyclic AMP (11), presumably affecting cell biological processes 

controlled by cytosolic levels of cyclic AMP. The alpha/beta hydrolase (ABH) effector domain is 

a phospholipase, which, by its cleavage of phosphoinositol-3-phosphate (PI3P), inhibits 

autophagic flux and endosomal trafficking in target cells (4). ABH is also reported to stimulate 

CDC42 activity, though this activity may be indirect (3).  

Some MARTX effector domains are linked to cellular phenotypes but have as-yet 

unidentified biochemical mechanism. For example, MARTX toxin activity is linked to intrinsic 

apoptotic cell death (247, 289) through action of the Makes caterpillars floppy-like (MCF) 

effector domain (15, 16). The Domain X (PasyHD1 or DmX) binds host cell ADP-ribosylation 

factors (ARFs), inducing dysfunction and disrupting vesicle trafficking (12). In each of these two 
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cysteine proteases, catalytic residues have been identified as essential for autoproteolytic activity 

of MCF or DmX, but the role of the catalytic activity in downstream processes remains to be 

determined (12, 15). The DUF1 effector domain has recently been shown to bind and up-regulate 

host protein prohibitin 1 (PHB1) via the ERK pathway. The consequences of this binding are 

unknown and warrant further investigation (14). 

Finally, the functions of at least two other uncharacterized effectors, Photorhabdus 

asymbiotic homology domain 2 (PasyHD2) and the vegetative insecticidal protein 2 homology 

domain (VIP2), remain to be investigated. Sequence analysis reveals little about the functions of 

DmX and PasyHD2, but similarities between VIP2 domain and other VIP2-like toxins and 

predicts this region could have ADP-ribosylation activity (3, 13).  

MARTX toxins and heterologous protein transfer 

As demonstrated by the variety of naturally occurring effector repertoires, MARTX 

toxins are capable of delivering cargo that ranges considerably in identity and size. This 

suggested that a MARTX toxin could also be capable of translocation of heterologous proteins. 

Beta-lactamase (Bla) has served as a useful tool for study of protein transfer for many 

bacterial translocation systems because its presence can be monitored via enzymatic cleavage of 

fluorogenic and colorimetric lactam substrates (24). When a bla DNA sequence was cloned into 

rtxA in place of the native V. cholerae rtxA effector domain sequences, Bla activity was 

detectable in the supernatant of bacterial cultures. Thus, the heterologous MARTX proteins can 

be expressed and secreted from bacteria in the context of the MARTX toxin (Figure 1.3) (3). 

Moreover, Bla activity is detected after translocation into the target cell cytosol, indicating that 

the MARTX toxin is capable of transporting this heterologous protein across the eukaryotic 
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plasma membrane (Figure 1.3) (3, 16). This work in V. cholerae demonstrated that specific 

effector domains are not required for toxin secretion, for eukaryotic cell targeting, or for 

translocation. Moreover, cytosolic translocation of the heterologous Bla highlights the robustness 

of the MARTX toxin as a platform for effector delivery.  

  

 

 
 
Figure 1.3. MARTX toxins are capable of heterologous protein transfer. Where a bla 
gene is cloned in place of rtxA effector domains, the heterologous protein is expressed, 
secreted and delivered to target cells in the context of the MARTX toxin. Bla activity can be 
detected by the cleavage of fluorogenic and colorimetric beta-lactam substrates, such as CCF2 
(24). Heterologous protein transfer demonstrates the robustness of the MARTX toxin as a 
platform for effector delivery. 
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A major stumbling block in the study of MARTX toxin is that, likely due to a 

combination of traits including large size, inherent structural flexibility, and generally low 

expression, no MARTX toxin has been successfully purified in the two decades since its 

discovery (244). Thus, understanding its mechanism of action in many ways differs from 

traditional toxin biology approaches. Since the toxins are modular in nature, ectopic expression, 

intoxication, and microinjection have been productive in studying distinct domains in isolation. 

In addition, genetic manipulation of rtxA1 on the chromosomes of genetically tractable bacteria 

has facilitated study by deletion, exchange, and insertion of effector domains. Indeed, the 

generation of the Bla system in V. cholerae MARTX was a major step toward a more 

fundamental understanding of these large and multifunctional proteins. Given the differences 

between the MARTX toxins of V. cholerae and V. vulnificus – namely, the lytic ability and 

diverse effector cargo of MARTXVv as compared to the lack of lytic ability and relatively 

conserved effector cargo of MARTXVc – experimental investigation is needed to determine 

whether results observed with V. cholerae toxin dynamics translate to our understanding of V. 

vulnificus toxin dynamics.  

 

Driving Questions 

The current model of V. vulnificus pathogenesis consists of three key stages: (i) bacterial 

outgrowth to high levels in the intestine, (ii) induction of widespread intestinal tissue damage, 

and (iii) bacterial flood to distal organs. In the current paradigm, the MARTX holotoxin 

promotes each of these stages by (i) enhancing bacterial survival in the intestine, (ii) causing 

lytic cell death, and (iii) promoting dissemination (Figure 1.4). 
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Figure 1.4. Current paradigm of MARTX-mediated functions in pathogenesis. 
MARTX toxin (i) defends against phagocytosis and thereby promotes bacterial outgrowth in 
the intestinal lumen. (ii) When a critical bacterial level is reached in the intestine, toxin-
mediated barrier dysfunction is induced by pore-forming toxins MARTX and VvhA. (iii) 
Widespread lytic necrosis in the intestine facilitates bacterial transit across the epithelial 
barrier and dissemination to distal organs. 
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From these facts arise numerous outstanding questions. Does the MARTX toxin interact 

with the epithelial barrier early during gastrointestinal infection? With such a large and dynamic 

protein, which are the MARTX toxin regions that functionally contribute to pathogenesis? And 

how are they doing so? Are critical MARTX functions attributable to specific toxin regions? Or, 

are MARTX phenotypes additive or synergystic from the activities of its component parts? 

Relatedly, why does a toxin that can cause necrotic cell lysis also initiate so many other 

cytopathic functions by virtue of its effector domain repertoire (Table 1.2)? Which of these 

functions are critical to its virulence role? These constitute the driving questions that will be 

addressed in this study. 

The experiments presented in the following dissertation are the first to use modified Bla-

containing MARTX toxins in V. vulnificus study. In Chapter 2, we investigate the interplay 

among MARTX toxin regions and toxin function to determine which toxin regions facilitate 

toxin expression, secretion, and delivery to target cells. In Chapter 3, the same powerful genetic 

platform is employed to address outstanding questions on the functional role of the MARTX 

toxin in V. vulnificus pathogenesis. In Chapter 4, the functional contributions of individual 

effector domains in the MARTX toxin repertoire are investigated. Finally, Chapter 5 outlines the 

novel application of mouse ventral surface temperature (VST) as a biomarker for lethal i.g. V. 

vulnificus infections. Together, a variety of in vitro and in vivo experiments are employed to 

advance the MARTX toxin and V. vulnificus pathogenesis fields by elucidating the functional 

relationships among MARTX toxin domains, cytopathic functions, and virulence. 
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CHAPTER 2 

The Vibrio vulnificus MARTX toxin effector domain region is not required for toxin expression, 

secretion, or delivery to host cells 

 

Chapter-specific acknowledgements 

The work published in Kim, et al. 2015 was accomplished in collaboration with Satchell 

laboratory postdoctoral fellow Byoung Sik Kim, PhD (30). In this chapter, I describe my 

experimental contributions to this study. To ensure clarity about the validation of this system, 

which is used in all subsequent chapters, I also include data from a subset of Dr. Kim’s 

experiments. Work by Dr. Kim is clearly designated as such in the text and figure legends. Any 

work not credited to Dr. Kim is my own. 

Overview 

The V. vulnificus gene rtxA1 encodes a Multifunctional Autoprocessing Repeats-in-

Toxins (MARTX) toxin, which is responsible for numerous cytopathic and cytotoxic functions. 

rtxA1 is an important virulence factor of V. vulnificus, as defined by its significant contribution 

to lethal infection outcomes in mice. As such, its mechanisms of action are an area of active 

study. Processes induced by the rtxA1 gene or its toxin product include: reactive oxygen species 

(ROS) stimulation, mitochondrial damage, inflammasome activation, cytoskeletal changes and 

cell rounding, and cell death via apoptosis or necrosis (136, 246, 247, 290).  

MARTX toxins are large, multi-domain proteins that consist of N- and C-terminal amino 

acid repeat regions flanking a central effector domain repertoire (Figure 1.2) (13, 19). This 

organization is exemplified by the 5,206-amino-acid (aa) MARTXVv toxin from representative 
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Korean clinical isolate CMCP6 (291) (Fig. 2.1). The N-terminal repeat-containing region 

includes an ~200-kDa amino-terminal arm, more than 50 percent of which consists of 19-to-20-

aa glycine-rich repeats. At the carboxyl-terminal end of the protein are situated approximately 

~100-kDa of glycine-rich repeats, and 15 copies of the atypically structured 18-aa repeats-in-

toxin (RTX) repeat that classify this toxin as a member of the greater RTX protein family (2, 30).  

Following secretion from the encoding bacterium, MARTX toxins undergo an 

extracellular intermediate prior to delivering their effector domains to targeted eukaryotic cells 

(6). The MARTX N- and C-terminal arms are then purported to together form a pore in the host 

cell membrane (2), though the structural basis of their role in pore formation has not been 

deduced. The MARTX pore, estimated at 1.6 nm (136), is thought to serve as the means of 

translocation for the unfolded central region of the MARTX protein to eukaryotic cytosol.  

While the N- and C-terminal repeat regions are highly conserved, the effector domains 

vary in modular fashion. Thus the MARTX effector complement is variable across bacterial 

species, and even among isolates of V. vulnificus (reviewed in (13, 275)). Between the effector 

domains and the C-terminal repeat regions is the inositol hexakisphosphate (InsP6)-inducible 

cysteine protease domain (CPD). The CPD is responsible for autoprocessing activity that 

releases MARTX effectors to the eukaryotic cytosol (282-284). 

The MARTX toxin has, to this point, never been successfully purified, likely owing to a 

combination of size, structural flexibility, and autoproteolytic activity. However, ectopic 

expression, alternative delivery, and microinjection have been successfully employed in 

MARTX toxin study. In this way, certain cytopathic activities have been attributed to the 

biochemical activities of discrete MARTX toxin effector domains (4, 12, 14, 27, 31). The 
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functionality of discrete MARTX effector domains suggests that the specific cytopathicities 

induced by a given toxin variant are dependent upon its effector domain composition. Effector 

variability across bacterial isolates makes it unlikely that any given portion of the effector 

repertoire is required for efficacious MARTX toxin expression, secretion, or translocation.  

Conversely, conservation of the N- and C-terminal repeat region sequences suggests that 

these portions of the toxin are more likely to confer conserved toxin functions, specifically 

expression and delivery to host cells. In fact, the extreme C-terminus of the MARTX toxin 

encodes the characteristic T1SS secretion signal for RTX proteins (10, 13, 276). Studies suggest 

that a C-terminal portion of the toxin lacking the effector domains and N-terminal repeat region 

is sufficient to kill cells when it is ectopically expressed inside eukaryotic cells (246). However, 

a C-terminal toxin fragment is not cytotoxic when delivered as a purified protein from outside 

the cell (292). 

Thus, data suggest important functions for both the repeat regions and the effector 

domain repertoire of the V. vulnificus MARTX toxin. However, studies have so far been limited 

to genetic disruption of the entire rtxA1, or to study of discrete expressed/purified toxin 

fragments.  

This study employs a genetic approach to generate MARTX toxin variants to study toxin 

functionality in a manner that facilitates delivery of toxin variants in natural context from the 

bacterium to target cell. Specifically, genetic manipulation on the bacterial chromosome replaces 

the native MARTX effector repertoire with a heterologous beta-lactamase (bla) gene in a method 

comparable to that recently employed in the study of MARTX toxin in Vibrio cholerae (3).  
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This method allows the empirical testing of questions previously unanswered or 

unanswerable. Specifically: Which portions of the MARTX toxin are involved in its expression 

and secretion from bacteria? Which portions are necessary for delivery to host cells? What is the 

relationship between rtxA1-associated cytopathicities and toxin domains? To address these 

questions, the MARTX effector-free V. vulnificus strain and its derivative strains are tested for 

toxin dynamics in the context of natural toxin delivery from bacteria. The strains are likewise 

used to discern the portions of the MARTX toxin necessary for two ubiquitous toxin-associated 

phenotypes of cell rounding and cell lysis.  

Indeed, these experiments reveal that the MARTX N- and C-terminal regions are each 

important for delivery of toxin domains from the bacteria to the eukaryotic cytosol. Likewise, 

these conserved regions are critical for cell lysis in vitro. However, the repeat regions cannot 

account for all activities of the toxin. Rather, the effector domains confer cytopathic activity 

separate from pore-induced necrosis.  

 

Results 

Strain generation and validation 

To distinguish the function of independent portions of the MARTX toxin during natural 

intoxication of cells, a method is needed to ensure that genetic modification of the rtxA1 toxin 

gene does not also disrupt protein synthesis, secretion from the bacterium, surface binding, or 

translocation. Kim and colleagues established a system in which the effector domains were 

replaced with the mature Escherichia coli TEM-1 Bla as an in-frame fusion (293-295), while the 

natural CPD autoprocessing site at aa 4090 (as mapped by Shen et al. (271)) and the putative 
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processing site in front of domain of unknown function in the first position (DUF1) (after aa 

1959 based on alignment to the known processing site for V. cholerae MARTX [MARTXVc] 

(282)) were retained.  

The modified gene arrangement was exchanged into the chromosome of V. vulnificus. 

These studies use a derivative of Korean clinical isolate CMCP6 generated by isolation of a 

spontaneous mutant resistant to rifampicin (Table 7.1, hereafter termed CMCP6). The bla gene 

was inserted into this CMCP6 strain background by double homologous recombination to create 

an rtxA1::bla strain. Additional modifications to the rtxA1::bla strain were also generated. These 

include strains deficient in the N- or C-terminal toxin coding regions; with a catalytically 

inactive CPD; or with a disruption in the rtx secretion apparatus. The MARTX toxins produced 

by these modified rtxA1 genes are diagrammed in Figure 2.1 and the strains listed in Table 7.1. 

The V. vulnificus hemolysin also has a role in cytolysis (132, 296, 297) and virulence (1). The 

vvhA gene was deleted from all strains used in this study so as to focus on phenotypes arising 

from manipulation of the rtxA1 locus. 
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Figure 2.1. Modified MARTX toxin schematics. The RtxA1 protein (MARTX toxin) 
produced by the parental strain (top) was modified to replace the native effector domain 
region with a heterologous beta-lactamase (RtxA1::Bla). Subsequent strains were generated 
that product RtxA1::Bla toxins lacking N-terminal repeats (RtxA1::Bla ΔN), C-terminal 
repeats (RtxA1::Bla ΔC) or CPD activity (CPD*). CPD = cysteine protease domain; s.s. = 
secretion signal. 
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Modification of rtxA1 does not alter in vitro bacterial growth 

 Once all strains were generated by Dr. Kim, I tested in vitro bacterial growth rates as 

measured by optical density (OD) in LB broth. Growth rates were unaltered by the modifications 

to the rtxA1 gene (Figure 2.2). 

 

  

 

 
Figure 2.2. Chromosomal modification of rtxA1 does not alter bacterial growth in vitro. 
Cultures grown in LB broth over ten hours show no growth defect for the strains with the 
modified rtxA1 gene as measured by optical density (OD) at 600nm (A600). Three biological 
replicates per strain were used in a single growth experiment. Strains compared by two-way 
ANOVA.  
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Modified MARTX toxin is secreted to culture media 

Because beta-lactamase protein possesses enzymatic activity, and MARTX toxins are 

secreted by a dedicated T1SS with no periplasmic intermediate, measuring cleavage of 

extracellular Bla substrates should serve as a measure of modified RtxA1::Bla toxin secretion.  

This phenomenon was validated first via a semi-quantitative assay using ampicillin, a 

beta-lactam antibiotic substrate of Bla (Figure 2.3). On agar plates, ampicillin from an antibiotic-

loaded disc diffuses in the media to generate a concentration gradient that decreases with 

increasing distance from the origin of the disc. Bacteria that are more sensitive to Amp (that is, 

inhibited for growth at lower concentrations) exhibit larger zones of growth inhibition, while 

those that are resistant to Amp (i.e. capable of tolerating higher concentrations of Amp) grow in 

closer proximity to the disc.  This assay was utilized in development of the Bla system for study 

of the MARTX toxin in Vibrio cholerae (3).  
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Figure 2.3. Strains expressing modified RtxA1::Bla toxins exhibit β-lactamase activity. 
Strains which contain the heterologous bla gene in the rtxA1 coding region demonstrate 
secreted Bla activity with decreased zones of growth inhibition in the presence of ampicillin. 
Three biological replicates were used in a single experiment. The individual replicates are 
depicted above and the data quantified below. Results were compared by one-way ANOVA 
with Tukey post-test for multiple comparisons. **** p<0.0001 
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When strains of V. vulnificus with wild-type (WT) or modified MARTX toxins were 

grown as bacterial lawns in the presence of an ampicillin antibiotic disc (Figure 2.3), only those 

strains modified by introduction of the bla gene into the MARTX toxin were more resistant to 

ampicillin (smaller zone of growth inhibition). Strains with deletions in the vvhA or rtxA1 locus 

had unmodified Amp resistance compared to the WT CMCP6 strain. These results confirm that 

cleavage of Bla substrates by V. vulnificus is dependent upon the presence of RtxA1::Bla.  

Knowing that cleavage of Bla substrates by V. vulnificus could be used to specifically 

monitor RtxA1::Bla secretion, an assay of increased precision was desired. The compound 

nitrocefin undergoes a yellow-to-red color change upon cleavage of its beta-lactam ring, and 

quantitation of this color change has been previously used to track the secretion of modified 

T3SS substrates from Pseudomonas aeruginosa (298-300). Therefore we optimized a protocol 

for detection of RtxA1::Bla secretion from V. vulnificus. Because MARTX toxins are expressed 

at low levels prior to exposure to host cells (136), and because the toxin is degraded rapidly upon 

secretion (245, 246, 254), this protocol entails incubating nitrocefin directly with bacterial 

cultures rather than with culture supernatants. In this way, the Bla activity of MARTX secreted 

into the media can be captured directly upon its secretion. 

As expected, whole cell cultures of rtxA1::bla were capable of hydrolyzing the 

chromogenic substrate (Figure 2.4) while strains lacking the bla modification in rtxA1 (WT, 

ΔrtxA1) did not demonstrate any detectable nitrocefin cleavage (Figure 2.4). A mutant with a 

polar insertion in the rtxB gene of the associated T1SS exhibited significantly less nitrocefin 

cleavage compared to the rtxA1::bla strain. Thus nitrocefin cleavage is dependent upon secreted 

RtxA1::Bla toxin.  
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A.      

 
B.      

 
 
Figure 2.4. The rtxA1 effector domain region, N-terminus, and CPD catalytic activity 
are dispensable for MARTX toxin secretion. Secretion of modified MARTXVv toxin 
from the indicated strain was examined by nitrocefin cleavage assay using whole bacterial 
culture. Three biological replicates were run for each experiment, and each was adjusted by 
subtracting background nitrocefin absorbance from a negative, media-only control. Panel 
(A) is pooled data from two independent experiments. Panel (B) is data from a single 
experiment. Results were compared by one-way ANOVA with Tukey post-test for multiple 
comparisons. **** p<0.0001 
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The N-terminal repeat region of RtxA1 is not required for toxin secretion (A), nor is CPD 

catalytic activity (B). Interestingly, Bla activity from the rtxA1::bla ΔC strain was only 

detectable at low levels, comparable to the non-secreting rtxA1::bla rtxB- strain. This result was 

novel, given the intentional conservation of the extreme C-terminal RtxA1 secretion sequence in 

rtxA1::bla ΔC (276, 301). The result indicate that the amino acid repeats at the C-terminus of the 

MARTX toxin might have a functional role in protein secretion. 

To distinguish between defective toxin expression and defective toxin secretion, bacterial 

lysates were generated and subsequently co-incubated with nitrocefin. Lysates from rtxA1::bla 

ΔC exhibits nitrocefin cleavage activity at levels much greater than the corresponding intact 

bacterial cultures, and comparable to lysates from the rtxA1::bla and rtxA1::bla rtxB- strains 

(Figure 2.5). The rtxA1::bla rtxB- and rtxA1::bla ΔC strains also exhibit substrate cleavage when 

cultures are incubated with nitrocefin overnight. This result reiterated the fact that they generate 

functional, Bla-containing MARTX toxin, but its secretion dynamics differ from that of the 

rtxA1::bla strain. Together these data demonstrate that the C-terminal repeat regions of the V. 

vulnificus MARTX toxin are required for toxin secretion.  
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Figure 2.5. MARTX toxin C-terminal repeat regions are required for MARTX toxin 
secretion. Secretion of modified MARTXVv toxin from the indicated strain was examined 
by nitrocefin cleavage assay using whole bacterial culture for duration of 4 hours (black) or 
16 hours (light gray), or with culture lysates (dark gray). Data are three biological replicates 
per condition, each from a single experiment. 
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Bla modification does not render strains resistant to current clinical antibiotic therapy 

One of the current clinical treatments for V. vulnificus infection is a beta-lactam 

antibiotic, ceftazidime (122). According to the literature, as a third-generation cephalosporin, 

ceftazidime should be impervious to the activity of the TEM-1 Bla utilized for modification of 

the V. vulnificus MARTX toxin (302). Nonetheless, we aimed to experimentally confirm that the 

MARTX Bla modification would not render V. vulnificus strains resistant to clinical antibiotic 

therapy. We tested ceftazidime resistance in the same manner as previous experiments for 

ampicillin resistance, using an antibiotic disc assay (Figure 2.6). The ceftazidime growth 

inhibition zones were indistinguishable in size amongst the tested strains, indicating that the 

modified rtxA1::bla strain is not resistant to this clinical antibiotic treatment regime. 
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Figure 2.6. Modified rtxA1::bla strain is not resistant to clinical antibiotic treatment for 
V. vulnificus. Assessment of susceptibility of the indicated strains to ceftazidime using 
antibiotic disc assay. Results were compared by one-way ANOVA with Tukey post-test for 
multiple comparisons. n.s. = not significantly different. Data were collected from three 
biological replicates, depicted above and quantified below. 

WT rtxA1::bla ΔrtxA1 
Sample # 

1 

2 

3 
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Modified MARTX toxin delivers the heterologous Bla effector to host cytosol 

After I confirmed that MARTX toxin produced by rtxA1::bla was secreted, Dr. Kim next 

aimed to determine whether heterologous Bla was translocated to targeted eukaryotic cells via 

the MARTX toxin platform. To examine this question, a CCF2 assay was used in a manner 

comparable to previous studies on the delivery of T3SS substrates to eukaryotic cells by P. 

aeruginosa (303).  

HeLa cells loaded with the fluorescent Bla substrate, CCF2 exhibited green fluorescence 

that is detectable by flow cytometry (stained, Figure 2.7). HeLa cells co-incubated with V. 

vulnificus rtxA1::bla exhibit a conversion of green to blue fluorescence, indicating successful 

delivery of Bla to the eukaryotic cytosol (Figure 2.7). The proportion of blue cells  increases with 

increased co-incubation time and MOI. CCF2 cleavage is completely dependent upon 

RtxA1::Bla, as the ΔrtxA1 strain is incapable of converting any cells from green to blue. Thus the 

modified RtxA1::Bla delivers a heterologous effector to targeted eukaryotic cytosol.  
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Figure 2.7. Modified MARTX toxin targets eukaryotic cells and delivers the heterologous 
Bla domain to eukaryotic cytosol. Translocation of Bla was detected by flow cytometry, 
where green fluorescence (518 nm; y axis) under conditions of violet laser excitation (409 nm) 
indicates the number of cells loaded with CCF2 and blue fluorescence (447 nm; x axis) 
indicates the number of cells with cleaved CCF2. Representative FACS analysis images from at 
least three biological replicates are shown, with means ± standard deviations of percentages of 
Bla-translocated cells shown within each panel. (30) This figure was generated by Dr. Byoung 
Sik Kim. 
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The lack of Bla translocation to cells co-incubated with rtxA1::bla ΔC is consistent with 

previous results that the C-terminus is required for toxin secretion. Interestingly, the lack of Bla 

translocation to cells co-incubated with rtxA1::bla ΔN indicates that MARTX effector 

translocation requires the protein’s N-terminal repeat region (Figure 2.8). While the N- and C-

terminal repeat regions had been previously predicted to work in concert for pore formation at 

the eukaryotic membrane (2), this is the first experimental evidence to directly support a model 

in which the N-terminal repeat regions are required for effector translocation. It has been 

previously reported that, when expressed ectopically, the MARTX C-terminus is sufficient for 

the toxin’s cytopathic effects ((246)). However, the result of this study demonstrates the 

requirement of the MARTX N-terminus for delivering MARTX toxin effector domains in the 

toxin’s native, bacterially derived context. 
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Figure 2.8. MARTX toxin N-terminus is required for Bla delivery to target cells. (A) 
HeLa cells were treated with the indicated V. vulnificus strain at an MOI of 10 for 60 min and 
then loaded with CCF2/AM. FACS analyses were done as described for Fig. 2, and 
representative images are shown. (B) Histograms show percentages of Bla-translocated, blue 
fluorescence-emitting cells as means ±  standard deviations (n ≥ 3). Results were compared by 
one-way ANOVA with Tukey post-test for multiple comparisons. ***p<0.001. This figure 
was generated by Dr. Byoung Sik Kim. 
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Toxin-dependent lysis of target cells does not require effector domains  

The previous experiments demonstrate that effector-free RtxA1::Bla toxin is secreted 

from V. vulnificus and that the heterologous Bla domain is translocated to targeted eukaryotic 

cytosol.  As such, the strain is validated as a tool for disentangling the role of MARTX toxin 

repeat regions and MARTX toxin effector domains in toxin-associated phenotypes. Specifically, 

the Bla system was used to test the role of the different toxin regions in cell lysis. 

It is well documented that V. vulnificus induces necrotic lysis of eukaryotic cells when 

co-cultured in vitro (136, 246, 258). To test the role of the effector domain region in MARTX-

induced lysis, HeLa cells were co-incubated with V. vulnificus strains at an MOI of 10 and cell 

lysis quantified by LDH release. 

Compared to the strain making wild-type toxin, lysis by the rtxA1::bla strain was 

delayed, while the ΔrtxA1 strain induces only background levels of lysis. (Figure 2.9). However, 

by 270 minutes of co-incubation, the lysis levels were indistinguishable at nearly 100 percent. 

Thus, MARTX effector domains influence the kinetics of cell lysis but ultimately are not 

required for toxin-dependent lysis of target cells. Rather, repeat region-mediated pore formation 

is sufficient for V. vulnificus MARTX-associated lysis of eukaryotic cells. 
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Figure 2.9. The MARTX effector domain region is not required for toxin-dependent 
lysis. HeLa cells were coincubated with the indicated V. vulnificus strains at an MOI of 10 
and LDH release to supernatant fluids quantified at the indicated times. Samples were 
collected form the same three biological replicates at each time point. Results were compared 
by two-way ANOVA with Tukey post-test for multiple comparisons. *p<0.05, ***p<0.001. 
This figure was generated by Dr. Byoung Sik Kim. 
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In an endpoint assay of 270 minutes co-incubation, neither rtxA1::bla ΔN nor rtxA1::bla 

ΔC induced lysis beyond background levels. This result is consistent with previous data that 

rtxA1::bla ΔC is not secreted. Moreover, the requirement of the MARTX N-terminus for both 

Bla translocation and toxin-induced lysis indicates its role in formation of the MARTX pore, 

which is here demonstrated to be sufficient for induction of target cell lysis even in the absence 

of any native MARTX effector domains (Figure 2.10).  
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Figure 2.10. Repeat-containing regions of MARTXVv toxin are necessary and sufficient 
for host cell lysis. Percent HeLa cell lysis at 270 min after coincubation with the indicated V. 
vulnificus strains at an MOI of 10 was determined by LDH release assay.  Three biological 
replicates were used per experiment in two independent experiments. Results were compared 
by one-way ANOVA with Tukey post-test for multiple comparisons. ***p<0.001, n.s. = not 
significantly different. Panel A was generated by Dr. Byoung Sik Kim. 
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MARTX effector domains are required for induction of cell rounding 

 In addition to cell lysis, rtxA1 induces cytoskeletal rearrangement and cell rounding 

(136). To characterize the region of the MARTX toxin responsible for this activity, HeLa cells 

were co-incubated at MOI=10 with strains making full-length or effector-free MARTX and cell 

rounding monitored at 30 minute intervals prior to the onset of detectable cell lysis (Figure 2.11). 

HeLa cells exposed to V. vulnificus making full length MARTX exhibited a rapid response, with 

nearly 50% of cells rounded in just 30 minutes of co-incubation and almost 100% of cells round 

by 120 minutes. In contrast, the effector-free rtxA1::bla strain did not induce cell rounding above 

the level of ΔrtxA1 or PBS-inoculated negative controls, despite the eventual lysis of both cell 

subsets. These data reveal the novel insights that 1) the MARTX effector domain region is 

required for cell rounding, and 2) cell rounding is not a necessary prerequisite of necrotic lysis. 
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Figure 2.11. Rapid cell rounding induced by MARTXVv requires effector domains. P 

Representative images of HeLa cells treated with PBS or indicated V. vulnificus strains for 
120 min. Cell rounding was quantified every 30 min. Data are means  ± standard deviations 
for n=3 images containing average 75 cells per image.  
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Discussion 

The overall structural organization of MARTX toxins is consisten, and the N- and C-

terminal portions of the encoding rtxA1 genes are highly conserved (275). However, the total 

length of a given MARTX varies from 3500 to 5300 amino acids due to the variable number and 

identity of effector domains in the toxin’s central region (2). How is it that certain toxin 

functionalities are conserved even with such variable effector composition?  

For many years, models of MARTX toxin function have suggested that the N- and C-

terminal repeat regions work in concert to form the 1.6-nm pore in targeted eukaryotic 

membranes, through which the central region of effector domains is translocated (275). 

However, this model had not been functionally tested for any MARTX toxin until 2015, when it 

was shown that the repeat regions of MARTXVc are sufficient to deliver a heterologous effector 

to the eukaryotic cytosol (3).  

Here is has been demonstrated that numerous characteristics of MARTXVc are also true of 

MARTXVv, and thus are likely generalizable also to the entire MARTX family. Namely, the 

effector domain region is not required for MARTX toxin expression, secretion, or delivery to 

host cells. Moreover, the MARTX toxin is a sufficiently robust effector delivery platform that it 

can translocate not only its own diverse native effector repertoires, but also heterologous 

proteins.  

This study expanded upon the work that had been completed in V. cholerae to further 

characterize toxin dynamics in V. vulnificus. Specifically, the novel use of quantitative nitrocefin 

cleavage assays for detection of MARTX secretion was used to determine that the toxin N-

terminus is not required for toxin secretion, while the C-terminal repeats are required for 
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MARTX secretion from bacteria. Bacterial mutants were further employed to demonstrate that a 

toxin lacking N-terminal repeats could not translocate effectors to the eukaryotic cytosol. This 

result indicates the importance of the MARTX N-terminal repeats for eukaryotic membrane 

targeting and/or pore formation. 

This study was also able to experimentally dissect questions about the MARTX toxin that 

are unique to V. vulnificus. While MARTXVc does not induce necrosis of target cells, cell lysis is 

a well-documented phenotype of MARTXVv. Using bacterial mutants producing different 

versions of the MARTX toxin, we show that effector domains are not required for MARTX-

induced cell lysis. The repeat region pore is sufficient not only for heterologous domain 

translocation, but also for lysis of target cells. The mechanisms of differences in lytic activity – 

that is, why the MARTX toxins of V. vulnificus. but not those of V. cholerae or Vibrio 

anguillarum are lytic, despite 93 percent conservation of the repeat regions among strains – 

remain to be determined (6, 255).  

Another outstanding question is the functional role of discrete MARTX toxin regions in 

bacterial virulence and pathogenesis. This study makes clear that in vitro, the MARTX toxin 

repeat regions are sufficient for a necrotic death of target cells. Moreover, effector domain-

induced cell rounding is not a necessary prerequisite of toxin-induced necrosis. Still, the effector 

domains rapidly induce cytopathic effects that manifest in cytoskeletal re-arrangement and cell 

rounding well prior to the onset of necrosis, suggesting that translocation of effector domains is 

the primary function of the MARTX toxin pore. Such activity is reminiscent of the bifunctional 

Bordetella pertussis adenylate cyclase toxin that functions as both a hemolysin/cytolysin and for 

delivery of its adenylate cyclase effector domain (304). Whether one of these in vitro phenotypes 
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has a dominant role in vivo, or whether they each contribute to toxin-associated lethality, will be 

addressed in Chapter 3. 
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CHAPTER 3 

The MARTX toxin effector domain region confers biphasic epithelial dysfunction and is 

essential for systemic spread from the intestine 

 

Overview 

Pathogenic bacteria are known for secreting virulence factors that promote infection of 

host organisms. In the case of V. vulnificus, the rtxA1 gene encodes a multifunctional 

autoprocessing repeats-in-toxins (MARTX) toxin, which is the dominant secreted factor that 

determines lethality of intestinal infection (1). The 5206 a.a. MARTX toxin produced by V. 

vulnificus strain CMCP6 contains long regions of highly conserved tandem amino acid repeats at 

the N- and C-termini. These regions are required for toxin secretion and formation of the 

MARTX toxin pore, which has been estimated to have an inner diameter of 1.63 nm (30, 136). 

Between the repeat regions are situated a cysteine protease domain (CPD) and a region of 

modularly organized effector domains (13). The pore is thought to serve as the route for 

translocation of the central toxin region containing the CPD and effector domains across the 

eukaryotic plasma membrane from the extracellular space to the cytosol of target cells. 

Stimulated by the eukaryotic-specific molecule inositol hexakisphosphate (InsP6), the CPD is 

activated to cleave after leucine residues located between effector domains, thereby releasing 

bacterial effector proteins into the cytosol of the targeted eukaryotic cell (253).  

The V. vulnificus MARTX toxin is associated with numerous cytopathic and cytotoxic 

functions in vitro. Specifically, the toxin plays a role in lysis of numerous eukyarotic cell types 

(246, 289), cytoskeletal dysfunction as illustrated by epithelial cell rounding (30), inflammasome 
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activation (290), inhibition of phagocytosis (163, 249, 305), and induction of apoptosis (247). 

Moreover, the discrete effector domains present in the inner region of MARTX toxins are being 

biochemically characterized to discern their enzymatic functions. Effector domains from various 

MARTX toxins are now known to inhibit Rho GTPases (3, 22), cleave Ras and Rap1 (27, 306), 

inhibit autophagy (4), induce apoptosis (31), and crosslink actin (19, 193, 288). Experiments 

suggest that different effector compositions confer different levels of MARTX toxin potentcy 

(193). Yet it has been challenging to discern functional relationships between discrete portions of 

the MARTX toxin and V. vulnificus virulence.  

We have previously demonstrated that the MARTX toxin effector domain region is 

dispensable for toxin secretion from the bacterium and toxin translocation to target cells, 

indicating that secretion and translocation functions are conferred by the conserved repeat 

regions (30). In fact, the toxin repeat regions and the CPD comprise a sufficiently robust 

platform to deliver a heterologous beta-lactamase (Bla) in place of the native MARTX toxin 

effector repertoire (3, 30). Notably, the MARTX toxin pore is also sufficient to induce necrotic 

cytotoxicity of HeLa cells in vitro, even in the absence of effector domains (30, 136, 246). The 

intestinal tissue necrosis observed during V. vulnificus i.g. infection suggests that lytic toxin 

activity might be sufficient for MARTX-associated intestinal damage, bacterial dissemination, 

and lethality (1, 131, 132, 138, 139). In Chapter 2, we demonstrated that the MARTX toxin 

repeat regions are sufficient for cell lysis in vitro. Yet, the MARTX toxin effector domain region 

is retained across V. vulnificus isolates and is required for in vitro cell rounding and apoptosis 

induced by the bacterium (30, 31). Therefore, we hypothesized that the MARTX toxin effector 
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domain region is important for i.g. pathogenesis of V. vulnificus, despite the fact that it is 

dispensable for cell lysis. 

In this study, we characterize the functional roles of MARTX toxin regions in V. 

vulnificus pathogenesis and virulence during i.g. infection. We find that the MARTX toxin 

effector domains collectively induce rapid loss of transepithelial resistance and increased 

paracellular permeability in vitro prior to the induction of intestinal epithelial cell lysis. 

Moreover, MARTX effector domains are required for bacterial dissemination from the intestines 

to the liver and spleen very early during i.g. infection. Surprisingly, overt intestinal epithelial 

necrosis is not a prerequisite to bacterial dissemination. Together these data indicate that the 

focus on the MARTX toxin as a virulence factor should de-emphasize its lytic function and 

emphasize toxic mechanisms of delivered effector domains that confer V. vulnificus virulence 

potential. 

 

Results 

Bacterial strain selection and verification 

 The MARTX cytotoxin product of rtxA1 is established as a potent virulence factor of V. 

vulnficus infection (1, 249). The VvhA cytolysin/hemolysin product of the vvhA gene is also 

cytolytic and functions additively to virulence. However, the MARTX toxin exerts a more potent 

effect (1). To isolate MARTX-associated phenotypes from those of VvhA, we utilized a variant 

of V. vulnificus CMCP6 with an internal deletion in vvhA (30). In this strain, the wild-type 

version of the MARTX toxin (RtxA1, Figure 1A) is produced. 
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 The rtxA1 locus has then been manipulated in this ΔvvhA background. The ΔvvhA 

rtxA1::bla strain was previously generated by replacing the gene sequence encoding for the 

MARTX toxin effector domains with an in-frame sequence encoding TEM1 Bla to produce the 

modified RtxA1::Bla toxin (Figure 3.1). This effector-free strain expresses and secretes the 

modified Bla MARTX toxin, as previously characterized (30). An rtxA1 null strain was also 

previously generated via internal deletion, resulting in the ΔvvhA ΔrtxA1 strain (30). 

  

 

 
 
Figure 3.1 Modified MARTX toxin composition and layout. Schematic representation of 
toxins produced by ΔvvhA, ΔvvhA rtxA1::bla, and ΔvvhA mcf*::bla strains derived from V. 
vulnificus CMCP6. DUF1=domain of unknown function in the first position; RID=Rho 
Inactivation Domain; ABH=Alpha/Beta Hydrolase domain; MCF=Makes Caterpillars 
Floppy-like domain; RRSP=Ras/Rap1 Specific Protease domain; CPD=Cysteine Protease 
domain; striped boxes=repeat regions. 
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 To verify that CMCP6 genetic manipulation did not compromise rtxA1 gene expression, 

quantitative real-time PCR (qRT-PCR) was employed. mRNA transcript abundance from mutant 

strains was compared to that of the CMCP6 parent strain following growth in Luria Burtani (LB) 

broth. At the transcript level, there was no detectable difference of rtxA1 gene expression 

between the ΔvvhA and ΔvvhA rtxA1::bla strains (Figure 3.2). Therefore, rtxA1 mRNA 

expression is not affected by the presence or absence of the gene sequence encoding effector 

domains. Because RtxA1 protein level is extremely challenging to measure directly and because 

bacterial protein abundance is determined primarily by transcript level in E. coli (307), we 

moved forward on the assumption that equivalent transcript levels in the two strains results in 

equivalent protein production. 
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Figure 3.2. Elimination of rtxA1 effector domain region does not impact transcript 
abundance. Expression of native and modified rtxA1 gene measured by qRT-PCR relative to 
housekeeping 16s-rRNA gene. Data were collected from three independent qRT-PCR runs, 
each with triplicate technical replicates. Statistical significance examined by one-way 
ANOVA using Tukey post-test for multiple comparisons. n.s. = not significant. 
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Effector domains are required for MARTX toxin-associated virulence 

To examine the role of MARTX toxin effector domains in V. vulnificus virulence, mice 

were inoculated i.g. with either the parental ΔvvhA strain or the effector-free ΔvvhA rtxA1::bla 

strain (Figure 3.3A). The ΔvvhA strain caused fatality in 100% of mice by 24 hours post infection 

(hpi). In contrast, the rtxA1::bla was lethal to just 7% of infected mice (Figure 3.3). Thus, the 

rtxA1::bla strain is significantly attenuated, demonstrating that the MARTX toxin effector 

domains are instrumental to toxin-associated virulence. 

To test for an association between in vitro cytolytic activity and virulence, mice were 

infected with either ΔvvhA rtxA1::bla – which causes rtxA1-mediated lysis in vitro – or ΔvvhA 

ΔrtxA1 – which does not induce lysis in vitro – at a 100-fold higher dose. No significant 

differences in survival outcomes were observed between the two groups (Figure 1D). Notably, 

some vvhA- and rtxA1-independent lethality was observed at these high-doses. This could be due 

to bacterial components, such as LPS, and/or minor virulence factors, such as the VvpE 

metalloprotease, all of which may influence pathogenesis at very high dose in the absence of 

dominant virulence factors (241, 242). Nonetheless, the ΔvvhA rtxA1::bla  strain does not confer 

additional virulence over the null mutant (30). 
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A          

 
B          

 
 
 

Figure 3.3. V. vulnificus MARTX toxin effector domains confer virulence in vivo. Mice 
infected i.g. with low dose (A, 2-5 x106 CFU) or high dose (B, 5-8 x 108 CFU) of the 
indicated strains were monitored over 48 hours for survival. Statistical significance was 
determined by log-rank test, ***p<0.001, ****p<0.0001, n.s. = not significant. For low dose 
survival experiments in (A), mice were inoculated in three independent experiments. Total 
mice inoculated with ΔvvhA  number n = 17 and for ΔvvhA rtxA1::bla number n = 14. In one 
of those experiments, n = 5 mice were inoculated with ΔvvhA mcf*::bla. For high dose 
survival experiments in (B), mice were inoculated in two independent experiments with  
ΔvvhA rtxA1::bla (total n = 12) and ΔvvhA ΔrtxA1 (total n = 11). 
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Although the effector-free MARTX toxin expressed by ΔvvhA rtxA1::bla is sufficient to 

cause necrotic cytotoxicity in vitro, the kinetics of this process are delayed in the absence of 

MARTX toxin effector domains (Chapter 2) (30). Therefore, slower cell lysis kinetics could 

contribute to the observed virulence attenuation of ΔvvhA rtxA1::bla compared to ΔvvhA. If this 

correlation held true, it should then follow that a strain with intermediate MARTX-dependent 

lysis kinetics would exhibit intermediate virulence.  

Our laboratory recently generated and described a V. vulnificus strain possessing a 

catalytically-inactive MCF-like effector domain integrated into the rtxA1::bla gene (31). This 

strain thus produces the toxin variant RtxA1::MCF*Bla (Figure 3.1) In this strain, the physical 

presence of the inactive effector domain stimulates the rate of in vitro cell lysis to a level 

intermediate that of ΔvvhA rtxA1::bla and ΔvvhA (31). However, the ΔvvhA mcf*::bla strain was 

completely attenuated during i.g. infection and showed no increased lethality above that of the 

ΔvvhA rtxA1::bla strain (Figure 3.3). Despite exhibiting intermediate rtxA1-dependent lysis 

kinetics in vitro, this strain does not exhibit intermediate virulence. Therefore, lysis kinetics do 

not correlate to strain virulence potential. 

Collectively, these studies indicate that the ability of a given V. vulnificus strain to induce 

lysis in vitro does not correlate with bacterial virulence for i.g. inoculated mice. Rather, MARTX 

effector domains delivered by the holotoxin, while not required for cell lysis, are essential for 

MARTX toxin-associated virulence. 
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MARTX effector domain region is required for bacterial dissemination 

It is known that detection of bacteria in the liver and spleen correlates with lethality in 

mouse models of V. vulnificus infection (138, 139). Clinically, outcomes of V. vulnificus human 

infection are considerably worse once the infection has become septic (103). Therefore, bacterial 

dissemination from the initial site of the infection constitutes a key step in V. vulnificus 

pathogenesis. Moreover, the rtxA1 gene has been linked to the dissemination process (1, 136, 

249).  

To examine the role of MARTX toxin effector domains in V. vulnificus intestinal 

colonization and dissemination, we inoculated mice i.g. with ΔvvhA, ΔvvhA rtxA1::bla, or ΔvvhA 

ΔrtxA1 at the same dose used to determine relative virulence of these strains. Knowing that 

initial lethality was observed approximately 8 hpi, we selected 6 hpi to euthanize mice and 

collect organs such that all mice could be examined prior to death. Isolated organs were 

homogenized and the resulting homogenate plated to determine the bacterial load per organ.  

No differences in bacterial recovery from the intestine was detected across mice infected 

with ΔvvhA, ΔvvhA rtxA1::bla and ΔvvhA ΔrtxA1 (Figure 3.4). Interestingly, this indicates that 

the bacterial load of the intestine at 6 hpi is independent not only of the MARTX toxin effector 

domains, but also of the entire toxin. Therefore, neither the MARTX toxin effector domain 

region nor the repeat regions influence intestinal bacterial load 6 hpi Moreover, early intestinal 

colonization does not account for virulence differences among the inoculated strains. 
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Figure 3.4. rtxA1 is not required for V. vulnificus intestinal survival at 6 hpi Bacteria of 
the indicated strains recovered from plated tissue homogenate of the whole intestine at 6 hpi 
for 5-6 mice per group. Plot symbols represent CFU/organ for individual mice, lines 
represents mean. d.l., detection limit. Data were analyzed by one-way ANOVA with Tukey 
post-test for multiple comparisons. n.s. = not significant. Total n=6 from data collected in two 
independent experiments. 
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Bacterial load in the liver and spleen of the same mice were also quantified at 6 hpi 

(Figure 3.5). While the ΔvvhA strain is detected in these organs at 2-5 x 104 CFU/organ, neither 

the ΔvvhA rtxA1::bla nor the ΔvvhA ΔrtxA1 strain disseminated to this level. In fact, no colonies 

grew from the majority of liver and spleen homogenates from ΔvvhA rtxA1::bla or ΔvvhA 

ΔrtxA1-infected mice even when plated at a detection limit of 10 CFU/organ. 

The inability to detect V. vulnificus in distal organs at a meaningful level in the absence 

of the MARTX toxin effector domain region reinforces the integral role of the MARTX toxin in 

V. vulnificus pathogenesis. In addition, this result indicates that lytic action conferred by 

MARTX toxin repeat regions is not sufficient to facilitate bacterial transit to distal organs. 

Rather, an intact MARTX toxin effector domain region is required for bacterial dissemination to, 

and/or survival in, distal organs including the liver and spleen. 
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Figure 3.5. MARTX toxin effector domain region is required for bacterial dissemination 
from intestine to distal organs. Bacteria of the indicated strains recovered from plated tissue 
homogenate of the (A) spleen and (B) liver at 6 hpi for total 5-6 mice per group from two 
independent experiments. Plot symbols represent CFU/organ for individual mice, lines 
represents mean, and statistical significance was determined by one-way ANOVA followed 
by Tukey multiple comparison’s test to determine p values. *p<0.05, **p<0.01, ***p<0.001, 
n.s. = not significant, d.l. = detection limit. 
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Neither overt intestinal tissue damage nor epithelial apoptosis is a prerequisite to V. vulnificus 

dissemination 

Bacterial dissemination from the intestine to distal organs necessitates bacterial transit 

across the protective intestinal epithelial barrier from intestinal lumen to bloodstream, and 

resistance to immune defense mechanisms, particularly phagocytosis, encountered at each of 

these locations. While the MARTX toxin is known to facilitate bacterial resistance to 

phagocytosis (3, 163, 249), equivalent bacterial loads were observed in the intestines of mice at 6 

hpi. Therefore at this time point, at least in the intestine, V. vulnificus are not differentially 

susceptible to immune clearance dependent upon rtxA1, though this occurs at later time points 

(1). 

In previous studies, significant intestinal epithelial tissue damage has been observed in 

both mice and humans following i.g. V. vulnificus infection (1, 131, 132). This damage has 

subsequently been attributed to the additive function of secreted exotoxins VvhA and MARTX 

(1). To test the relationship between ΔvvhA rtxA1::bla lysis in vitro, intestinal epithelial damage 

during infection, and bacterial dissemination, mice were inoculated i.g. with the ΔvvhA, ΔvvhA 

rtxA1::bla, or ΔvvhA ΔrtxA1 strains. At 6 hpi, the entire intestine was collected and analyzed 

with hemotoxalin and eosin (H/E) staining. 

Surprisingly, no significant pathology was observed in any intestinal tissues at 6 hpi The 

epithelia remain intact in 4/4 ΔvvhA-infected mice, 3/4 ΔvvhA rtxA1::bla-infected mice, and 3/3 

ΔvvhA ΔrtxA1-infected mice (Figure 3.6). In 1/4 ΔvvhA rtxA1::bla-infected mice, the intestine 

showed observable bacterial staining in the lumen and the small intestinal epithelium showed 

some damage at villous tips (Figure 3.6). This outlier sample demonstrates that rare events 
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resulting in rapid bacterial expansion can lead to epithelial damage and supports a model in 

which bacterial outgrowth in the intestine at later infection time points (8-12 hpi) indeed causes 

pathological changes, as previously shown (1). However, this event was not representative. 

Therefore, we conclude that V. vulnificus does not induce extensive intestinal epithelial necrosis 

by 6 hpi and the overt damage previously observed during later infection or in neutropenic mice 

is not solely responsible for dissemination (1, 132).  

The intestine was imaged along the entire longitudinal axis, and no section-specific 

damage was observed anywhere from the proximal to distal gut. These results refute the idea that 

extensive necrosis and inflammation of the ileum is required for bacterial dissemination. With 

these methods, we cannot completely rule out the presence of localized foci of bacterial growth 

or epithelial damage. It remains possible that these exist and are either too small or too sporadic 

to be observed by histology. Nonetheless, we did not observe the same damage seen in previous 

mouse and human histology, despite known bacterial dissemination. This indicates that the 

MARTX toxin effector domain region facilitates bacterial dissemination even in the absence of 

such fulminant intestinal tissue damage. 
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Figure 3.6. Intestinal tissue pathology is not a prerequisite to V. vulnificus dissemination. 
Histological cross sections at 20x (top row) and 60x (bottom row) from swiss-rolled, H&E-
stained small intestines of 3-4 mice each inoculated i.g. with 2-5 x 106 CFU of bacterial 
strains as indicated at top. All samples were analyzed and photographs taken by Dr. Nike 
Beubier; representative images for each condition are shown. 
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The absence of fulminant intestinal tissue pathology during i.g. V. vulnificus infection 

suggested that the bacterium might instead be inducing localized apoptosis of intestinal epithelial 

cells rather than lysis. Indeed, it has been reported that V. vulnificus can induce mitochondrial-

mediated apoptosis in an rtxA1-dependent manner (247). Apoptotic cells can be observed by an 

experienced pathologist in H&E stains tissue sections at high magnification. However, no major 

differences among tissue samples were observed in the examined H&E sections. 

Nonetheless, this result was confirmed using an apoptosis-specific stain (Figure 3.7). The 

same embedded intestinal tissue used for H/E staining were also stained for cleaved caspase-3. 

Sporadic apoptosis is observed in the intestinal epithelial layer as indicated by positive staining 

for cleaved caspase-3 (Figure 3.7). However, no gross differences were observed dependent 

upon rtxA1. Therefore, differences in apoptosis do not account for differences in bacterial 

dissemination among V. vulnificus strains and do not provide a mechanism by which epithelial 

breach is occurring. 
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Figure 3.7. MARTX toxin effector domains do not induce increased intestinal epithelial 
apoptosis. Histological cross sections at 20x (left) and 40x (right) from swiss-rolled, cleaved-
caspase-3 stained small intestines. Shown are representative images from a single mouse; in 
total 3-4 mice were each inoculated i.g. with 2-5 x 106 CFU of bacterial strains as indicated at 
left. Photographs taken by Dr. Nike Beubier. 
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Bacterial dissemination does not induce organ pathology 

Previous studies have linked V. vulnificus dissemination from the intestine to the liver 

and spleen with lethal infection outcomes (138, 139). To assess organ damage, the spleen and 

liver were isolated from mice infected with ΔvvhA, ΔvvhA rtxA1::bla, or ΔvvhA ΔrtxA1 at 6 hpi 

and assessed by histological examination. Despite the presence of >104 CFU ΔvvhA in the spleen 

and liver of infected mice (Figure 3.5), these organs retain their normal morphology at 6 hpi and 

tissues do not exhibit overt pathology (Figure 3.8). Therefore, disseminated V. vulnificus ΔvvhA 

do not induce direct spleen and liver organ damage at 6 hpi, despite the rapid onset of animal 

mortality beginning at 8 hpi Absent overt pathology in the form of either tissue necrosis or 

apoptosis, we reasoned that the changes induced by V. vulnificus MARTX to facilitate bacterial 

dissemination and associated lethality must be more subtle and not dependent on gross effects 

observable by pathology. 
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Figure 3.8. Disseminated bacteria do not induce organ pathology at 6 hpi 
Histological cross sections at 20x (top row) and 60x (bottom row) from H&E-stained (A) 
spleen and (B) liver of mice inoculated i.g. with 5 x 106 CFU of ΔvvhA strain. Representative 
images from a single animal are shown. However, images from the total 3-4 mice per group 
were analyzed by pathologist Nike Beubier.  
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The MARTX toxin rapidly disrupts transepithelial resistance in vitro 

Previous work that predominantly focused V. vulnificus research on cell lysis extensively 

used lactate dehydrogenase (LDH) release from nonconfluent, adherent epithelial cell 

monolayers as an in vitro system for MARTX-dependent cytotoxicity (Chapter 2) (1, 30, 136, 

246, 305). For a more relevant three-dimensional culture model to monitor intestinal epithelial 

barrier breach events in vitro, the interaction between V. vulnificus and polarized confluent T84 

colonic epithelial cells was studied (Figure 3.9). T84 cells were cultured as monolayers in 

transwells to transepithelial resistance (TER) of ≥1000 Ω*cm2. Log phase bacteria were added to 

the apical surface to mimic luminal i.g. bacterial exposure.  

To determine appropriate MOI, a calculation of in vivo intestinal MOI was performed. 

These calculations assume homogenous distribution of bacteria along the length of the intestine, 

and use data from two separate experiments to capture a theoretical in vivo MOI range. Notably, 

localized differences in bacterial burden likely occur in the context of actual intestinal infection. 

Nonetheless, on average the numbers utilized in this study are supported by experimental 

colonization data, as outlined below. Together, the two in vivo studies used for calculations 

capture a theoretical MOI range of 0.001 – 12.5 CFU/cell. 
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Figure 3.9. Polarized T84 monolayer for modeling the intestinal epithelium in vitro. 
Schematic representation and representative 3-D confocal microscopy image of untreated T84 
monolayer stained for nuclei (DAPI, blue) and actin (phalloidin AlexaFluor 488, green). 
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Calculation A: MOI based upon 8 hpi bacterial burden in the mouse small intestine 
 
The intestine of an average mouse of 35-45 grams has, in the jejunum (25): 

𝐸𝑝𝑖𝑡ℎ𝑒𝑙𝑖𝑎𝑙 𝑐𝑒𝑙𝑙 𝑑𝑒𝑛𝑠𝑖𝑡𝑦: 1.90 ∗ 10!
𝑐𝑒𝑙𝑙𝑠
𝑐𝑚!  

 
Based upon the average of 4 and 6-week old age groups outlined in (29), the 32-38 day mice 
used in the current study (average 5-week) mice in this study should have an external 
intestinal epithelial surface area of: 
 

𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 = 21
𝑐𝑚!

𝑠𝑚𝑎𝑙𝑙 𝑖𝑛𝑡𝑒𝑠𝑡𝑖𝑛𝑒 
 
Therefore, the total number of cells in the small intestinal epithelium is: 
 

# 𝑐𝑒𝑙𝑙𝑠 = 𝑐𝑒𝑙𝑙 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 ∗ 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 

= (1.90 ∗ 10!
𝑐𝑒𝑙𝑙𝑠
𝑐𝑚! ) ∗ 22 𝑐𝑚! 

= 40 ∗ 10! 𝑐𝑒𝑙𝑙𝑠 
 
According to unpublished lab data from a previous study (1), the small intestinal bacterial 
burden of a mouse lethally infected with V. vulnificus ΔvvhA at 8 hpi is approximately: 
 

𝐵𝑎𝑐𝑡𝑒𝑟𝑖𝑎𝑙 𝑏𝑢𝑟𝑑𝑒𝑛: 5 ∗ 10! 𝐶𝐹𝑈 
 
To estimate small intestinal MOI in vivo: 
 

𝑀𝑂𝐼 = 𝑏𝑎𝑐𝑡𝑒𝑟𝑖𝑎𝑙 𝑏𝑢𝑟𝑑𝑒𝑛/# 𝑜𝑓 𝑐𝑒𝑙𝑙𝑠 
= (5 ∗ 10! 𝐶𝐹𝑈)/(40 ∗ 10! 𝑐𝑒𝑙𝑙𝑠) 

= 12.5
𝐶𝐹𝑈
𝑐𝑒𝑙𝑙  
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Calculation B: MOI based upon 6 hpi bacterial burden in the whole intestine  
 
This study examines bacterial burdens in the whole intestine, so the cells in the colon must be 
taken into account: 
 
Surface area of the colon (29): 
 

𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 = 7.6
𝑐𝑚!

𝑐𝑜𝑙𝑜𝑛 
 
Epithelial cell density of colon (25): 
 

𝐶𝑒𝑙𝑙 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 = 8.98 ∗ 10!
𝑐𝑒𝑙𝑙𝑠
𝑐𝑚!  

 
Therefore, the total number of cells in the colon is: 
 

# 𝑐𝑒𝑙𝑙𝑠 = 𝑐𝑒𝑙𝑙 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 ∗ 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 

= (8.98 ∗ 10!
𝑐𝑒𝑙𝑙𝑠
𝑐𝑚! ) ∗ 7.6 𝑐𝑚! 

= 6.8 ∗ 10! 𝑐𝑒𝑙𝑙𝑠 
 
Total number of cells in the whole intestine: 
 

𝑇𝑜𝑡𝑎𝑙 𝑐𝑒𝑙𝑙 # = 𝑐𝑒𝑙𝑙 #!"#$$ !"#$%#!"$ + 𝑐𝑒𝑙𝑙 #!"#"$ 
= (42 ∗ 10!𝑐𝑒𝑙𝑙𝑠) + (6.8 ∗ 10!𝑐𝑒𝑙𝑙𝑠) 

= 49 ∗ 10!𝑐𝑒𝑙𝑙𝑠 
 
Moreover, bacterial burden in this study is examined at an earlier time point:  
Bacterial burden in the intestine at 6 hpi: 
 

𝐵𝑎𝑐𝑡𝑒𝑟𝑖𝑎𝑙 𝑏𝑢𝑟𝑑𝑒𝑛 = 5 ∗ 10! 𝐶𝐹𝑈  
 
Thus the estimated MOI of whole intestine based on these colonization numbers is: 
 

𝑀𝑂𝐼 = 𝑏𝑎𝑐𝑡𝑒𝑟𝑖𝑎𝑙 𝑏𝑢𝑟𝑑𝑒𝑛/# 𝑜𝑓 𝑐𝑒𝑙𝑙  

=
5 ∗ 10! 𝐶𝐹𝑈
49 ∗ 10! 𝑐𝑒𝑙𝑙𝑠 

= 0.001
𝐶𝐹𝑈
𝑐𝑒𝑙𝑙  
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  The in vivo MOI range was then utilized to calculate in vitro MOI for different doses of 

bacteria applied apically. These bacterial doses were subsequently used for preliminary T84 

dosing experiments (Figure 3.10). Noting that T84 dysfunction was induced in vitro at 

MOI=0.26, subsequent experiments were carried out at either MOI=0.26 or MOI=2.6, both 

within the reasonable calculated range for putative in vitro MOI.  

 
Calculation C: In vitro MOI 
 
To calculate MOI in vitro, the number of cells in a mature confluent monolayer was 
determined, using trypsin/ETDA to dissociate cells from the collagen-coated membrane. 
Subsequently, the MOI of a range of bacterial doses was determined: 
 
T84 MOI at 101 CFU: 
 

1 ∗ 10! 𝐶𝐹𝑈
3.8 ∗ 10! ± 0.5 𝑐𝑒𝑙𝑙𝑠 = 0.000026 

𝐶𝐹𝑈
𝑐𝑒𝑙𝑙 𝑜𝑟 1 𝐶𝐹𝑈/38,461 𝑐𝑒𝑙𝑙𝑠 

 
T84 MOI at 107 CFU: 
 

(1 ∗ 10! 𝐶𝐹𝑈)
3.8 ∗ 10! ± 0.5 𝑐𝑒𝑙𝑙𝑠 = 26

𝐶𝐹𝑈
𝑐𝑒𝑙𝑙  
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Figure 3.10. Epithelial dysfunction is observed with V. vulnificus MOI between 0.25 and 
25. T84 monolayers (2/dose) exposed to CMCP6 over the indicated MOI range. Data represent 
mean percent initial resistance ± s.d. Data were not statistically analyzed due to insufficient 
replicate number. 
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Initial experiments examined the individual contributions of vvhA and rtxA1 to 

characterize interactions between the epithelial monolayer and bacterial exotoxins in vitro 

(Figure 3.11). When applied to the apical surface of T84 monolayers, CMCP6 rapidly induced 

intestinal barrier dysfunction as demonstrated by a 50% decrease from initial TER after 60 

minutes and more than 80% drop over 210 minutes. T84 monolayers exposed to V. vulnificus 

ΔvvhA exhibited a drop in TER identical to monolayers exposed to CMCP6. In contrast, T84 

monolayers exposed to ΔrtxA1 retained initial TER to nearly 90 minutes, exhibiting a significant 

delay and attenuation of TER disruption relative to CMCP6 and ΔvvhA-exposed monolayers. 

When monolayers were exposed to ΔvvhA ΔrtxA1, TER was maintained over the course of the 

experiment to the endpoint at 210 minutes and, over multiple experiments, often resulted in a rise 

in TER that may indicate a cellular response to bacteria in the absence of secreted toxin. 

Together these results reveal that both the VvhA hemolysin and MARTX toxin are sufficient for 

TER drop over a 3-hour time scale, but only the MARTX toxin accounts for the rapid loss of 

TER initiated shortly after addition of bacteria. Further, the contribution of VvhA that occurs 

after 120 min is not essential, additive or synergistic (Figure 3.11). 
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Figure 3.11. vvhA is not required for epithelial disruption, while rtxA1 is required for 
induction of early monolayer dysfunction. TER of polarized monolayers (3 per condition) 
monitored over 180-210 minutes following apical exposure to the indicated strains of V. 
vulnificus at MOI≈2.6. Data expressed as percent initial resistance, relative to PBS-exposed 
monolayers.  
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MARTX toxin effector domains are essential for rapid loss of T84 monolayer TER  

Having established the importance of the MARTX holotoxin in TER loss, the role of 

MARTX toxin regions was examined (Figure 3.12). T84 monolayers were co-incubated with V. 

vulnificus ΔvvhA, ΔvvhA rtxA1::bla, or ΔvvhA ΔrtxA1. Monolayers exposed to ΔvvhA dropped to 

50% resistance in 60-75 minutes of co-incubation, as previously observed. However, the 

integrity of the monolayers exposed to ΔvvhA rtxA1::bla was maintained to approximately 100 

minutes. Therefore, compared to the ΔvvhA strain, the ΔvvhA rtxA1::bla strain is significantly 

delayed in its ability to disrupt T84 monolayer integrity. T84 monolayers exposed to ΔvvhA 

rtxA1::bla for more than 100 minutes gradually exhibited a drop in TER, though TER loss 

induced by the ΔvvhA rtxA1::bla strain was attenuated throughout the duration of the experiment 

compared to that induced by ΔvvhA. Monolayers exposed to ΔvvhA rtxA1::bla strain were also 

distinct from the ΔvvhA ΔrtxA1-exposed monolayers, as the double mutant did not experience 

any disruption of TER. Thus, MARTX effector domains are necessary for rapid-onset monolayer 

disruption, but pore formation by the MARTX repeat regions is sufficient for T84 disruption past 

100 minutes of co-incubation.  
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Figure 3.12. MARTX toxin effector domains rapidly induce intestinal barrier 
dysfunction in vitro. TER of polarized monolayers (3 per condition) monitored over 180 
minutes following apical exposure to the indicated strains of V. vulnificus at MOI=2.6. Data 
expressed as percent initial resistance, relative to PBS-exposed monolayers. Data were 
analyzed by two-way ANOVA with statistically significant differences, as marked, compared 
for ΔvvhA to ΔvvhA rtxA1::bla across all the indicated time points, **p<0.01  
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To test whether different toxin translocation and lysis kinetics previously observed in 

HeLa cells influenced bacterial interactions with T84 monolayers, the ΔvvhA mcf*::bla strain 

was again employed (Figure 3.13) (31). With the goal of observing even subtle differences 

between the strains, the applied dose was reduced 10-fold to MOI 0.25. However, even at this 

lower dose there was no detectable difference between the ΔvvhA mcf*::bla and ΔvvhA 

rtxA1::bla-exposed T84 monolayers. Both strains remained drastically attenuated in the ability to 

disrupt T84 TER compared to ΔvvhA. The ΔvvhA strain induced 50% TER loss by approximately 

100 minutes – a delay relative to the 10-fold higher dose, but an increase relative to either of the 

strains lacking active MARTX effector domain regions. At the same 100-minute time point, 

monolayers exposed to ΔvvhA mcf*::bla or ΔvvhA rtxA1::bla retained approximately 90% initial 

resistance.  
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Figure 3.13. Initial polarized monolayer dysfunction does not correlate with unpolarized 
in vitro lysis kinetics. TER of polarized monolayers (3 per condition) monitored over 180 
following apical exposure to the indicated strains of V. vulnificus at MOI=0.26. Data 
expressed as percent initial resistance, relative to PBS-exposed monolayers. Data were 
analyzed by two-way ANOVA with statistically significant differences, as marked, comparing 
for ΔvvhA to ΔvvhA rtxA1::bla or ΔvvhA mcf*::bla  across all the indicated time points, 
**p<0.01 
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Surprisingly, this loss of TER by 60 mins was not due to overt actin depolymerization 

(Figure 3.14). Indeed, despite dropping to 45% initial resistance, the ΔvvhA-exposed monolayer 

exhibits actin morphology akin to the PBS control monolayers. Specifically, all samples retained 

characteristic honeycomb-like actin morphology in the x-y plane and columnar cellular structure 

in the monolayer z-plane. Therefore, the rapid initial loss of TER upon addition of V. vulnificus 

to T84 monolayers is not due to extensive loss of actin structure. 
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Figure 3.14. Cytoskeletal morphology is maintained during early barrier dysfunction at 
60 mins. Confocal microscopy cross-section and z-stack images of T84 monolayers stained 
for nuclei (DAPI, blue) and actin (phalloidin AlexaFluor 488, green) following exposure to 
(A) PBS (negative control); (B) ΔvvhA; (C) ΔvvhA rtxA1::bla; or (D) ΔvvhA ΔrtxA1. Mean 
percent initial resistance ± s.d. for three monolayers per strain is indicated in the lower right 
corner of each panel.  
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The MARTX toxin induces a biphasic disruption of paracellular epithelial permeability 

A common mechanism by which the integrity of a monolayer can be compromised is 

disruption of cell-cell junctions that results in increased paracellular permeability. To examine 

mechanisms of MARTX-induced barrier dysfunction, paracellular permeability to small 

molecules was examined with use of a fluorescently tagged, 3-kD dextran. The molecule cannot 

pass through cells and is likewise typically excluded from passing between cells by tight 

junctions. However, when intercellular junctions are disrupted, the dextran molecule gains 

passage between cells. Following application of dextran to the apical transwell chamber, PBS or 

bacteria were added to monolayers and basal media was sampled for dextran transit over time. 

Appreciably greater amounts of dextran were sampled from the basal media of ΔvvhA-

exposed monolayers compared to monolayers exposed to ΔvvhA rtxA1::bla, or ΔvvhA ΔrtxA1 

(Figure 3.15). Neither PBS mock-exposed nor ΔvvhA ΔrtxA1-exposed monolayers allowed more 

than 0.09 µg of dextran to cross from the apical to the basal compartment of the T84 transwells 

over the tested 180 minute timecourse. Similarly, a maximum of 0.15 µg of dextran was detected 

in ΔvvhA rtxA1::bla-exposed monolayers. However, the ΔvvhA-exposed monolayers allowed 

passage of 0.45 +/- 0.01 µg of fluorescent dextran (Figure 3.15, A). 
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A           

 
 

B           

 
 

Figure 3.15. MARTX toxin induces a biphasic increase in epithelial paracellular 
permeability. (A) Amount of fluorescently labeled, 3-kD dextran in basal media of polarized 
T84 monolayers (3 per condition) following exposure to the indicated strains at MOI=2.6. 
Data analyzed by two-way ANOVA. (B) Biphasic dextran flux rates observed during V. 
vulnificus exposure, derived from the slope of the dextran curves displayed in panel A, from 
60-135 minutes (left) or 135-180 minutes (right). Data were analyzed by one-way ANOVA 
followed by Tukey post-test test to determine p values; **p<0.01, ***p<0.001, 
****p<0.0001. 
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In ΔvvhA-exposed transwells, an upward trend in basal dextran levels began between 45 

and 60 minutes. By 90 minutes, significant differences in dextran transit between the ΔvvhA 

monolayers and all other monolayers were evident (Figure 3.15). In contrast, only basal levels 

were observed in ΔvvhA rtxA1::bla and ΔvvhA ΔrtxA1-exposed monolayers prior to 135 minutes. 

From 135-180 minutes, increased levels of dextran were sampled from the basal media of 

monolayers exposed to ΔvvhA rtxA1::bla compared to ΔvvhA ΔrtxA1 or PBS-exposed 

monolayers, though these amounts were still considerably less than the basal dextran sampled 

from ΔvvhA-exposed monolayers. 

These in vitro monolayer experiments revealed that both TER disruption and dextran flux 

exhibit biphasic characteristics. Specifically, the ΔvvhA strain caused rapid decay of TER, while 

ΔrtxA1 and ΔvvhA rtxA1::bla (Figure 3.12) caused only late onset TER disruption. The ΔvvhA 

strain rapidly induced paracellular permeability, but the rate of dextran flux between 135 and 180 

minutes (900 ng/hr/cm2) was significantly greater than the flux rate from 60-135 minutes (350 

ng/hr/cm2) (Figure 3.15, B). In ΔvvhA rtxA1::bla-exposed monolayers, dextran flux rates were 

significantly greater in the 135-180 minute time frame (300 ng/hr/cm2) compared to 60-135 

minutes (100 ng/hr/cm2). Overall, it was concluded that the MARTX toxin, when interacting 

with a polarized columnar monolayer, exerts two MARTX-dependent mechanisms of barrier 

disruption: one shortly after addition of bacteria and mediated by the effector domains and one 

later after addition of bacteria linked to the repeat regions. 

Late, but not early, onset TER disruption coincides with cell lysis 

Since the repeat regions are known to be sufficient for lysis of unpolarized cells, the 

contributions of this region to T84 cell lysis was explored as a mechanism for late vs early onset 
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loss of TER. Monolayers were exposed to ΔvvhA, ΔvvhA rtxA1::bla, or ΔvvhA ΔrtxA1. Sixty 

minutes following bacterial application, resistance of the ΔvvhA-exposed monolayers dropped to 

50% of initial while ΔvvhA rtxA1::bla, or ΔvvhA ΔrtxA1 monolayers retained TER >90%, as 

observed in previous independent experiments (Figure 3.12). Monolayer cell lysis was measured 

by sampling lactate dehydrogenase (LDH) release to media in both the apical and basal transwell 

chambers and expressed relative to LDH release from monolayers treated with 0.1% Triton X-

100. LDH release to the basal transwell chamber was never detected (Figure 3.16) so monolayer 

lysis was quantified using media sampled from the apical chamber. The absence of LDH in the 

basolateral chamber may also explain the absence of bacteria in the same compartment, if the 

lower edge of the monolayer and appendages filling the filter pores do not provide a clear path 

across a partially lysed monolayer (Figure 3.16).  
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Figure 3.16. Neither LDH nor viable 
bacteria are recovered from the basal T84 
transwell media. Percent lysis as measured 
by LDH release to the basal media of 
polarized T84 monolayers (3 per condition) 
at (A) 60 minutes or (B) 180 minutes. (C) 
Quantification of bacterial transmigration 
across transwell chamber membranes coated 
with collagen (marked ΔvvhA only) or 
collagen plus T84 cells. All data are reported 
as mean ± s.d. 
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Despite the large drop in TER in ΔvvhA-treated monolayers by 60 minutes, ΔvvhA cell 

lysis at 60 minutes averaged less than 10% and was no greater than the low levels likewise 

observed in PBS, ΔvvhA rtxA1::bla, or ΔvvhA ΔrtxA1-exposed monolayers (Figure 3.17). 

Therefore, rapid MARTX-dependent loss of TER by ΔvvhA occurs independent of cell lysis. 

  

 

 
 
Figure 3.17. Early, effector-dependent monolayer dysfunction is lysis-independent while 
late, pore-dependent monolayer dysfunction corresponds to cell lysis. Lysis of polarized 
T84 monolayers, relative to samples treated with Triton X-100, at 60 minutes (left) and 180 
minutes (right). Data were analyzed by one-way ANOVA followed by Tukey multiple 
comparison’s test to determine p values; *p<0.05, ****p<0.0001. 
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By contrast, at 180 minutes following bacterial application, ΔvvhA-exposed monolayers 

retained just 10% initial resistance, ΔvvhA rtxA1::bla-exposed monolayers exhibited 50% initial 

resistance, and ΔvvhA ΔrtxA1-exposed monolayer resistance had increased to 180% initial. At 

this late timepoint, ΔvvhA ΔrtxA1 lysis levels remained <20% while both ΔvvhA and ΔvvhA 

rtxA1::bla induced lysis exceeding 80% of cells in the monolayer. Therefore, T84 cell lysis 

occurred after prolonged monolayer exposure and corresponds to increased dextran flux and 

TER loss in both ΔvvhA and ΔvvhA rtxA1::bla-exposed monolayers.  

At these later time points, bacterial MOI was increased 10-fold (135 minutes) or 25-fold (180 

minutes) of the originally inoculated MOI (Figure 3.18), indicating that the lysis-dependent 

phase of monolayer disruption coincides with highly increased bacterial and toxin burden. 

Notably, the early phenotypes observed in this study were seen at doses 4-40-fold lower than 

previous studies using MOI in the 10-100 range. Combined, these observation support a model in 

which the MARTX effector domains induce cytopathic and physiological disruption rapidly and 

effectively at relatively low MOI (~0.25-2.5) while lytic effects of the MARTX pore are 

observable only at later time points because they require higher bacterial MOI and the 

accompanying higher toxin concentration. 
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Figure 3.18. MOI increases over the course of T84 co-incubation experiments. Bacterial 
CFU were quantified by dilution and selective plating from the apical chamber of 3 
independent T84 monolayers for each of the indicated strains at either 135 minues or 180 
minutes into the co-incubation. Data at each timepoint were analyzed by one-way ANOVA 
with no resulting statistical differences. 
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Discussion 

The important role of the MARTX toxin product of the rtxA1 gene as a virulence factor 

during V. vulnificus infection has now been appreciated for nearly a decade (245). This potent 

cytotoxin has been linked to induction of multiple forms of cell death in vitro (136, 246, 247). 

During i.g. infection, fulminant intestinal tissue damage has been observed. Moreover, bacterial 

dissemination and sepsis are phenotypes intimately linked to lethal infection outcomes (103, 122, 

132, 138, 139). Together, these data have led to a prevailing model that massive toxin-mediated 

destruction of the intestinal epithelial barrier is the key mechanism by which V. vulnificus exits 

the intestine culminating in lethal sepsis. The data presented here indicate a paradigm shift in our 

conceptual understanding of early V. vulnificus transmigration of the intestinal epithelial barrier. 

It was previously thought that secreted toxins must contribute to bacterial outgrowth in the 

intestine and fulminant intestinal damage that subsequently allowed for bacterial dissemination. 

Here, we have shown that the cytopathic activities of the MARTX toxin initiate dissemination 

earlier than previously appreciated and the early mechanisms involved are far more subtle in 

nature. 

In studying the contribution of MARTX toxin regions to holotoxin function, we 

previously identified the MARTX repeat regions as sufficient for cellular necrosis (Chapter 2) 

(30). Yet, during intestinal infection of mice, bacteria that produce the effector-free MARTX 

toxin were more akin to an rtxA1-null mutant than the strain making lytic MARTX holotoxin 

(Figure 3.3). Thus, it is the effector domains that, when delivered in the MARTX toxin context, 

confer MARTX-mediated virulence during i.g. V. vulnificus infection (Figure 3.19). Notably, 

genetic and biochemical functional characterization of MARTX toxin complexity previously lent 
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hypothetical support to this result. Yet, these data represent the first direct experimental evidence 

that non-lytic functions previously attributed to the MARTX toxin (such as cytoskeleton 

disassembly, induction of apoptosis, inhibition of autophagy, and modulation of stress signaling 

(4, 21, 27, 31, 247, 308)) must play an important role in pathogenesis (Figure 3.19). 

  

 

 
 
Figure 3.19. In vitro necrosis does not predict in vivo virulence outcomes. The MARTX 
toxin repeat regions are sufficient for pore formation in target eukaryotic membranes and 
induction of necrotic cytotoxicity. However, effector domains delivered by the MARTX toxin 
platform are required for MARTX-associated toxicity during i.g. bacterial infection. Thus the 
necrotic phenotype frequently associated with MARTX function does not predict virulence 
outcomes in vivo.  
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To further understand how the toxin contributes to virulence, a more physiologically 

relevant in vitro model system using polarized T84 cells was optimized for use with V. 

vulnificus. These studies demonstrated that the MARTX toxin induces biphasic intestinal 

epithelial dysfunction in the form of early-onset increases in paracellular permeability, followed 

by late-onset cell lysis. The effector domain region of the MARTX toxin is responsible for the 

rapid loss barrier function, Yet, studies with bacteria that express toxins lacking individual 

effector domains reveal that no single effector domain is essential for this rapid intestinal 

epithelial disruption. Rather there must be an additive or synergistic function from multiple 

effector domains in loss of epithelial barrier function, a mechanism by which effector domains 

may contribute to bacterial translocation from the intestine to the liver and spleen following i.g. 

infection in mice resulting in V. vulnificus sepsis. 

The dissociation between MARTX-associated virulence, epithelial barrier breach, and 

lysis is further reflected in results from study of animal histopathology. The MARTX holotoxin 

does not induce overt intestinal tissue damage or excess apoptosis during early infection. This 

finding is consistent with the T84 experiments where rapid loss of TER was not linked to 

dramatic loss of cytoskeleton structure. Paracellular permeability increase in the absence of 

major changes to cytoskeletal morphology suggests that more delicate modulation of cellular 

dynamics, such as those at intercellular junctions, is occurring. 

By contrast, the second phase of TER loss was linked to cell damage resulting in release 

of LDH. Notably, the second, lytic phase of TER loss also corresponded to increased bacterial 

MOI. As bacteria outgrow, MARTX toxin concentration presumably increases. These combined 

results suggest that eukaryotic membranes could be overwhelmed by quantity of toxin delivered, 
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regardless of the effector domain repertoire contained therein, and thus succumb to lysis in a 

pore-dependent manner. This is also supported by the observation of VvhA-dependent TER loss, 

where the kinetics of TER disruption by this lytic toxin were reminiscent of the effector-free 

RtxA1::Bla toxin kinetics. 

The second-phase, lytic events at high bacterial MOI likely account also for the outlier 

pathology sample that showed observable bacterial staining in the intestinal lumen as well as 

epithelial damage at villous tips, suggesting that stochastic events leading to rare bacterial 

outgrowth at this early stage facilitate epithelial damage. However, the absence of significant 

necrotic or apoptotic phenotypes in all other ΔvvhA-infected mice indicates that the MARTX 

effector domain region is necessary for dissemination not because it causes or induces overt 

tissue damage, but because it induces early bacterial transit from the intestine via other 

mechanisms.  

It was recently observed that another V. vulnificus secreted factor, the elastase VvpE, 

modulates paracellular permeability by altering tight junction protein dynamics (242). However 

no significant dysfunction is observed in monolayers exposed to ΔvvhA ΔrtxA1 in the studies 

presented here. This indicates that vvpE does not increase permeability or intestinal damage in 

this context. The apparent discrepancy is likely due to differences both in bacterial MOI. vvpE 

was shown to increase intestinal permeability in vivo when mice were inoculated i.g. with a high 

dose of 1.1x109 CFU. However, the in vitro MOI used in the present study corresponds to 

intestinal bacterial loads following inoculation with 5x106 CFU, nearly 200-fold lower dose. 

Interestingly, observed rtxA1 and vvhA-independent virulence at high-dose (Figure 3.3, B) does 

indicate a role for either bacterial components, such as LPS, or for minor virulence factors in the 
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absence of the two major cytotoxins. These combined data suggest that vvpE may play a 

functional role at the intestinal epithelial barrier and in virulence at high bacterial MOI. 

An important caveat of these experiments is that events in the intestine are studied during 

an early phase of infection, at 6 hpi, in the mouse. At this time point, the number of bacteria in 

the gut does not yet depend upon rtxA1, and toxin-mediated epithelial destruction has not yet 

occurred. Nonetheless, previous studies have demonstrated that these rtxA1-mediated 

phenomena certainly occur at later time points (1, 132). This indicates that when known effects 

on rtxA1-dependent immune clearance (3, 249, 305) are not yet impacting intestinal bacterial 

load, strains producing the MARTX holotoxin are already detectable in the spleen and liver. We 

postulate that within the bloodstream and at tissue sites, rtxA1 and its various regions may also 

play a critical role in resistance to immune clearance promoting bacterial outgrowth at these 

sites. In human cases where V. vulnificus infection progresses to septic shock and multi-organ 

failure, this rise in bacterial loads in the liver and spleen may predict dissemination-associated 

fatality. However, direct damage to the spleen or liver by bacteria may not be essential for death, 

given that mice exhibit no organ damage at 6 hpi yet begin to die by 8 hpi 

Overall, the results presented in this study support a model in which V. vulnificus bacteria 

expressing the MARTX holotoxin rapidly induce intestinal epithelial dysfunction in the form of 

increased paracellular permeability and transmigration. These early steps are sufficient to 

facilitate bacterial dissemination and associated virulence potential. Our evidence suggests that 

initial translocation of bacteria out of the intestine is mediated by the MARTX effector domains 

and occurs in the absence of overt tissue damage in the intestine, spleen or liver tissues. 

Subsequent bacterial outgrowth – or a sporatic event resulting in higher bacterial burden – can 
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lead to intestinal tissue necrosis in vivo. Continued generation of MARTX toxins and subsequent 

expression of vvhA hemolysin genes contribute to later-stage tissue damage (1, 140). However, 

in the absence of MARTX effector domain functions, the early breach of the barrier and early 

arrival of bacteria at distal organs does not occur, resulting in dramatically reduced virulence 

potential.  
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CHAPTER 4 

Discrete MARTX toxin effector domains modulate V. vulnificus virulence potential 

 

Overview 

Vibrio vulnificus is an aquatic bacterium that, like other Vibrio species, is routinely 

detected in the marine or estuarine microflora (43). Unfortunately, the bacterium is also a 

potential human pathogen when ingested, usually in raw oysters (105). Once consumed via the 

foodborne route, V. vulnificus is adept at crossing epithelial barriers to spread systemically, 

causing primary septicemia that is lethal in more than 50 percent of cases (105, 309). 

The Multifunctional Autoprocessing Repeats-in-Toxins (MARTX) toxin, product of the 

rtxA1 gene, is a potent secreted virulence factor of Vibrio vulnificus (2, 245). The MARTX toxin 

promotes rapid bacterial dissemination from the gastrointestinal tract into the bloodstream and 

distal organs, leading to the sepsis characteristic of V. vulnificus infections (Chapter 3) (35, 138, 

140). In addition, the MARTX toxin confers resistance to phagocytosis, suggesting that rtxA1-

expressing V. vulnificus are better at resisting clearance by the host immune system (249, 310). 

The V. vulnificus MARTX toxin is composed of N- and C-terminal amino acid repeats 

that form a pore in target eukaryotic cells. Pore formation results in translocation of a central 

region of MARTX effector domains to the eukaryotic cytosol (Chapter 2) (30). Despite the fact 

that the MARTX repeat region pore, absent effector domains, is sufficient for toxin-induced 

necrosis in vitro, we have previously shown that the effector domains are absolutely required for 

toxin-dependent virulence in vivo (Chapter 3) (30, 35). The MARTX pore, absent its effector 

domains, does not render any virulence advantage over a MARTX-null mutant, despite the fact 
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that the MARTX effector-free strain induces necrotic cell death in vitro. The effector domain 

region induces rapid increases in paracellular intestinal permeability. Moreover, the rapid 

induction of epithelial dysfunction by effectors is thought to facilitate bacterial spread from the 

intestine, because the effector domain region is also required for dissemination to distal organs 

(Chapter 3) (35).(35).  

Thus, the MARTX toxin has been shown to act as a delivery platform for the region of 

bacterial effector domains encoded between its N- and C-termini, which in turn confer toxin-

associated virulence in vivo (Chapter 3) (35, 253). In previous studies, we examined the effector 

domain region in its entirety (Chapters 2 and 3) (30, 35). The effector domain region, however, is 

in fact composed of multiple discrete effector domains, the bounds of which have been defined 

by protein cleavage assays or genetic analyses (13, 282, 283). Further, the identity and function 

of many discrete effector domains have been elucidated after extensive biochemical investigation 

(reviewed in (253) and in Table 1.2). Thus, we aimed to expand upon our previous studies of the 

entire MARTX toxin region by performing a detailed analysis of individual effector domains and 

their contributions to V. vulnificus pathogenesis. 

The V. vulnificus strain CMCP6 possesses a “C-type rtxA1” (193). CMCP6 is an optimal 

strain choice for studying individual MARTX effector functions for numerous reasons. First, 

each of the effectors in CMCP6 is unique, unlike other toxins which host duplicates of the same 

effector (e.g. strain CECT4999 (13, 19). Second, with five effectors, C-type toxin effector 

repertoires contain the maximal number of effector domains observed in any individual MARTX 

toxin (range, 1-5 (2)). Finally, C-type toxins are found in approximately 25 percent of clinically 
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derived V. vulnificus isolates and >85 percent of oyster-derived isolates (193), indicating their 

abundance in the environment and their virulence potential in humans. 

The CMCP6 MARTX toxin has effectors in the repertoire, listed in the order of their 

position from N- to C-terminus: Domain of Unknown Function in the first position (DUF1), Rho 

Inactivation Domain (RID), Alpha-Beta Hydrolase domain (ABH), Makes Caterpillars Floppy-

like domain (MCF), and Ras/Rap1 Specific Peptidase (RRSP) (Table 1.2, Figure 4.1). DUF1 

binds and up-regulates the host protein prohibitin (14). RID targets GTPases including RhoA and 

CDC42 with acylation in the protein polybasic region. This modification leads to disruption of 

GTPase signaling and cytoskeletal dysfunction that manifests as cell rounding (3, 22, 23). The 

Alpha-Beta Hydrolase domain (ABH) is a phosphatidylinositol-3-phosphate (PI3P) 

phospholipase that inhibits autophagy and endosomal trafficking (3, 4). The Makes Caterpillars 

Floppy-like domain (MCF), undergoes auto-proteolytic cleavage and subsequently induces the 

intrinsic pathway of mitochondrial-mediated apoptosis (31). Finally, RRSP cleaves its target 

proteins, Ras and Rap1, and disrupts downstream ERK signaling (27, 32).  

In the following experiments, the role of each effector domain in V. vulnificus 

pathogen:host interaction is investigated. A library of bacterial mutants, each deficient in a single 

effector domain, is generated and subsequently used to test the necessity of individual effector 

domains in MARTX-associated processes. We find that the MARTX effector domains of V. 

vulnificus exhibit functional redundancy for many MARTX-associated phenotypes in vitro, yet 

confer distinct virulence outcomes in vivo. This suggests the importance of elements of host 

response that are not captured in our in vitro assays (e.g. cytokine production) and likewise 

suggests interplay among co-delivered effector domains.  
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CMCP6 
 

 
 

 
Figure 4.1. Identity and function of individual MARTX effector domains in C-type 
toxins including representative isolate CMCP6 (13). The Domain of Unknown Function in 
the first position (DUF1) binds and up-regulates the host protein prohibitin (14). The Rho 
Inactivation Domain (RID) inactivates target GTPases including RhoA and CDC42, by 
acylation of the target protein (3, 22, 23). The Alpha-Beta Hydrolase domain (ABH) is a 
phospholipase that inhibits autophagy and endosomal trafficking (3, 4). The Makes 
Caterpillars Floppy-like domain (MCF) auto-processes itself and subsequently induces 
mitochondrial-mediated apoptosis(31). In the fifth position, the Ras/Rap1 Specific Peptidase 
(RRSP) cleaves its target proteins and disrupts downstream ERK signaling (27, 32). 
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Results 

Generation of a library of validated ∆effector strains in the CMCP6 rtxA1 gene. 

Knowing the important role of the MARTX effector domain repertoire in its entirety, the role 

of individual domains within the region was explored. Ideally, this experiment would have been 

conducted using strains with point mutations in the active sites of each MARTX effector domain 

so as to generate catalytically inactive effector domains in the context of the MARTX holotoxin. 

However, the catalytic residues of numerous domains have not as yet been identified, and some 

catalytic point mutants are known to exert intermediate effects when target-binding activity is 

retained (12, 15, 22, 31). Therefore, a library of strains was generated in the ΔvvhA background 

in which each strain harbors an in-frame deletion in the rtxA1 coding region to eliminate a single 

effector domain from the otherwise functional toxin (Figure 4.2). 
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Figure 4.2. Toxin schematics for single MARTX effector domain deletion strains. 
Schematic representation of the Δeffector strain library. Effectors as indicated; striped 
boxes=repeat regions. 
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MARTX-dependent lysis is a well documented toxin phenotype (Chapters 2 and 3). 

Accordingly, all Δeffector strains were first validated as inducing release of LDH from polarized 

T84 monolayers at 180 minutes (Figure 4.3, A), demonstrating that the modified rtxA1 genes 

expressed toxin that retained the cell lysis activity linked to the repeat regions. In addition, 

Δduf1, Δrid, Δabh, and Δmcf were confirmed to the induce loss of detectable Ras from HeLa 

cells when co-incubated with the target cells for 1 hour at MOI=100 (Figure 4.3, B). Ras was 

detected in cells incubated with the Δrrsp strain as expected due to loss of the RRSP-dependent 

cleavage of Ras (27). Cytopathic epithelial cell rounding in response to V. vulnificus has also 

been previously attributed to the MARTX effector domain repertoire (Chapter 2) (30). A strain 

expressing the wild-type MARTX toxin induces rounding of more than 90% of HeLa cells in 

120 minutes (ΔvvhA, Figure 4.3, C) while a ΔvvhAΔrtxA1 strain does not induce any effect above 

the background. The Δduf1, Δabh, Δmcf, and ∆rrsp strains similarly induced cell rounding, 

independently validating these strains are producing functional MARTX toxins. As expected, 

due to the disruption of its Rho-inactivated domain linked to cytoskeleton disassembly, epithelial 

cell rounding was significantly reduced in HeLa cells incubated with the ∆rid strain. These three 

assays together validate each ∆effector strain as retaining the ability to lyse cells and retain or 

lose activity specifically linked to two effector activities. 
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Figure 4.3. Modified MARTX 
toxins are generated and deliver 
their effector domain cargo to 
target eukaryotic cells. (A) Lysis 
of T84 monolayers exposed to the 
indicated bacterial strains for 180 
minutes, expressed relative to 
Triton X-100 treated monolayers. 
(B) Western blot using lysates from 
HeLa cells exposed to the indicated 
strains for 60 minutes at MOI=100, 
probed with anti-Ras10 antibody 
(bottom) and anti-tubulin (top) (C) 
Percent of rounded HeLa cells 
observed upon exposure to the 
indicated bacterial strains for 120 
minutes at MOI=10. In all cases 
experiments were conducted in 
triplicate Data were analyzed by 
one-way ANOVA followed by 
Tukey multiple comparison’s test to 
determine p values; ****p<0.0001. 
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V. vulnificus single effector mutants exhibited distinct virulence profiles during i.g. infection  

 It has been previously demonstrated that the MARTX effector domain region is required 

for toxin-associated virulence during intragastric infection. Therefore we speculated that 

depletion of any individual MARTX effectors would reduce virulence compared to a strain 

producing MARTX holotoxin. In the event that MARTX toxin virulence function is additive, 

each of the five Δeffector strains should exhibit an equivalent, and relatively minor, virulence 

attenuation. Alternatively, one or more effectors may exert dominant effects. In that case, 

deletion of the dominants effector(s) would significantly attenuate bacterial virulence while 

deletion of secondary effectors would not considerably reduce V. vulnificus virulence potential. 

In a final hypothetical model, each single effector deletion could be highly attenuated, which 

would indicate cooperative or synergistic properties of the simultaneously delivered MARTX 

effector domains. 

To test the role of individual MARTX toxin domains in V. vulnificus virulence, female 

CD1 mice were intragastrically inoculated with 6-8 x 106 CFU of the parental ΔvvhA strain, 

which produces the MARTX holotoxin, or the derivative strains ΔvvhA Δduf1, ΔvvhA Δrid, 

ΔvvhA Δabh, ΔvvhA Δmcf, or ΔvvhA Δrrsp each deficient in a single effector domain. Survival of 

the infected animals was monitored over 48 hours.  

The mutant strains exhibited a variety of virulence profiles, which could be categorized 

into three groups. One mutant, ΔvvhA Δmcf, showed no virulence phenotype (Figure 4.4 D, 

dashed line). Compared to its parental ΔvvhA strain, the ΔvvhA Δmcf strain did not exhibit 

significantly different virulence potential.  
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In other cases, Δeffector strains exhibited attenuated virulence, as predicted (Figure 4.4. B 

and E, green lines). Mice infected with the Δrid mutant exhibited significantly delayed infection 

kinetics compared to the ΔvvhA-infected animals. The ΔvvhA Δrrsp mutant was also significantly 

attenuated in its virulence potential. In fact, the dose that is lethal in 100 percent of infected 

animals is, in the ΔvvhA Δrrsp mutant, closer to the median lethal dose (LD50) (Figure 4.4, E). 

Thus deletion of either rid or rrsp from the MARTX toxin attenuates bacterial virulence potential 

and improves V. vulnificus infection outcomes in i.g. inoculated mice. 

Surprisingly, an unexpected group showed accelerated kinetics (Figure 4.4, A and C). 

Mice infected with the ΔvvhA Δduf1 or ΔvvhA Δabh strains died at a significantly faster rate than 

those infected with ΔvvhA. Deletion of duf1 or abh from the MARTX coding region thus 

increased bacterial virulence potential. This result suggests that, in the context of the MARTX 

holotoxin, these effector domains actually negatively modulate lethality. Taken together, these 

survival data demonstrate that single MARTX effector domains modulate V. vulnificus virulence 

potential during i.g. infection. 
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Figure 4.4. V. vulnificus strains lacking single MARTX toxin effector domains have 
altered virulence potential in vivo. Survival of mice (10-15 per group) inoculated with the 
indicated strains. Note that the data for control strains producing WT toxin is shared among 
panels (B/C, A/E); data were separated for each mutant strain for optimal visualization. 
Curves were compared by log-rank test and, where found to be significantly different, p-
values given in each panel. 
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No single MARTX effector is required for bacterial survival in the gut at 6 hpi 

To elucidate the mechanisms by which individual MARTX effector domains modulate 

virulence potential, key steps in the pathogenic process were investigated. The role of the 

MARTX toxin effector domain region in V. vulnificus virulence has been previously 

demonstrated by survival challenge experiments (Chapter 3). It was subsequently shown that the 

MARTX effector domain region’s role as a virulence factor relates to its induction of epithelial 

barrier dysfunction and promotion of bacterial dissemination. Given the diverse virulence 

profiles of V. vulnificus strains lacking single MARTX toxin effectors, and the importance of 

epithelial barrier breach in V. vulnificus disease pathogenesis, we posited that individual effector 

domains could likewise be influencing systemic bacterial spread.  

 First, bacterial burden in the intestine was examined. At 6 hours post infection (hpi) (or upon 

natural death, if it preceded 6 hpi), mice were euthanized and the intestine isolated. Organ 

homogenates were generated, serially diluted, and plated to enumerate bacterial CFU. 

Quantification of bacterial load in the intestine demonstrated that no single effector domain is 

required for V. vulnificus survival in the gut at 6 hpi, as none of the strains lacking single effector 

domains demonstrating a survival defect relative to the parental strain making MARTX 

holotoxin (Figure 4.5). This is consistent with previous results (Chapter 3) showing that rtxA1 is 

not required for intestinal survival at 6 hpi.  
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Figure 4.5. No single MARTX effector domain is required for intestinal survival at 6hpi. 
Bacteria of the indicated strains were quantified from intestinal homogenates (5-6 mice per 
group) by selective plating at 6 hpi. Data were analyzed by one-way ANOVA and Tukey’s 
post-test to compare each Δeffector mutant to the parental ΔvvhA. *p<0.05 
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 Interestingly, the ΔvvhA Δrrsp strain sustained a significantly higher average intestinal 

load at 6 hpi. However, the data exhibits a bifurcated distribution in which two of five mice have 

intestinal bacterial burdens three to four log units lower than the remaining three mice inoculated 

with the same strain. Thus approximately 40 percent of the ΔvvhA Δrrsp-infected mice have 

bacterial burdens below ΔvvhA-infected mice, while 60 percent have higher burdens relative to 

ΔvvhA-infected mice. Similar bifurcation patterns, though less pronounced, are observed in mice 

infected with either ΔvvhA Δduf1 or ΔvvhA Δrrsp. In contrast, the individual data points for mice 

infected with ΔvvhA, ΔvvhA Δrid,and ΔvvhA Δmcf are more tightly clustered around the mean 

value. 

 

No single MARTX effector domain is required for intestinal barrier disruption or bacterial 

dissemination 

Previous experiments (Chapter 3, (35)) demonstrated the importance of the MARTX effector 

domain repertoire in disrupting intestinal epithelial barrier function and promoting bacterial 

dissemination from the gut to distal organs. Therefore, the library of MARTX effector mutants 

was used to define the effector domains essential for rapid loss of TER in polarized T84 

monolayers. For this experiment, polarized T84 monolayers were exposed apically to Δeffector 

strains at MOI 2.5. TER was measured at 60 minutes, when early, effector-depedent loss of TER 

is most pronounced. TER was measured again at 120 minutes, when effector-independent barrier 

dysfunction begins (Figure 4.6).  
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Figure 4.6. No single MARTX effector domain is required for induction of epithelial 
barrier dysfunction. TER of polarized monolayers measured at 60 mins (A) or 120 mins (B) 
minutes following apical exposure to the indicated strains of V. vulnificus at MOI=2.6. Data 
analyzed by one-way ANOVA and Tukey post-test, with no significant differences found 
among groups.   
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When applied to the apical side of polared T84 monolayers in vitro, each of the Δeffector 

strains induced loss of TER at a level comparable to the strain expressing the entire effector 

domain repertoire (Figure 4.6). Thus, no single MARTX effector is essential for induction of 

epithelial barrier dysfunction in vitro. In addition, this result indicates that despite its requirement 

for induction of cell rounding in nonconfluent HeLa epithelial cells, Rho inactivation induced by 

RID does not alone account for TER loss at 60 minutes. This suggests that MARTX effectors 

function redundantly or synergistically with regard to epithelial barrier disruption.  

 As no single MARTX effector domain was required for the MARTX toxin to induce 

intestinal epithelial barrier dysfunction in the in vitro T84 system, intestinal epithelial barrier 

breach was next examined in vivo. At 6 hpi, the liver and spleen of i.g.-infected, female CD1 

mice were isolated. Organ homogenates were generated, serially diluted, and plated to enumerate 

bacterial CFU in these target organs.  

 Quantification of bacterial dissemination revealed indistinguishable bacterial loads in the 

liver of mice inoculated with the various mutant strains (Figure 4.7, A). The same was true of 

bacterial burdens examined in the spleen (Figure 4.7, B). These experiments demonstrate that no 

single MARTX effector domain is required for bacterial dissemination from the intestine and, as 

seen in vitro, suggests that there is redundancy in effector contribution to intestinal barrier 

breach.  
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Figure 4.7. No single MARTX effector domain is required for bacterial dissemination 
from the intestine. Bacteria of the indicated strains were quantified from organ homogenates 
of the liver (A) or spleen (B) by selective plating at 6 hpi (5-6 mice per group). Data were 
analyzed by one-way ANOVA comparing each Δeffector mutant to the parental ΔvvhA with 
no significant differences found. 
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MARTX potently inhibits phagocytosis dependent upon the effector domain region, but no 

single effector is required 

 Since bacterial egress from the intestine does not depend upon individual MARTX toxin 

effector domains, and bacteria were found at equivalent doses in distal organs, we asked whether 

the disseminated bacteria exhibit differential susceptibility to immune-mediated clearance 

mechanisms. Both the liver and spleen have resident macrophage populations (in the liver also 

known as Kupffer cells) that play important roles during systemic bacterial infection (311, 312). 

As such, it is logical to deduce that disseminated V. vulnificus will interact with macrophages at 

these sites, and rtxA1 has been linked to V. vulnificus defense against phagocytosis (249, 310). 

 To examine the role of the MARTX toxin and its effector domains in phagocytic 

inhibition, an assay that measures uptake of pH-sensitive, fluorescent beads was employed. This 

method has previously been published for study of anti-phagocytosis activity by V. cholerae (3), 

and the approach was modified for study of V. vulnificus. Specifically, the bacterial co-

incubation time and MOI were decreased for V. vulnificus as compared to V. cholerae, to ensure 

that phagocytosis could be assessed prior to onset of any lytic killing by V. vulnificus.  

In this assay, J774 murine macrophages were exposed to bacteria for 30 minutes at 

MOI=1 (Figure 4.8, A), then cells were washed, and the media replaced with a solution 

containing gentamicin and pHrodo beads coated with Eschericia coli lysate. The bacterially pre-

treated J774 cells were co-incubated with pHrodo beads for one hour to allow phagocytosis to 

progress. Fluorescence, which is achieved only in the low-pH environment experienced in the 

acidified phagocytic vacuole, was quantified using a plate reader.  J774 cells are not lysing under 
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these assay conditions, as measured by LDH release (Figure 4.8, B). This confirms that changes 

in phagocytic activity are being induced in live cells. 

  

   A 

 
   B  

 
 
Figure 4.8. MARTX effector domain region is required for toxin-dependent disruption 
of phagocytosis.  J774 cells were co-incubated with V. vulnificus of the indicated strains at 
MOI=1 for 30 minutes and gentamicin-containing media for a subsequent 60 minutes. Lysis 
was measured by relative LDH release (A) and percent phagocytosis of pHrodo beads 
measured relative to ΔvvhA ΔrtxA1 (B). Phagocytosis results in (B) is data pooled from two 
independent experiments, each with three replicates per experiment. Data were analyzed by 
one-way ANOVA with Tukey post-test. *p<0.05, n.s. = not significantly different 
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Consistent with previous data, a V. vulnificus strain making the MARTX toxin inhibits 

J774 phagocytic activity (Figure 4.8B), confirming the efficacy of the pHrodo assay for these 

purposes. Under the conditions tested, J774 cells exposed to ΔvvhA were inhibited to 50 percent 

of their phagocytic activity as compared to cells co-incubated with ΔvvhA ΔrtxA1. When cells 

were exposed to ΔvvhA rtxA1::bla, they exhibited levels of phagocytosis equivalent to cells co-

incubated with ΔvvhA ΔrtxA1. As the ΔvvhA rtxA1::bla strain was not capable of inhibiting 

phagocytosis, the MARTX effector domain region is required for the toxin’s anti-phagocytic 

activity.  

Though the effector domain region is required, no single MARTX effector domain is 

necessary for the MARTX toxin’s antiphagocytic activity (Figure 4.9). Each of the Δeffector 

mutant V. vulnificus strains was capable of inhibiting J774 phagocytosis to the 50 percent levels 

exhibited with production of the MARTX holotoxin. This reveals that no one MARTX effector 

is responsible for phagocytic inhibition, and suggests functional redundancy among effectors.  
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Figure 4.9. No single MARTX effector domain is required for toxin anti-phagocytic 
activity. Phagocytic activity was determined using the pHrodo bead assay and quantified 
relative to ΔvvhAΔrtxA1. Note that data in the first three columns (ΔvvhAΔrtxA1, ΔvvhA, 
ΔvvhArtxA1::bla) is derived from the same experiments presented in Figure 4.8. Experiments 
used three biological replicates per experiment, and data is pooled from two independent 
experiments. Statistical significance was determined using one-way ANOVA with Tukey 
post-test. *p<0.05 **p<0.01 
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To test whether anti-phagocytic activity is additive, synergistic, or redundant, the 

MARTX effector protein RRSP was delivered to J774 cytosol by an alternative mechanism. This 

experiment employed the Bacillus anthracis anthrax toxin system, which has been leveraged as a 

bioporter for delivery of exogenous proteins to eukaryotic cells (26, 27, 313, 314). In this system, 

RRSP was fused to the N-terminal region of B. anthracis lethal factor (LFN). When delivered to 

cells with protective antigen (PA), the fusion RRSP protein is translocated to the eukaryotic 

cytosol, where it can assert its functions including cleavage of target proteins (26, 27, 32). 

J774 cells were pre-treated with PA and LFN-RRSP for 120 minutes prior to bacterial 

exposure, in a modification of the phagocytosis assay protocol used for experiments in Figure 

4.8. The phagocytic activity of RRSP-treated cells was inhibited to approximately 50 percent. 

(Figure 4.10).  J774 cells pre-treated with LFN-RRSP are impaired in their phagocytic capacity at 

comparable levels to cells intoxicated with the MARTX holotoxin via ΔvvhA exposure. 

Therefore, the MARTX toxin domain RRSP alone is sufficient to inhibit phagocytosis in vitro. 
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Figure 4.10. MARTX RRSP is sufficient to inhibit phagocytosis in vitro. J774 cells pre-
treated with LFN-RRSP are impaired in their phagocytic capacity at levels comparable to cells 
exposed to full length toxin via bacterial delivery. Experiments used three biological 
replicates per experiment, and data is pooled from two independent experiments. Results were 
compared by one-way ANOVA with Tukey post-test. *p<0.05  
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Discussion 

 The MARTX toxin and its effector domain repertoire are critical virulence determinants 

during i.g. V. vulnificus infection (Chapter 3) (1, 35). We have previously linked the MARTX 

effector repertoire to disruption of the intestinal epithelial barrier and bacterial egress from the 

gut to the bloodstream. These critical MARTX functions, carried out by the effector domain 

region, influence virulence by facilitating bacterial dissemination to the liver and spleen. It is 

generally agreed that the presence of bacteria in these distal organs correlates to lethal outcomes 

in mouse models of V. vulnificus infection and mimics septic infection in humans (138, 139). 

 However, data in this study reveal that strains with equivalent dissemination ability, as 

calculated by bacterial CFU in the liver and spleen at 6 hpi (Figure 4.7), exhibit different lethal 

potential (Figure 4.4). Indeed, studies on V. vulnificus wound infection showed that “mice did 

not die unless significant liver infection occurred.” Yet the same study demonstrated the 

presence of ≥104 CFU of bacteria in the liver of mice that did not succumb to infection (139). 

Therefore, bacterial dissemination to the liver is a necessary correlate, but not sufficient cause, of 

lethal V. vulnificus infection. 

Our dissemination results are also highly reminiscent of a study conducted in fish, 

wherein equivalent levels of systemic V. vulnificus exhibited different virulence potential 

dependent upon rtxA1 (305). In the fish experiments, V. vulnificus was equivalently capable of 

colonizing and invading eel tissues whether or not it possessed rtxA1. However, eels infected 

with rtxA1-positive bacteria died, while those infected with an isogenic rtxA1-negative strain 

survived. Thus the virulence outcomes were different, with rtxA1 acting as a significant 

virulence factor promoting lethal infection despite equivalent bacterial burden.  
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These prior results suggest that bacterial dissemination from the intestine following i.g. 

infection is necessary, but not sufficient, for lethal infection. This is consistent with results from 

the current study’s ΔvvhA Δrrsp-infected mice. These mice each had >103 bacteria present in the 

liver or spleen at 6 hpi (Figure 4.7). Yet when the bacterial infection was allowed to run its full 

course (Figure 4.4), only fifty percent of mice died. 

This discrepancy could be due to different bacterial susceptibility to phagocytosis. 

Indeed, anti-phagocytic activity of the MARTX toxin is another key toxin characteristic that can 

now be attributed specifically to the effector domain region. However, no single effector is 

required for phagocytic inhibition. In vitro each of the V. vulnificus mutants is equally capable of 

inhibiting phagocytosis. This result is also supported by a recent study demonstrating that only 

the deletion of multiple individual MARTX effector domains, but not single domains, lessened 

MARTX anti-phagocytic activity (310). Therefore an alternative explanation is needed for the 

distinct virulence phenotypes observed with single effector deletion mutants. 

The fact that all strains appear equivalently susceptible to phagocytic clearance in vitro 

suggests that continued bacterial egress from the intestine could be required for full V. vulnificus 

virulence. Such a model is supported by the intestinal colonization data of mice infected with the 

ΔvvhA Δrrsp strain, wherein three of five animals exhibited very high intestinal bacterial burden 

at 6 hpi, but two of the five animals appeared to be clearing bacteria from the intestine. 

Relatedly, previous studies by Thiaville in a V. vulnificus wound infection model showed that 

bacterial infection of the liver required a certain minimum CFU threshold in the skin. In the case 

of wound infection, “V. vulnificus appears to require a strong base of infection of the skin before 

breaking through to the rest of the body” (139). 
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The data presented in Chapter 3 clearly demonstrate that extensive bacterial outgrowth in 

the intestine is not, in fact, required for early bacterial dissemination to the distal organs. At 6 

hpi, bacterial counts in the liver are comparable to the delivered inoculum, and are equivalent 

across all strains (Figure 3.4). Still, results from Thiaville in combination with the data presented 

here support a model in which sustained bacterial load in the intestine is important for 

continuous translocation and systemic spread throughout the infection course. This would 

suggest that the animals clearing intestinal bacterial loads quickly have a better chance of 

surviving infection, even when bacteria have already disseminated. 

In addition, we hypothesize that the physiological response to the disseminated bacteria 

differs among mice infected with different strains. Specifically, the cytokine response of mice 

with systemic V. vulnificus infection has very recently been characterized (140). This study 

revealed that the MARTX toxin stimulates production of numerous cytokines and chemokines 

not induced during infection with a ΔrtxA1 mutant. Given the pivotal role that the MARTX toxin 

effector domains play in all investigated toxin-associated function (namely: intestinal barrier 

disruption, dissemination, and phagocytic inhibition), it is logical to extrapolate that effector 

domains and/or their associated functions induce the murine inflammatory response.  

Moreover, the balance among pathways induced by the MARTX toxin effector domains 

likely dictates immune response of the host. Disrupting this balance could well lead to altered 

cytokine/chemokine production in infected mice. For example, under uninfected conditions, 

autophagy is important for both positive and negative regulation of cytokine production (315). 

The MARTX effector domain ABH inhibits autophagy and endosomal trafficking when 

delivered to the target cell cytosol (4). ABH could actually serve to down-regulate the production 
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of cytokines including IL-1α, IL-1β, and IL-18 in the context of V. vulnificus infection. If so, 

increased cytokine production and increased organ failure in ΔvvhA Δabh-infected mice as 

compared to ΔvvhA-infected mice could provide a mechanism for the exacerbated virulence seen 

upon infection with this mutant.  

Conversely, Rho GTPase activity is vital for cellular signal transduction and NF-kappaB 

activation in response to extracellular signals (316). Thus inactivation of these signals in RID or 

RRSP-targeted cells should interfere with host immune response. The phagocytosis studies 

undertaken in this study used controlled in vitro systems. Under these conditions, bacterial MOI 

is tightly controlled and macrophage cells, being outside their physiological context, are not 

receiving the same signals that would be present from other eukaryotic cells in the context of in 

vivo infection. Thus, another putative explanation for distinct virulence profiles observed with 

MARTX effector mutants is that immune cells targeted by MARTX effectors are affected in 

their signaling capacity (310), leading to differences in cell-cell communication, differences in 

immune cell recruitment to infection sites, and/or altered systemic cytokine response. Based on 

the infection outcomes observed with ΔvvhA Δrid and ΔvvhA Δrrsp strains of V. vulnificus, the 

inhibition of GTPase signaling in the host renders the bacterium more virulent, and is conversely 

detrimental to the host.  

Together these results support a model in which it is not only the presence of bacteria in 

the liver and spleen that is important. In fact, the genetic properties of the disseminated organism 

also critically influence lethal outcomes. This discovery is consistent with models of sepsis that 

suggest the infecting organism and its characteristics should be of central consideration in 

treating the systemic inflammatory response that results from bloodborne bacteria (145).  
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With regards to specific MARTX effector domains, some individual effectors positively 

regulate V. vulnificus virulence potential. The virulence deficiency of the ΔvvhA Δrid and ΔvvhA 

Δrrsp strains suggest that inactivation of GTPase signaling is critical to V. vulnificus virulence 

following i.g. infection. Surprisingly, the the ΔvvhA Δduf1 and ΔvvhA Δabh strains exhibit 

increased virulence relative to the parental strain. Therefore, MARTX toxin potency is not 

simply an additive effect of multiple effector domains that positively contribute to virulence. 

Instead, there exist domains that each exert cytopathic effects in vitro but in the context of the 

MARTX holotoxin (that is, when delivered in concert with the other four effector domains) 

negatively regulate bacterial virulence potential. Both the mechanism, and the reason, for a 

MARTX effector domain to attenuate V. vulnificus virulence potential remain to be determined. 

However, it suggests the interplay and crosstalk of effectors simultaneously delivered to host 

cells via the MARTX toxin platform. It also likewise suggests that maximizing virulence 

potential may not be advantageous for V. vulnificus in the context of its natural environment. 
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CHAPTER 5 

Surface hypothermia predicts murine mortality in the intragastric Vibrio vulnificus infection 

model 

 

Overview 

Vibrio vulnificus is a Gram-negative bacterium found in aquatic environments. It has the 

potential to cause disease in humans who encounter the bacterium (105, 125). Wound infections 

occur when open skin lesions are exposed to bacteria, usually during wading or swimming (122). 

Gastrointestinal infections arise when humans consume raw or undercooked seafood – most 

frequently, shellfish – that contains the microbe (124). In severe situations, these infections 

progress to necrotizing fasciitis and primary sepsis, respectively (317). Survival outcomes are 

particularly poor for gastrointestinal V. vulnificus infections with mortality rates exceeding 50% 

of infected individuals (101). In light of this infection severity, improved understanding of V. 

vulnificus pathogenesis is increasingly critical. 

Controlled human case studies cannot be conducted due to low V. vulnificus treatment 

efficacy, and retrospective clinical analyses lack much of the detailed information necessary to 

obtain full comprehension of disease course (103, 109, 120, 318, 319). Therefore, to study V. 

vulnificus foodborne infection, a mouse model is routinely employed (1, 193). Following 

intragastric inoculation with a bacterial suspension, infected animals are monitored, usually over 

the course of 48-60 hpi, by which point they either succumb to or resolve the infection. In lethal 

cases, bacteria can be isolated from distal organs pre- and post-mortem, indicating this model 
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recapitulates the bacterial dissemination observed in septic human disease (Chapter 3) (1, 35, 

138). 

While laboratory mouse experiments provide invaluable data on infectious diseases, 

animal distress is, in many cases, an inherent component of animal experimentation. For this 

reason, scientists as well as regulatory bodies have sought methods to limit suffering of murine 

research subjects (320). Current data indicate that hypothermia is efficacious for predicting death 

due to late-stage infectious disease (321-324). In addition, contact-free, infrared surface 

thermometers – as an alternative to rectal probe or implanted telemetric thermometers – are ideal 

for use in studies of acute gastrointestinal pathogenesis. Yet, notably, the specific temperature 

boundaries that predict infection lethality, and the utility of these boundaries, depend heavily 

upon the model system in question (321, 325). Therefore, this study was conducted to test the 

efficacy of hypothermia as a predictor of V. vulnificus mortality after oro-gastric inoculation, and 

to define the specific temperature parameters for implementation of hypothermia as a humane 

endpoint in V. vulnificus intragastric virulence studies. 

 

Results 

Bacterial strain selection 

These experiments were conducted using four strains of V. vulnificus that differ in the gene 

rtxA1, which encodes the primary virulence toxin, the Multifunctional Autoprocessing Repeats-

in-Toxins (MARTX) toxin. All strains are detailed in Figure 5.1. 
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Figure 5.1. Schematic depiction of the MARTX toxin variants produced by strains in 
this study. DUF1=domain of unknown function in the first position; RID=Rho Inactivation 
Domain; ABH=Alpha/Beta Hydrolase domain; MCF=Makes Caterpillars Floppy-like 
domain; RRSP=Ras/Rap1 Specific Protease domain; CPD=Cysteine Protease domain; striped 
boxes=repeat regions. 
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V. vulnificus strain vvhA- rtxA1::bla was generated from the Korean clinical isolate V. 

vulnificus CMCP6 (Table 7.1). Although originally described as a genetic deletion of vvhBA (1), 

subsequent gene mapping revealed disruption of only vvhA by the stable integration of a portion 

of ampicillin-resistant plasmid pHGJ4. This strain was then further modified. Plasmids for 

alteration of rtxA1 to rtxA1::bla, mcf::bla, or Δmcf have been described previously (Chapters 2 

and 3) (30, 31, 35). Each plasmid was transferred from Escherichia coli SM10λpir or S17λpir 

to V. vulnificus ΔvvhA- by conjugation. Selection for double homologous recombination was 

conducted using sucrose counterselection to isolate recombinants as previously described (326). 

Genetic modification was confirmed by polymerase chain reaction (PCR). 

V. vulnificus strains show distinct survival patterns  

 For pooled data across both experiments, all ten of the mock-infected animals survived to 

48 hpi (Figure 5.2, A). In contrast, 90% of mice inoculated with the parental V. vulnificus vvhA- 

strain succumbed to infection within 24 hpi, an outcome consistent with previous experiments 

(Chapters 3 and 4) (1, 35). In vvhA- rtxA1::bla, the rtxA1 gene is altered to replace MARTX 

toxin effector domains with a heterologous beta-lactamase coding region. All mice infected with 

vvhA- rtxA1::bla survived to 48 hpi demonstrating significant virulence attenuation (Figure 5.2, 

A). These results are consistent with previous data demonstrating that elimination of the 

MARTX effector domains attenuated virulence equivalent to an rtxA1-null mutant (Chapter 3) 

(35).(35). By contrast, deletion of only the mcf coding region (vvhA- Δmcf) did not significantly 

attenuate virulence compared to vvhA-. This is consistent with the results observed in Chapter 4. 

Similarly, the addition of mcf into vvhA- rtxA1::bla did not significantly enhance virulence of the 
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attenuated strain (Figure 5.2B). Therefore, the MCF domain alone is neither necessary nor 

sufficient for MARTX toxin-associated virulence in V. vulnificus. 
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A 

 
B 

 
 
Figure 5.2. V. vulnificus strains exhibit distinct survival patterns. (A) Survival of mice 
infected with vvhA- compared to mock-infected mice, n=10/group. (B) Survival of mice 
infected with the indicated strains, n=10/group (note that mock and vvhA- curves are repeated 
from A). Survival curves were compared by log-rank test. ****p≤0.0001 
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Ventral surface temperature measurement profiles vary dependent upon survival outcome 

Data were first analyzed pooling results for all V. vulnificus groups tested. Of 40 mice 

inoculated with any strain of V. vulnificus, 21 mice survived and 19 mice died. For non-

survivors, the mean time-to-death (TTD) was 17 hpi (S.D. ± 8 hpi) with a range of 8 to 40 hpi. In 

the course of these experiments, ventral surface temperature (VST) was also measured (Figure 

5.3). Among all mice, the minimum VST (VSTmin) reading during the experiment was 21.1°C 

and the maximum VST (VSTmax) was 33.7°C for a total measurement range of 12.6°C. 

During the first 0 to 4 hpi, the majority (46 of 50) of tested animals exhibited a drop in 

VST relative to initial (VST0). This drop was measured in both infected and mock-treated 

animals (Figure 5.3 A-C, grey zones). The temperature decrease at this initial stage is attributed 

to anesthetic-induced hypothermia (327) as it occurred independent of infection status. For 

mock-treated animals, VST rebounded to match or exceed VST0, usually by 4 hpi and in all 

cases by 6 hpi (Fig. 2A). VST of mock-infected mice then generally remained stable after 

recovery from the initial drop (6-48 hpi). 

Among V. vulnificus inoculated animals, measured VST of mice that survived spanned a 

wide range of more than 11°C (Figure 5.3, B). Survivors most frequently exhibited VSTmin at 6 

or 8 hpi. Subsequent VST readings in survivors were characterized by a period of temperature 

recovery (8-14 hpi) and finally a period of temperature stability (16-48 hpi). 

In contrast, measured VST of mice that succumbed to infection generally did not recover 

after the anesthetic period of 0-4 hpi (Figure 5.3, C). Instead, VST of non-survivors continued to 

decrease, spanned a much smaller range of less than 4°C, and exhibited VSTmin readings at 8-12 

hpi (Fig. 2C). In many cases, VST of non-survivors increased in the span between 12 and 18 hpi, 
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despite the fact that these animals succumbed to infection by 24 hpi. This pattern is distinct both 

from the mock-treated group and infected animals that survive inoculation. Thus, VST 

measurement profiles vary depending upon both V. vulnificus infection status, and infection 

survival outcomes. 
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Figure 5.3 VST measurement profiles vary dependent upon survival outcome. Ventral 
surface temperature (VST) readings over time for: (A) mock infected mice, (B) mice that 
survived infection and (C) mice that did not survive infection. Each dot represents a single 
VST reading, and a continuous line connects VST readings from the same mouse. VST 
measurement ends either at 48 hpi or at time of death. 
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VST of 23.5°C is associated with lethality during V. vulnificus infection. 

Comparing VST between 6 and 48 hpi across groups, mean VSTmin of surviving mice 

(27.9±3.2oC, Fig. 5.4) was not significantly different from mean VSTmin of mock-infected mice 

(29.4±1.5oC, Fig. 5.4). However, mice that later succumbed to infection exhibited significantly 

reduced VSTmin compared to either survivors or mock-treated animals (22.9±1.2oC Fig. 5.4). 

Detailed analysis suggests that 23.5°C delineates between lethally and non-lethally infected 

mice. 

  

 

 
 
Figure 5.4. Minimum VST of infected mice is significantly different between survivors 
and non-survivors. Scatter plot of VSTmin measured between 6 and 48 hpi. Lines indicate 
mean with error bars for standard deviation and temperature cutoff of 23.5°C is indicated with 
a dashed line. Results analyzed by one-way ANOVA with Tukey post test for multiple 
comparisons. ****p≤0.0001  
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Only 1 of 21 survivors exhibited VST≤23.5°C (false positive, Figure 5.3B). In diagnostic 

terms, a test’s specificity is its ability to correctly identify individuals that are not affected by a 

condition. In other words, specificity measures the test’s true negative rate as a ratio of true 

negatives calls to total negative outcomes. In this case, where survival is the experiment negative 

outcome, 21 mice survived infection and 20 of those mice had VSTmin>23.5. Thus, the endpoint 

of VST≤23.5°C exhibits specificity of 95%. This high specificity result is important because it 

indicates only 5% of VST-indicated euthanizations will result in a mouse being counted as a 

non-survivor that otherwise would have survived infection. 

Conversely, 13 of 19 non-survivors reached VST≤23.5°C (true positive, Figure 5.3C). 

The sensitivity of a diagnostic test indicates its ability to correctly identify those individuals 

affected by a condition in question. Sensitivity measures true positive rate by taking a ratio of 

true positive calls to total positive outcomes. In the case of VST endpoints applied to V. 

vulnificus infections, where death is the test’s positive outcome, 13 non-survivor mice were 

predicted by their VSTmin to have lethal infection, while a total of 19 mice were ultimately non-

survivors. Therefore, VST≤23.5°C has a sensitivity of 68% in predicting V. vulnificus infection 

outcome. This result means that 68% of mice that spontaneously died were indicated by 

VST≤23.5°C. Moreover, because the remaining mice with lethal infections still proceed to death, 

the sensitivity of the overall experiment is actually unchanged; eventually all non-survivor 

outcomes are captured within the experimental context. Thus, with essentially no loss of 

experimental efficacy, nearly 70% of mice could have been humanely euthanized for a reduction 

of suffering prior to the onset of death. 
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Two additional measures are used to assess the diagnostic efficacy of VST≤23.5°C. 

Positive predictive value (PPV) is the proportion of positive diagnostic calls that are, indeed, true 

positives. In this case, 14 mice reached VST≤23.5°C. 13 of these 14 mice were non-survivors. 

Therefore, the hypothermia endpoint has a PPV of 93%. Conversely, the negative predictive 

value (NPV) is the proportion of negative test calls that are true negatives outcomes. Twenty of 

the 26 mice that had temperatures above the cutoff were survivors, while 6 were non-survivors. 

Therefore, the hypothermia endpoint VST≤23.5°C has a NPV of 77%. This analysis supports the 

conclusion that reduction in VST is predictive of subsequent death. 

VST≤23.5°C predicts live/dead survival outcomes and reduces infection hours 

The survival data were next analyzed comparing temperature-predicted outcomes to 

actual outcomes. To assess the efficacy of hypothermia as an experimental endpoint when 

comparing different infecting bacterial strains, time-to-death and time-to-VST≤23.5°C were 

compared for each infecting strain in this study (Figure 5.5). In the retrospective analysis (dotted 

lines), animals were plotted as non-survivors if either (1) the mouse exhibited VST≤23.5°C or 

(2) if the mouse died even if it never reached ≤23.5°C. 
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Figure 5.5. VST ≤ 23.5 °C predicts live/dead survival outcomes and reduces infection 
hours. Comparison of survival time for each of the V. vulnificus strains: (A) vvhA-; (B) vvhA- 
Δmcf; (C) vvhA- mcf::bla; (D) vvhA- rtxA1::bla. Actual curves (circles connected by solid 
line) use death as endpoint; retrospective curves (squares connected by dotted line) use 
VST≤23.5°C, or death if an animal died without reaching VST≤23.5°C. Statistical analyses 
are summarized in Table 2. 
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Statistical variation of binary outcomes (survival vs. death) was analyzed by chi-square 

test (χ2, Table 2). The χ2 analysis revealed no significant differences between binary survival 

outcomes when the hypothermia plus actual death endpoint was applied (Fig. 4, Table 2). In fact, 

in most cases the survival outcomes were identical (Figure 5.5A-C), but even in the case of a 

numerically different outcome the results were not significantly different (Figure 5.5, Table 5.2).  

  

Table 5.2. Statistical analyses of survival outcomes and curves. 

 
Strain Binary Χ2 Analysis 

(actual vs. retro) 

Log-rank curve 

comparison 

(actual vs. retro) 

 χ2 p χ2 p 

vvhA- 0.0 1.0 1.8 0.18 

vvhA- Δmcf  
 

0.0 1.0 0.82 0.36 

vvhA- mcf::bla 0.0 1.0 0.0085 0.92 

vvhA- rtxA1::bla 1.05 0.30 1.0 0.32 
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VST≤23.5°C in some cases correlated with imminent death, although many animals lived 

for hours prior to succumbing to infection (Figure 5.3C). In non-survivors, TTD after 

VST≤23.5°C had a range of 15 h, mean of 10 h, and S.D. of 5 h. Therefore, while this endpoint 

is capable of predicting a lethal outcome, there is notable variability in the TTD. To illustrate this 

point, the endpoint curves (Figure 5.5) were compared using the log-rank test with 95% 

confidence, p<0.05. Interestingly, there were no statistical differences between endpoint curves 

when analyzed by log-rank test (Table 5.2). Nonetheless, detailed information on the kinetics of 

death were lost in the hypothermia-derived curves due to time discrepancies between 

VST≤23.5°C and actual death (Fig. 5.5). While this renders the VST endpoint unsuitable for 

survival curve comparison, the differences in area under the survival curves (Figure 5.5) 

illustrates the power of the alternative VST endpoint to perform its intended function: predict 

non-survivor outcomes, such that animals involved in the experiments can be euthanized prior to 

the onset of death. In the experiments illustrated in Figure 5.5, the hypothermia endpoint 

VST≤23.5°C would have eliminated 135 unnecessary infection hours for mice that would 

eventually succumb to infection (dotted vs solid lines). 

 

Discussion 

Measurement of virulence in animal models is central to studies of bacterial 

pathogenesis. In lieu of death, the ‘moribund condition’ – generally characterized by markers 

such as piloerection, hunching, and respiratory irregularity – is often utilized in animal protocols 

as an experimental endpoint, considered more humane than death. However, moribund status can 

be biased due to subjectivity and inconsistency of observers, and inaccurate if there is disconnect 
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between observed characteristics and imminent death (325, 328). In our research group, we have 

noted anecdotally that there is a lack of correlation between moribund status and imminent death 

during V. vulnificus experiments. In the past 25 years, temperature monitoring has been 

successfully utilized to develop more refined endpoints for fungal, bacterial, and viral infection 

studies (323, 329-332). Retrospective analysis of additional infectious disease experiments found 

hypothermia to be “the most valuable characteristic for distinguishing mice that survive or 

succumb to infection” (321). 

Core body temperature can be measured by rectal thermometry (323, 324). However, this 

method is time consuming for research staff and is thought to increase animal distress due to 

extensive handling (325, 333). Moreover, intestinal probing has the potential to adversely affect 

experimental outcomes of a gastrointestinal pathogen due to the risk of lesion introduction (334). 

The alternative method of microchip implants for thermal telemetry facilitates rapid, contact-free 

measurement by researchers, but requires front-end time and monetary output that is not 

justifiable for the acute time scale of V. vulnificus infections (322, 325, 335). In addition, lesions 

generated at the microchip injection site are susceptible to unintentional infection (333). Since V. 

vulnificus infects open wounds (122), the risk of subcutaneous infection is a confounding factor 

that renders microchip thermometry untenable for V. vulnificus studies. 

With the advent of new technology, body surface temperature can now be measured 

using an external infrared thermometer (331-333). Compared to other methods, use of a surface 

probe reduces animal stress, experimental complication, and initial cost (336). Importantly, 

measured core and surface temperatures are correlated (336). Correlations are particularly strong 

when core body temperatures are below normal, as is the case during infection-induced 
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hypothermia (321, 336). In the current study, infrared surface thermometry demonstrated utility 

in predicting disease severity during V. vulnificus infection and was utilized to identify a 

hypothermic temperature endpoint for these studies. 

This study was conducted using four strains of V. vulnificus that differ in their known or 

predicted lethality. Predicted or realized differences in virulence were derived from modification 

of the virulence associated gene rtxA1. Indeed, when the central portion of the toxin – 

collectively termed the effector domain region – was deleted and replaced by a heterologous 

beta-lactamase coding sequence, V. vulnificus was significantly less virulent (Fig. 1C, vvhA- vs 

vvhA- rtxA1::bla, (35)). To examine the necessity of a single effector domain in virulence we 

tested a strain vvhA- Δmcf that harbors an in-frame deletion of the mcf effector domain (Fig. 1A) 

(31) and another that carries only the mcf effector domain region. These experiments support the 

conclusion that the mcf coding region is neither necessary nor sufficient to change the virulence 

potential of V. vulnificus. These data provided a virulence data set as a baseline for assessing the 

use of VST as an endpoint for V. vulnificus intestinal infections. 

In many cases, differences in pathogen virulence are best defined by median lethal dose 

(LD50) determination. These studies need not take experimental kinetics into account, because 

LD50 is determined by the number of survivors and non-survivors at a given pathogen dose. In 

the current study, 68% of mice that spontaneously died could have been euthanized on average 

10 h prior to death using the defined VST endpoint. At 95% sensitivity, application of this 

endpoint did not compromise experimental efficacy. Thus, applying an endpoint of VST≤23.5°C 

during V. vulnificus infection has potential to considerably reduce animal suffering in studies 

where binary data is desired. Our finding that binary live vs. dead outcomes are predictable by 
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hypothermia suggests that the VST alternative endpoint is appropriate for LD50 determination 

and should be applied to LD50 studies to reduce suffering of animals in these experiments.  

LD50 measurements require large numbers of mice to test an appropriate range of doses at 

a level that allows for statistical power. As such, many research groups use an alternative method 

for determining relative virulence: infecting different groups of mice with different strains at a 

set dose (as in Fig. 1C) and reporting differences in the survival curves. Unlike binary LD50 

studies, these curves account for time-to-death, which allows for greater statistical power with 

lower numbers of mice. Yet, survival curves are also considered less sensitive in their ability to 

detect virulence differences among strains. This study reveals that the observed lag between the 

VST endpoint and death renders application of a VST endpoint a poor choice for these types of 

studies (Fig. 4, actual vs. retrospective) due to loss of death kinetics. The curve shift actually 

emphasizes the utility of VST≤23.5°C in predicting lethal outcomes well before the onset of 

death to the experimental animals. Yet, this result likewise indicates that a VST-based endpoint 

does not have the same cost-free benefit in survival curve experiments that it offers to LD50.  

Interestingly, these results leave researchers to determine whether it is more ethical to: 

(A) use larger numbers of mice and perform LD50 studies, with the ability to apply a humane 

experimental endpoint; or (B) use smaller numbers of mice in a survival curve analysis without 

the option of a humane endpoint, a decision that will depend largely on the specific experimental 

goals of the research group in question. 

While hypothermia has been demonstrated as a key marker of death due to infectious 

disease, its relationship to survival of V. vulnificus infections had not previously been examined. 

It was here determined that surviving and non-surviving V. vulnificus infected mice demonstrate 
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distinct temperature responses. Non-surviving infected mice have significantly lower VSTmin as 

compared to surviving mice. From these data, a temperature endpoint of 23.5°C was empirically 

determined and retrospectively applied to the survival results.  When used as an experimental 

endpoint, VST≤23.5°C exhibited sensitivity of 68% and specificity of 95%. The temperature 

cutoff of 23.5°C demonstrates 93% PPV and 77% NPV. Given the outcomes of this study, a 

hypothermia-based humane endpoint can be applied to LD50 studies without concern of reducing 

the efficacy of the experiment. Binary (live vs. dead) survival outcomes are almost always 

numerically identical and in all cases statistically indistinguishable from survival data using 

death as an endpoint (Fig. 4, Table 2). As such, many hours of undue suffering would be 

eliminated from infection experiments.  

 By its very nature, an alternative endpoint aims to predict death early such that animal 

research subjects can be euthanized prior to death. VST≤23.5°C predicts non-survival outcomes 

an average of 10 hours in advance of the event. This allows for a considerable reduction in 

unnecessary mouse infection hours. Nonetheless, given that a hypothermia endpoint alters 

experimental kinetics, these kinetic changes suggest that VST endpoint should not be applied to 

survival curve experiments. 
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CHAPTER 6 – DISCUSSION 

Summary 

 The studies outlined here elucidated the role of discrete MARTX toxin regions during 

intragastric (i.g.) pathogenesis of the bacterium Vibrio vulnificus. Genetic manipulation was used 

to generate bacterial strains capable of delivering novel MARTX toxin variants to target cells 

during in vitro co-incubation or in vivo infection. In this way, novel insights into V. vulnificus 

pathogen:host interaction were revealed. 

First, study of toxin dynamics in vitro demonstrated that the MARTX toxin N- and C-

terminal repeat regions form a pore in target eukaryotic cells that is sufficient for induction of 

lysis. The MARTX effector domains are not required for lysis in vitro. However, they are 

responsible for early induction of cytopathic effects that phenotypically manifest as cell 

rounding.  

Combined, these data led to two contrasting hypotheses. Perhaps the conserved MARTX 

pore and its associated necrotic activity are sufficient for toxin-induced phenotypes in vivo, as is 

the paradigm with many lytic toxins. Alternatively, perhaps the effector domains, which induce 

cytopathic effect prior to lysis, are important for conferring toxicity and virulence during 

bacterial infection. 

 These dual hypotheses were experimentally investigated. In animal models, a V. 

vulnificus strain lacking the MARTX effector domains exhibits the same virulence and 

pathogenesis profiles as a MARTX-null mutant, indicating that it is the MARTX effector 

domains which confer toxicity in vivo. The effector domains are required for rapid induction of 

epithelial barrier dysfunction in vitro and for bacterial dissemination from the intestine in vivo. 
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Additionally, these experiments reveal the biphasic nature of MARTX toxin activity, in which 

the early lysis-independent phase relies upon effector domain activity, but the late lytic phase is 

effector-independent.  

Because the effector domain region of the MARTX protein is in fact a repertoire of 

discrete effector domains, the next logical inquiry concerned the role of individual effector 

domains. Again, multiple outcomes were possible. No single effector domain is observed across 

all strains of V. vulnificus or across all MARTX toxin variants (13). This suggests that no single 

effector domain is required for MARTX toxicity. However, the modular composition of 

MARTX effector repertoires could simultaneously consist of some effectors that confer 

dominant virulence phenotypes and some effectors with secondary, additive, or redundant roles. 

 When tested, no single MARTX effector domain was required for the phenotypes 

attributed to the effector domain repertoire as a whole. Effector domains exhibit functional 

redundancy in in vitro models of intestinal barrier disruption and phagocytic inhibition. 

However, these same mutant strains have distinct virulence profiles in vivo. While some aspects 

of MARTX effector function are redundant, different effector repertoires do confer different 

toxicity profiles, indicating that changes in effector composition have functional consequences 

during infection. 

 Together these studies experimentally demonstrate the role of the MARTX toxin as an 

effector delivery platform, wherein the composition of the delivered effector domains plays a 

defining role in bacterial virulence. Though the toxin can undoubtedly cause lysis, the 

experiments presented here should shift the focus of the MARTX field away from its lytic 

function and toward its role in delivering bacterial effectors capable of modulating target cells. In 
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this way, the MARTX can be conceptualized as an alternative bacterial effector delivery 

mechanism, which is especially interesting in light of a bacterium like V. vulnificus, which lacks 

the Type 3 and Type 4 secretion systems characteristic of many pathogenic bacteria. 

 

Discussion and Outstanding Question 

The overall structural organization of MARTX toxins is predictable, and the N- and C-

terminal portions of the encoding rtxA1 genes are highly conserved (275) However, the total 

length of a given MARTX varies from 3500-5300 amino acids due to the variable number and 

identity of effector domains in the toxin’s central region (2). The role of the MARTX toxin as a 

system for bacterial effector delivery had previously been hypothesized (13). Yet, the functional 

roles of the effector domains and repeat regions had not been previously investigated in the 

context of V. vulnificus. 

In the study described here, we found that numerous characteristics of MARTXVc are also 

true of MARTXVv. Namely, the MARTX effector domain region is not required for MARTX 

toxin expression, secretion, or delivery to host cells. Moreover, in both cases the MARTX toxin 

is a sufficiently robust effector delivery platform that it can translocate not only its own diverse 

native effector repertoires, but also heterologous proteins. So far this has been demonstrated in 

both Vibrio cholerae and V. vulnificus using beta-lactamase, which exhibits its functional 

enzyme characteristics both extracellularly and in the eukaryotic cytosol (Chapter 2) (3, 30). Bla 

must undergo an unfolded transition between these two folded states in order to be translocated 

through the MARTX pore, the diameter of which has been estimated at 1.6 nm (136). We posit 

that this MARTX platform can be modified to deliver any heterologous effector possessing 
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protein dynamics that allow for an unfolded state during membrane translocation and proper re-

folding in the eukaryotic cytosol (281). 

We hypothesize that these characteristics found to be shared by MARTXVc and 

MARTXVv - that is, the sufficiency of the N- and C-terminal domains to deliver centrally 

encoded domains to eukaryotic cytosols – are likely generalizable also to the entire MARTX 

family. rtxA1 loci have been identified across numerous Vibrio species as well as other bacterial 

genera including Photorhabdus, Xenorhabdus, and Aeromonas (253). Still, functional 

characterization of rtxA1 genes in these organisms remains an open, and potentially fruitful, area 

of investigation.  

The experiments described in Chapter 2 also gave insight to V. vulnificus-specific aspects 

of the MARTX toxin. Using bacterial mutants producing different versions of the MARTX 

toxin, we show that the repeat region pore is sufficient not only for heterologous domain 

translocation, but also for lysis of target cells. Of the three organisms in which MARTX toxins 

have been functionally characterized, V. vulnificus is the only bacterium that causes MARTX-

dependent cell lysis. Neither V. cholerae nor Vibrio anguillarum induce MARTX-dependent 

necrosis of target cells, yet cell lysis remains one of the best-documented phenotypes of 

MARTXVv. activity (Chapter 2) (22, 30, 136, 246, 305).  

The mechanisms of differences in lysis – that is, why MARTXVv,. but not MARTXVc or 

MARTXVa, is lytic – is a key outstanding question (6, 255). The N- and C-terminal repeat 

regions of MARTXVv,. and MARTXVc share 93 percent homology (30). While highly conserved, 

the two are not identical. Thus it is possible that differences in repeat region sequence make one 
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pore more conducive for lysis. The size of the V. vulnificus MARTX toxin pore has been 

estimated at 1.63 nm, but the MARTX toxin pore size has not been estimated for V. cholerae.  

The differences between MARTX toxin repeat regions could influence toxin 

multimerization. MARTX toxins are thought to function monomerically, with the N- and C-

terminal regions of each polypeptide forming a translocation-conducive pore. However, it is 

possible that MARTX toxins could oligomerize. There is a precedent for RTX toxin 

oligomerization in the case of the adenylate cyclase (AC) toxin, CyaA, from Bordatella 

pertussis, where  

“translocation of the [enzymatic] adenylate cyclase domain and oligomerization into 

cation-selective pores appear to represent two independent and parallel/competing 

activities of the membrane-inserted form of CyaA. Either activity can be upmodulated at 

the expense of the other by specific substitutions of key glutamate residues forming pairs 

in the predicted transmembrane segments […] (276)” 

These two alternative conformers permit flux of different ions and induce different reactions in 

their target cells (337, 338). If the same is true of MARTX toxins, changes promoting MARTX 

toxin oligomerization could favor formation of larger-diameter, lytic pores.  

Alternatively, toxin expression and delivery levels may differ among MARTX-producing 

species. Indeed, the bacterial toxin literature reveals a precedent for time and dose-dependent 

effects of pore-forming toxins (PFT) on their target cells. Eukaryotic cells are capable of 

recovering from short-term exposure to many PFTs, as demonstrated for nine of ten PFTs tested 

by Thelestam and Möllby in 1983 (339). In fact, the transient membrane permeability induced by 

exposure to the Streptococcus PFT streptolysin-O has been leveraged as a tool for exogenous 
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protein delivery to living cells (340). Generally, it is accepted that a cell’s recovery from PFTs 

entails isolating the affected membrane segment by endo-, exo-, and/or ecto-cytosis. Depending 

on the recovery pathway, an intoxicated membrane section is either repaired (e.g. via degradation 

of the PFT) and recycled, or irreversibly released to the extracellular milieu (341-343).  

However, there are limits on recovery and “excessive pore formation indeed leads to 

target cell death” (341). The same streptolysin-O that has been used in protein delivery strategies 

is characterized (and named) as a “potent cytolytic agent”(344). An abundance of studies report 

necrosis of erythrocytes and nucleated cells upon exposure to PFTs. A small subset of examples 

includes: the Clostridium septicum alpha toxin (345, 346), Staphylococcus aureus Panton-

Valentine leukocidin (PVT), Escherichia coli hemolysin A (HlyA) (347), and the hemolysins 

from V. cholerae (HlyA) and V. vulnificus (VvhA) (296, 297).  

 The idea of differing toxin expression is supported by in vitro evidence in which the 

cellular reaction to V. vulnificus MARTX toxin is biphasic. The first phase of activity, attributed 

to the MARTX effector domains, is lysis-independent. This is exhibited by rounding of 

unpolarized cells (Chapter 2) (30) and by the induction of paracellular permeability and barrier 

dysfunction in polarized intestinal epithelial cell monolayers (Chapter 3) (35). The onset of lytic 

MARTX toxin activity occurs after longer periods of bacterial:cell co-incubation. In the case of 

experiments where a set number bacteria are inoculated and then allowed to outgrow, the onset 

of lysis likewise coincides with MOIs that have increased up to 30-fold relative to the inoculum 

ratios (Figure 3.12). Assuming continued toxin production, bacterial outgrowth almost certainly 

means that the rate of toxin delivery to eukaryotic cells increases over time in co-incubation 
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experiments. We anticipate that lysis occurs after target cell intoxication has reached a threshold 

beyond which cells cannot ameliorate the effects of the PFT on the membrane. 

Unfortunately, dose-dependent lysis experiments cannot be conducted directly for 

MARTX toxins in the absence of purified MARTX toxin. For reasons including low expression 

in broth culture, extremely large size, and rapid degradation, the MARTX toxin has thus far 

never been purified. However, it is possible that the relatively novel effector-free RtxA1::Bla 

toxin (Chapters 2 and 3) could be purified. This protein is much reduced in size compared to its 

holotoxin counterpart. Moreover, highly specific Bla antibodies make it feasible to use that 

domain as a target for protein pull-down. Working in Vibrio strains lacking both CPD activity 

(cpd*) and the extracellular protease VvpE (vvpE) would minimize extracellular MARTX toxin 

cleavage and thereby maximize the amount of protein available for purification. It would 

likewise be possible to first expose bacteria to eukaryotic cells so as to increase rtxA1 exposure. 

Combining the above conditions would likely make protein purification and, therefore, dose-

dependent MARTX toxin experiments, feasible. 

Alternatively, relative rtxA1 expression could be tested across MARTX-producing strains 

as a starting point for addressing dosing questions. While expression from the rtx operons has 

been tested for single species under different conditions (e.g. in broth culture vs. in contact with 

eukaryotic cells or during mouse infection (136, 140, 254, 261)), no study has yet compared rtxA 

expression across bacterial species. This could be accomplished using either traditional qRT-

PCR, or even using the modified Bla strains in conjunction with the nitrocefin-based secretion 

assays outlined in Chapter 2. Alternatively, modification of the RtxA1::Bla system could 

putatively yield toxins delivering fluorophore (e.g. super-folder GFP (348)) quantifiable using a 
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high-resolution microscopy method (349, 350). In theory, one could use genetic manipulation to 

exchange MARTX toxins (or portions thereof) among various Vibrio species, testing the same 

toxin in different genetic/strain contexts. However, this would almost surely meet with biosafety 

concerns for gene swapping in pathogens. One or more of these genetic methods might suggest 

whether cell lysis arises from dose-dependent effects that are higher in V. vulnificus as compared 

to other Vibrios delivering MARTX toxins. 

With that said, in vivo data from the study of MARTX toxins highlight its non-lytic roles 

as vital for pathogenesis. Bischofberger, et al, posited the importance of non-lytic PFT effects 

during infection in a 2012 review on pathogenic pore-forming toxins: 

“During the course of infection, most cells are probably exposed to rather low 

concentration of PFTs, which would not necessarily lead to cell death. The toxin-

triggered changes in cytoplasmic ion composition in these cells will however lead to a 

panel of secondary events, whose contribution to pathogenesis requires further 

investigation.” (341) 

Indeed, some deleterious effects of the MARTX toxin – namely, inflammasome activation – 

have been ameliorated by stopping potassium (K+) efflux (290), indicating a putative role for 

ion-based responses in target cells.  

Even more relevant to MARTX study, however, is the research on other toxins that form 

pores in the service of effector delivery. Such is the case with the AC toxin, which encodes 

functionally independent regions that confer AC activity and hemolysis (304). Mutants lacking 

adenylate cyclase activity, but retaining the hemolytic (HLY) domain, exhibit median lethal 

doses (LD50) that are 1000-fold higher than their parental strains. Strains lacking the HLY 
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domain are attenuated at levels comparable to the AC mutants, which – given that the HLY 

domain is required for AC domain delivery – lends credence to the idea that HLY domain is 

functioning to deliver AC to host cells and not additively with AC activity (351, 352).  

During intestinal infection of mice, bacteria that produce a MARTX toxin able to lyse 

cells, but absent the effector domain region, were indistinguishable from bacteria that did not 

produce the toxin at all (Figure 3.3). Thus the effector domain region is required for MARTX-

associated virulence. Whether the effector domain region is sufficient for MARTX activity was 

not directly tested, given that these domains necessitate delivery via the MARTX platform. Still, 

their requirement for virulence and bacterial dissemination, and the lack of distinction between 

the rtxA1::bla strain and an rtxA1- strain, together strongly suggest that delivery of effectors is 

the mechanism of MARTX toxicity in vivo. 

Notably, genetic and biochemical characterization of MARTX toxin complexity 

previously lent hypothetical support to this result. Yet, these data represent the first direct 

experimental evidence that non-lytic functions previously attributed to the MARTX toxin (such 

as cytoskeleton disassembly, induction of apoptosis, inhibition of autophagy, and modulation of 

stress signaling (4, 21, 27, 31, 247, 308)) play an important – indeed, central – role in 

pathogenesis. We have here presented data that should shift the focus of the MARTX field away 

from lytic necrosis and toward the myriad other functions associated with rtxA1 or its effector 

domains. 

Specifically, the discrepancy between lytic toxin phenotypes and in vivo function has 

been highlighted. Fulminant intestinal tissue damage has been observed in previous mouse 

experiments and clinical cases. Moreover, bacterial dissemination and sepsis are phenotypes 
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intimately linked to lethal infection outcomes (103, 122, 132, 138, 139). The importance of rtxA1 

in dissemination (136, 249), combined with its known lytic properties (11, 136, 246, 305), 

naturally led to a prevailing model that toxin-mediated necrosis of the intestinal epithelial barrier 

is the key mechanism by which V. vulnificus exits the intestine culminating in lethal sepsis (1).  

However, we have now shown in histology of infected mice that the MARTX holotoxin 

does not induce overt intestinal tissue damage or excess apoptosis during early infection – even 

in animals that have already experienced epithelial barrier breach and bacterial dissemination to 

distal organs. First, this demonstrates that fulminant intestinal damage, though seen after lethal 

V. vulnificus infections in humans and mice, is not a necessary prerequisite to bacterial egress to 

the bloodstream. This finding is consistent with the in vitro T84 experiments where rapid loss of 

TER was not linked to dramatic loss of cytoskeleton structure or cell lysis. Paracellular 

permeability increases in the absence of major changes to cytoskeletal morphology suggests that 

more delicate modulation of cytoskeletal dynamics, such as those at intercellular junctions, is 

occurring. 

Another outstanding question now is how V. vulnificus bacteria are moving across the 

epithelial barrier in vivo. Modulation of paracellular permeability by the MARTX effector 

domain region may act to directly facilitate paracellular bacterial transit between epithelial 

enterocytes for subsequent transport to the lymphatics or blood stream in the intestinal lamina 

propria. Indeed, V. vulnificus transmission across a polarized in vitro epithelial monolayer has 

been previously observed (187). Interestingly, it was not observed in our experiments (Figure 

3.16), despite application of comparably scaled MOI (MOI=5 in previous study and 2.5 in this 

study). This discrepancy was likely due to technical differences (8 µm pore in previous study 
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compared to 3µm pore in our study), though there could also be differences in physiological 

attributes between the cell lines (HCA-7 versus T84, both of human colonic epithelial origin) 

that facilitate different resistance to translocation. 

As an alternative or additional mechanism to bacterial translocation between cells, the 

same mechanisms by which the MARTX effector domain repertoire dysregulates enterocytes 

may also dysregulate the function of other specialized cell subsets in the intestinal epithelial 

monolayer. M cells, responsible for luminal antigen sampling, are present in the epithelial layer 

that covers lymphoid nodules and Peyer’s patches. The so-called “weak point of the intestinal 

epithelial barrier” (353), M cells are known to provide a route for transepithelial migration of 

viable bacteria, including V. cholerae, from the intestinal lumen to the underlying Peyer’s 

patches (354, 355). While M cell luminal sampling is integral to proper antigen presentation and 

immune responsiveness, pathogens such as Salmonella, Shigella, and Yersinia exploit the 

properties of M cells to access the mucosa and spread systemically (355, 356). Goblet cells have 

been implicated in transcytosis of Listeria and thus represent another putative route by which V. 

vulnificus is breaching the intestinal barrier (357).  

Whether by paracellular transit, misregulated transcytosis, or a combination of both, V. 

vulnificus are capable of rapid dissemination from the intestine following i.g. infection, 

dependent upon the MARTX effector domain region. In this study, we detected bacterial 

dissemination to the liver and spleen of infected mice. A high proportion of the mononuclear 

phagocytes that comprise the reticuloendothelial system reside in the liver and spleen. As such, 

disseminated V. vulnificus are surely encountering phagocytes attempting to clear the bacteria. 

Previous studies on rtxA1 in V. vulnificus demonstrated its importance in resisting the activity of 
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phagocytes (249, 358). This study is the first to demonstrate that anti-phagocytic activity 

conferred by the MARTX toxin is completely dependent upon its effector domains. this is 

another key piece of evidence highlighting the MARTX function as an effector delivery 

platform. 

The V. vulnificus strain making RtxA1::Bla is thus deficient in multiple cellular activities. 

Lacking effector domain, V. vulnificus rtxA1::bla does not induce rapid intestinal barrier 

dysfunction in vitro nor disseminate from the intestine in vivo. Moreover, even in the rare 

occasion that the bacteria disseminate (see points above the detection limit in Figure 3.5) they 

cannot inhibit phagocytic activity in a manner akin to strains making full MARTX. Thus the 

bacteria are likely cleared effectively by monocytes/macrophages in the circulation, liver, and 

spleen. In contrast, V. vulnificus making the full MARTX – or any derivative strain containing 

four of the five effectors from the native complement – rapidly induces epithelial barrier 

dysfunction in vitro, disseminates in vivo, and confers potent antiphagocytic activity in vitro. 

Thus these strains are both better at becoming systemic, and better at resisting clearance once 

reaching these typically sterile locations. 

Interestingly, though, there is still more to be understood about the mechanisms of V. 

vulnificus i.g. pathogenesis and sepsis, because strain equivalent in the aforementioned measures 

of barrier disruption, dissemination, and anti-phagocytic activity do not exhibit the same 

virulence potential (Figure 4.4). These results demonstrate that single MARTX toxin effector 

domains significantly alter bacterial virulence potential, despite exhibiting functional redundancy 

in many measures of pathogenesis. This raises the question: what are the uncharacterized aspects 
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of the host response to disseminated V. vulnificus, and how do they change among strains 

making different MARTX toxin variants? 

A recent publication characterized the cytokine response of mice to V. vulnificus 

infection (140). Prior cell-culture based studies on both human and mouse cells demonstrated the 

production of inflammatory cytokines in response to V. vulnificus (141, 142, 144, 289), and one 

study demonstrated the importance of the MARTX secretion gene rtxE in (359) the production of 

IL-8 following exposure to V. vulnificus. However, the 2017 study by Murciano, et al. was the 

first to characterize cytokine profiles in vivo in response to various V. vulnificus mutants. In so 

doing, the role of rtxA1 in modulation of the murine immune response to V. vulnificus is 

revealed. In the background of clinical strain YJ016, a V. vulnificus mutant deficient in rtxA1 

stimulated less production of chemokines: Ccl2, Ccl3, Cxcl1, Cxcl2, Cxcl3, and cytokines: IL-

1alpha, IL-6, TNF (140). Thus, the MARTX toxin and its associated activities are stimulating a 

response in the mouse host, resulting in production of inflammatory factors, and contributing to 

lethal infection observed in infected mice and humans. While the role of individual MARTX 

effector domains in cytokine/chemokine stimulation was not tested, we can postulate the 

relationships among known effector functions, inflammation, and the observed virulence profiles 

of single MARTX effector mutants that exhibited many comparable phenotypes in vitro.  

The pathology of sepsis is a complex one, but “the currently accepted immunologic 

paradigm suggests that sepsis is present when systemic activation of inflammatory pathways (i.e. 

systemic inflammatory response syndrome [SIRS]) is triggered by infection” (145, 146, 360). 

Given this paradigm, it could be extrapolated that conditions promoting increased cytokine 

production would be pathogenic.  
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Such a framework aids in forming putative explanations about the surprising 

enhancement of virulence in the mutant lacking the MARTX toxin alpha-beta hydrolase (ABH) 

domain. This Δabh strain showed accelerated virulence outcomes relative to the strain making 

MARTX holotoxin. ABH has been shown to inhibit autophagy and endosomal trafficking (4). 

Autophagy negatively regulates IL-1 and IL-18 production (315, 361), so exposure to the 

MARTX holotoxin would likely increase IL-1 and IL-18 production by ABH-mediated 

alleviation of autophagic control on their production. Infection with the Δabh mutant, in contrast, 

would not cause any ABH-mediated inhibition, and autophagy would continue its control on the 

levels of these interleukins. 

Prohibitin, a binding partner of the MARTX domain of unknown function (DUF1), is 

thought to suppress inflammation during sepsis (362). DUF1 has been reported to up-regulate 

prohibitin in host cells upon intoxication (14), which could in turn provide such protection. This 

would explain the hypervirulent phenotype of the Δduf1 mutant, which would lack prohibitin-

mediated protection putatively induced by the MARTX holotoxin.  

Each of the above hypotheses has considered cytokine induction as detrimental to host 

infection outcomes. However, Hotchkiss et al. point out that, “although cytokines are considered 

to be culprits, they also have beneficial effects in sepsis” (148). This has been particularly well-

supported by evidence that TNF antagonization leads to worsened outcomes in sepsis mouse 

models and in human patients (reviewed in (148)). The results with some of the MARTX single-

deletion strains seem to fall in support of a beneficial role for cytokines. 

The deletion of RRSP had the most beneficial impact on V. vulnificus infection virulence 

outcomes. While the delivery of ~5 x 106 parental V. vulnificus killed nearly all mice in 24 hours, 
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the same dose was lethal in approximately 50 percent of mice infected with the Δrrsp mutant. 

RRSP, or Ras/Rap1 Specific Peptidase, cleaves the target GTPases to render them inactive. Rap1 

induces pro-inflammatory cytokine production in the pro-inflammatory (M1) macrophage 

population (363). Similarly, Ras has previously been shown to positively regulate production of 

the inflammatory cytokines IL6 and IL8 (364, 365). RRSP-mediated inactivation of Ras and 

Rap1 would likely decrease cytokine production. The drastically improved outcome of animals 

infected with Δrrsp indicates that its activities in vivo are generally detrimental to the host. 

Perhaps the cytokines produced by Ras and Rap1 are beneficial for the defense against V. 

vulnificus infection. 

A similar premise can be outlined in connection to the Rho Inactivation Domain (RID). 

RID also inactivates target GTPases, but by acylation modification rather than cleavage (23). 

Rho GTPases, including RhoA, Rac1, and CDC42, are integral to NF-kappaB activation (366, 

367). NF-kappaB, in turn, “has long been considered a prototypical proinflammatory signaling 

pathway, largely based on the role of NF-kappaB in the expression of proinflammatory genes 

including cytokines, chemokines, and adhesion molecules” (316). Inactivating Rho GTPases 

would thereby inhibit NF-kappaB mediated signal transduction, apparently to negative effect 

(given the improved infection outcomes of mice inoculated with Δrid relative to the parental 

strain). 

In reality, of course, none of these signaling events occur in isolation. Bacteria alone – 

i.e. a strain lacking rtxA1 – stimulate a physiological and immunological response in the host 

(140). Moreover, in the presence of rtxA1, a battery of five MARTX effectors is simultaneously 

set upon the eukaryotic cytosol of any given target cell. In turn, interrelated signaling pathways 
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are modulated by these MARTX effectors. Indeed, there is evidence for crosstalk among 

MARTX effector domains and the pathways they induce in target cells (368). The most concrete 

example of this is the modulation of GTPase CDC42 by the V. cholerae MARTX toxin (3). In 

that system, an ABH domain stimulates CDC42 activation, while RID suppresses CDC42 

activation, the net result of which is no change to CDC42 activation in cells exposed to MARTX 

holotoxin.  

In that example, two effects ameliorate one another – a negative and positive coming to a 

net zero sum. Yet “coordinated crosstalk of effector function suggests that MARTX toxins are 

not simply a sum of all their parts” (368). The studies presented here certainly support such a 

model. While the MARTX toxin effector domain region is completely required for MARTX-

associated virulence, its individual effector domains do not additively contribute to this 

requirement. Two effector domains – RID and RRSP – positively contribute to virulence. In 

contrast, the DUF1 and ABH domains appear to reduce virulence in the context of the MARTX 

holotoxin.  

Ten total effector domains have been characterized (Table 1.2). Thus a variety of effector 

domain compositions are found across MARTX toxins (13, 253). As no single effector is the 

same across all MARTX toxin variants, this suggests no single domain is crucial for toxin 

function. Such a paradigm might be evolutionarily advantageous as the loss of a single effector is 

not overly deleterious. Here we demonstrated that strains lacking single effector domains were 

equally capable of disrupting the intestinal barrier, disseminating, and inhibiting phagocytes. 

Doubtless, single effectors dictate toxin potency – as was demonstrated by virulence data here 

and has been previously shown (193).  
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Still, it is now becoming evident that MARTX toxin generally disrupt three key cellular 

processes: GTPase activity, cytoskeletal dynamics, and vesicular trafficking {Woida, 2018 

#921}. Based on studies of MARTX toxin effector domain biochemistry, there are numerous 

toxic mechanisms employed that ultimately result in these deleterious effects. The ACD directly 

crosslinks actin to disrupt the cytoskeleton, while RID-mediated disruption of GTPases results in 

cytoskeletal changes that lead to cell rounding. RID GTPase disruption occurs by fatty acid 

modification, while RRSP targets GTPases for proteolysis. The DmX domain disrupts cellular 

Golgi organization, while ABH also impacts endocytic trafficking. Thus, a hypothetical MARTX 

toxin possessing ACD, RID, and DmX ultimately induces the same toxicity as a MARTX toxin 

variant carrying RID, RRSP, and ABH, albeit by different biochemical mechanism. Thus 

MARTX purposes can theoretically be conducted by a number of different effector domain 

configurations. Such a theory is backed by the abundant variety of MARTX toxin effector 

domain compositions observed in sequenced isolates (13). Together, these data lead to the 

hypothesis that a “successful” MARTX toxin is much more likely to be defined by a functional 

signature than a specific complement of effector domains. 

This observation leads to a final outstanding question: What selects for MARTX toxin in 

the environment?  In other words, from where does evolutionary pressure upon MARTX toxin 

and its effector composition arise? The MARTX toxin is characterized as a potent virulence 

factor based on experiments in mice as a surrogate for human infection. V. cholerae is 

transmitted in high number from infected humans back to the environment, However, as with 

many other pathogenic bacteria, the human represents an evolutionary dead-end to V. vulnificus.  
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The coincidental evolution hypothesis proposes that, where it is not directly beneficial to 

between- or in-host survival, virulence is a coincidental by-product of the adaptation to other 

ecological niches (369). One can imagine that aquatic bacteria such as V. vulnificus encounter 

myriad environments and organisms for which it must be prepared. In the marine environment, 

V. vulnificus is co-existing with predatory phages and competing bacteria. While these surely 

exert pressures on V. vulnificus, there is no evidence for the MARTX toxin to serve in phage 

defense nor in interbacterial competition. These seem unlikely purposes primarily because: (i) 

the MARTX CPD is activated by inositol hexakisphosphate, found in the eukaryotic cytosol; and 

(ii) the targets of MARTX toxin effector activity are generally conserved in eukaryotes but not 

prokaryotes. Thus, the MARTX toxin must confer some benefit to V. vulnificus in its interaction 

either with single-celled eukaryotes (protists) or multicellular eukaryotes, both categories which 

have abundant representation in the temperate estuarine environments preferred by V. vulnificus. 

It is likely that V. vulnificus employs the MARTX toxin to promote its habitation in a favorable 

niche. However, given that the environmental niche of V. vulnificus remains unknown, so too 

does the role of the MARTX toxin in its environmental life cycle. 

 

CONCLUDING REMARKS 

Overall, the results presented in this study support a model in which V. vulnificus bacteria 

expressing the MARTX holotoxin rapidly induce intestinal epithelial dysfunction in the form of 

increased paracellular permeability and transmigration (Figure 6.1). These early steps are 

sufficient to facilitate bacterial dissemination and associated virulence potential. Our evidence 

suggests that initial translocation of bacteria out of the intestine is mediated by the MARTX 
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effector domains and occurs in the absence of overt tissue damage in the intestine, spleen or liver 

tissues. Subsequent bacterial outgrowth – or a sporatic event resulting in higher bacterial burden 

– eventually leads to intestinal tissue necrosis in vivo (Figure 6.1). Continued generation of 

MARTX toxins, and subsequent expression of vvhA hemolysin genes, contributes to this tissue 

damage (1, 140). MARTX toxin effector domains delivered to phagocytes render immune cells 

less capable of phagocytic bacterial clearance. However, in the absence of MARTX effector 

domain functions, the early breach of the barrier and early arrival of bacteria at distal organs 

does not occur, and phagocytic activity is not inhibited, resulting in dramatically reduced 

virulence potential. 
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Figure 6.1. Summary model of MARTX effector-mediated functions. 
The studies outlined in this dissertation revealed novel insights about V. vulnificus 
pathogenesis, particularly early i.g. infection, and the role of MARTX toxin effector domains 
in these early steps. (i) Epithelia exposed to V. vulnificus exhibit rapid monolayer dysfunction 
mediated by the MARTX toxin effector domain region. (ii) Monolayer dysfunction is 
characterized by increased paracellular permeability in the absence of lysis. (iii) MARTX-
mediated barrier dysfunction facilitates early bacterial dissemination from the intestinal lumen 
to distal organs, prior to the onset of overt intestinal tissue damage. As intestinal bacterial 
burdens increase, lysis-mediated barrier dysfunction is mediated by pore-forming toxins and 
does not require the MARTX effector domain region in vitro. Notably, however, early barrier 
dysfunction events mediated by the MARTX toxin effector domain region are required for 
bacterial virulence potential conferred by the MARTX toxin. (iv) The MARTX toxin effector 
domains are also responsible for the anti-phagocytic activity of the MARTX toxin. and can 
act upon macrophages to inhibit phagocytosis. They are not necessary for early intestinal 
survival but confer resistance to phagocytic activity. Individual domains contribute to distinct 
virulence outcomes, indicating that as-yet uninvestigated aspects of the infection process 
impact V. vulnificus virulence potential during i.g. infection. 
 



 
 
 

199 

Collectively these ideas support the role of the MARTX toxin as an effector delivery 

platform akin to that of bacterial T3SS and T4SS in its ability to simultaneously deliver multiple 

effectors to target cells (253). In this understanding, the repeat region pore is functionally 

analogous to the secretion apparatus and the MARTX effector domains are analogous to T3S or 

T4S effectors. The major distinction between the pathogenic effector delivery systems is the 

generation of the MARTX toxin from a single gene locus that encodes the entire virulence factor, 

which is functionally distinct from the separate loci that encode T3S or T4S apparatuses and 

their respective secreted effectors (253). In that regard, the MARTX toxin shares more similarity 

to A-B toxins (352).  

Interestingly, the horizontal gene transfer observed at the rtxA1 locus to generate a 

variety of MARTX effector domain compositions indicates a mechanism by which distinct 

bacterial effector repertoires can be delivered to targeted eukaryotic cells in the context of a 

singular secreted toxin, with direct consequences to virulence (193). In fact, the effector domain 

repertoire is inextricably linked to MARTX toxin functional identity, as it has here been 

illuminated that the effector domain region itself dictates MARTX-linked bacterial virulence 

potential. 
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CHAPTER 7 – Materials and Methods 

Bacterial strains and growth conditions 

Bacteria were routinely grown in Luria-Burtani (LB) broth (10 g tryptone, 5 g yeast 

extract, 5 g NaCl per 1L dH2O) containing 50 µg/mL rifampin or 10 µg/ml chloramphenicol as 

needed. For all experiments, V. vulnificus was streaked from frozen glycerol stocks onto LB 

plates. The following day, single colonies were grown in 2 mL of antibiotic-containing LB broth 

overnight at 30°C and then subcultured 1:100 into LB without antibiotic and grown to mid-log 

phase. Cultures were pelleted and resuspended in sterile phosphate buffered saline (PBS, 10mM 

sodium phosphate, 140 mM NaCl, pH 7.4) to indicated concentrations based on optical density 

(A600) in Beckman DU530 spectrophotometer or ThermoFisher NanoDrop. 

 

Generation of V. vulnificus strains with modified rtxA1 

All novel V. vulnificus strains listed in Table 7.1 were generated from the Korean clinical 

isolate V. vulnificus CMCP6. (Methods for construction of previously strains generated by others 

and used in this study have been published in (30) and (31)). Escherichia coli strains DH5 αλpir, 

SM10λpir, and S17λpir were used for new strain construction (370, 371).  

The CMCP6 MARTX toxin CPD processing sites have not been precisely mapped 

although the boundaries of each effector domain have been defined based on extensive sequence 

alignment (13). To ensure that processing of neighboring effectors was not negatively impacted 

by the deletion, the predicted processing sites were preserved along with 15% of the effector 

domain itself. The designed deletions correspond to the following nucleotides based on the 

CMCP6 sequence of Kim et al., (372) (National Center for Biotechnology Information 
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Reference #NC_004460.2): Δduf1 (Δ5890–6699); Δrid (Δ6814–8688); Δabh (Δ8794–9279); 

Δmcf (Δ9490–10,722); and Δrrsp (Δ10,753–12,252). 

Fragments corresponding to regions upstream and downstream of the desired deletion 

were either commercially synthesized (Integrated DNA Technologies, Coralville, IA) or 

amplified from the CMCP6 genome. The two fragments corresponding to each strain were 

assembled into digested pDS132 (373) either using Gibson Assembly according to the 

manufacturer’s protocols (New England Biolabs, Ipswich, MA) or by standard ligation using T4 

DNA ligase. The resulting plasmids were confirmed by sequencing and transformed to 

SM10λpir (370), and S17λpir (371). The Δeffector deletion plasmids were transferred to V. 

vulnificus ΔvvhA by conjugation followed by selection for double homologous recombination 

using sucrose counterselection to isolate recombinants as previously described (326). Deletions 

in the rtxA1 gene were confirmed by amplification of DNA across the deletion junction.  

To generate the rtxA1::bla::cpd* strain, one 500-bp double-stranded synthetic gBlock 

was assembled into SphI-SacI-digested pDS132 vector using Gibson Assembly master mix at 

50°C. This gBlock insertion was designed to include a codon change of the catalytic C4230 

residue of CPD to Ala. The resulting pHEG1401 plasmid was sequenced for accuracy and then 

transformed to SM10λpir. 
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Table 7.1. Strains used in this study. 
 

Strain name Description Antibiotic 
resistance Source 

CMCP6 
Derivative of Korean clinical isolate CMCP6 
generated by isolation of a spontaneous mutant 
resistant to rifampicin 

Rifampicin 
50µg/mL 

HeeGon Jeong, PhD 
(1) 

ΔvvhA CMCP6 with in-frame removal of 972 base pairs 
from vvhA coding region 

Rifampicin 
50µg/mL 

Byoung Sik Kim, PhD 
(30) 

rtxA1::bla CMCP6 vvhA-, heterologous bla replaces native 
effector repertoire 

Rifampicin 
50µg/mL 

Byoung Sik Kim, PhD 
(30) 

rtxA1::bla cpd* rtxA1::bla with alanine point mutation in catalytic 
C4230 residue of cysteine protease domain  

Rifampicin 
50µg/mL 

HEG 
(30) 

rtxA1::blaΔN rtxA1::bla with deletion of N terminal repeat 
region corresponding to base pairs 217 to 5655 

Rifampicin 
50µg/mL 

Byoung Sik Kim, PhD 
(30) 

rtxA1::blaΔC rtxA1::bla with deletion of C terminal repeat 
regions corresponding to base pairs 7597 to 9879 

Rifampicin 
50µg/mL 

Byoung Sik Kim, PhD 
(30) 

rtxA1::bla rtxB- rtxA1::bla with nptII insertion in rtxB for 
disruption of rtx secretion machinery  

Rifampicin 
50µg/mL 

Byoung Sik Kim, PhD 
(30) 

ΔrtxA1 CMCP6, vvhA- with 9635 base pair deletion in 
rtxA1 coding region 

Rifampicin 
50µg/mL 

Byoung Sik Kim, PhD 
(30) 

ΔvvhA Δduf1 ΔvvhA background; deletion of base pairs 5890–
6699 in rtxA1 

Rifampicin 
50µg/mL 

HEG 
(35) 

ΔvvhA Δrid ΔvvhA background; deletion of base pairs 6814–
8688 in rtxA1 

Rifampicin 
50µg/mL 

HEG 
(35) 

ΔvvhA Δabh ΔvvhA background; deletion of base pairs8794–
9279 in rtxA1 

Rifampicin 
50µg/mL 

HEG 
(35) 

ΔvvhA Δmcf ΔvvhA background; deletion of base pairs 9490–
10,722 in rtxA1 

Rifampicin 
50µg/mL 

Shivangi Agarwal, PhD 
(35) 

ΔvvhA Δrrsp ΔvvhA background; deletion of base pairs 10,753–
12,252 in rtxA1 

Rifampicin 
50µg/mL 

HEG 
(35) 

vvhA- CMCP6 with disruptive plasmid integration in 
vvhA (ΩvvhA::bla) 

Rifampicin 
50µg/mL 

HeeGon Jeong, PhD 
(1) 

vvhA- Δmcf  vvhA-with mcf deletion in rtxA1 Rifampicin 
50µg/mL 

HEG 
(64) 

vvhA- rtxA1::bla vvhA- with heterologous bla replaceing native 
rtxA1 effector repertoire 

Rifampicin 
50µg/mL 

 HeeGon Jeong, PhD 
(1) 

vvhA- mcf::bla vvhA- rtxA1::bla with mcf reintroduced Rifampicin 
50µg/mL 

 Shivangi Agarwal, PhD 
(64) 
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Nitrocefin cleavage assay 

V. vulnificus strains were grown in triplicate cultures in LB to the exponential phase, and 

90 µl of whole bacterial cultures was incubated with 10 µl of nitrocefin (1 mg/ml in PBS) for 3-

4 h at room temperature. Absorbance (A486) of cleaved nitrocefin was measured at the indicated 

time points using a SpectraMax M5 plate reader (Molecular Devices).  

For assays requiring bacterial lysates, V. vulnificus were grown until cultures reached the 

exponential phase (optical density at 600 nm [OD600] = 0.5), at which point bacteria were 

pelleted by centrifugation at 15,000 × g in 4°C for two minutes. Cell pellets were washed with 

resuspended in ice-cold water and sonicated. Lysates were centrifuged at 20,000 × g in 4°C for 

30 min to remove cell debris. The supernatant from these lysates was the collected and assayed 

as described for whole bacterial culture.  

 

Antibiotic disk assays 

Fresh LB agar plates of controlled 25-mL volume were swabbed with exponential-phase 

cultures of the indicated strains, and a 6.5-mm-diameter antibiotic disk containing either 

ceftazidime (CAZ) or ampicilling (amp) (Thermo Scientific) was placed in the center of each 

plate using sterilized tweezers. Plates were incubated inverted at 30°C overnight. The area (A) of 

the clear zone of inhibition around the disk was quantified as A = π(0.5d)2 − Adisk, where d is the 

measured diameter of the zone and Adisk is 33.18 mm2. 
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qRT-PCR 

Bacteria were grown as described above. RNA was extracted using Qiagen RNeasy Kit 

(Qiagen, 74104) and RNA Protect Bacteria Reagent (Qiagen, 76506) according to the 

manufacturer’s instructions. Isolated RNA was quantified using a Nano-Drop spectrophotometer. 

RNA was DNase treated using Turbo DNA Free Kit (Life Tech, AM1907). RNA was reversed 

transcribed using random hexamers (Roche, 11034731001) and Superscript III Reverse 

Transcriptase (Life Tech 18080–093) in the presence of RNasin (Promega N2611). qRT-PCR 

was carried out using iQ SYBR Green Supermix (BioRad 170–8880) and the BioRad iQ5 

Multicolor RealTime PCR Detection System. Efficiency testing established primer efficiency of 

83% and 87% for rtxA1 and 16s rRNA primer pairs, respectively. Primers used were: qRT-RTXF 

(5’AATACCGCTCTTCACAACC3’); qRT-RTXR (5’GCTTTCTGGGTGCTTACC3’); qRT-

16srRNA_F (5’CTTGACATCCAGAGAATCTA3’); qRT-16srRNA_R 

(5’GACTTAACCCAACATTTCAC 3’) 

Three separate qRT-PCR analyses were performed and data pooled following analysis. The 16s 

rRNA gene served as internal housekeeping control. Fold change was calculated relative to 

parental CMCP6. 

 

Ethics statement 

These studies were carried out in strict accordance with the recommendations in the 

United States Public Health Service (USPHS) regulations and applicable federal and local laws. 

The protocol (Protocol No. IS00000905) was approved by the Northwestern University 
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Institutional Animal Care and Use Committee (IACUC) as detailed in methods. All efforts were 

made to minimize suffering 

 

Mouse i.g. infection in Chapter 3 and 4 

Female ICR mice were obtained from Charles River at age 32–38 days. Mice were 

anesthetized via intraperitoneal injection with 100 µL of anaesthetic cocktail containing 60–70 

µg/kg ketamine and 12–14 µg/kg xylazine in PBS. Mice were inoculated i.g. using a 1-cm 

animal feeding needle attached to a 1-mL syringe. Mice were administered 50 µL of 8.5% 

aqueous sodium bicarbonate, followed immediately by 50 µL of bacterial culture containing the 

CFU indicated for a given experiment. Mice were monitored every 2 hours for the first 28 hours 

of the experiment and subsequently every 4–8 hours for a total experimental duration of 48 hpi 

For low dose survival experiments, mice were inoculated with V. vulnificus strains ΔvvhA (n = 

17), ΔvvhA rtxA1::bla (n = 14) and ΔvvhA mcf*::bla (n = 5) For high dose survival experiments, 

mice were inoculated with ΔvvhA rtxA1::bla (n = 12) and ΔvvhA ΔrtxA1 (n = 11). 

For bacterial recovery from organs, 5–6 mice per group were inoculated and then 

euthanized 6 hpi The whole intestine (less the cecum) was excised and homogenized in 5 mL 

PBS. The liver and spleen were excised and each homogenized in 1 mL PBS. CFU/organ was 

calculated by plating serially diluted homogenates to LB agar containing rifampin to select for V. 

vulnificus. 

For histopathology, 3–4 mice per group were inoculated and euthanized 6 hpi The liver 

and spleen were dissected. A 1-cm sample was isolated from the proximal end of each segment 

of the small and large intestine (duodenum, jejunum, ileum, colon) for cross-sectional sampling. 
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The remaining portions of each segment were opened along the longitudinal axis, rolled from 

proximal to distal, and sectioned to obtain samples in a “swiss roll” orientation. After 24–48 

hours fixation in 10%-buffered formalin, all tissues were paraffin-embedded, processed, and 

stained with H&E. For immunohistochemistry, 4 µm of the same embedded tissues were 

sectioned, mounted on slides, and stained for apoptotic marker cleaved caspase-3 using the 

CP229C antibody from Biocare Medical, Concord, CA. All pathology slides were viewed and 

scored by NU Pathologist Nike Beaubier, MD, who was blinded to treatment groups. 

 

Mouse i.g. infection in Chapter 5 

Fifty female C57BL/6 mice were obtained from Jackson Laboratories (Bar Harbor, ME). 

Animals were housed 5 per cage in wood shavings with disposable paper huts and cotton 

bedding squares as nesting material. Water and food were provided ad libitum. Experiments 

were conducted when mice were 5-6 weeks of age. For each of the two independent experiments, 

25 mice were divided into 5 groups of 5 mice each to be either mock-inoculated with PBS, or 

inoculated with one of the four V. vulnificus strains. 

Each mouse was transiently anaesthetized using isoflurane and then inoculated 

intragastrically (i.g.) with 50 µL of PBS or 1x108 colony-forming units (CFU) V. vulnificus 

suspended in PBS using a 1-cm animal feeding needle attached to a 1-mL syringe. Mice were 

then injected intraperitoneally with 100 µL of a cocktail containing 10 µg/ml ketamine and 2 

µg/ml xylazine in PBS to facilitate bacterial infection (192). 

 Mice were monitored hourly for the first 24 hour (h) and subsequently every 4-8 h until 

48 h post-infection (hpi). Ventral surface temperature (VST) was measured every 2 h during the 
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first 24 h then once at 40-42 h and once at 47-48 h. Temperature was measured using the non-

contact infrared TW2 thermometer (ThermoWorks, Alpine, UT) as recommended by the 

manufacturer. Thermometer emissivity maintained at the manufacturer’s default setting of 0.95. 

The TW2 thermometer is accurate +/- 1.0°C when the object of interest is between 15 and 35°C. 

 To obtain temperature measurements, mice were restrained by scruffing. The 

thermometer was held approximately 6 cm from the mouse ventral side and the beam aimed 

below the base of the sternum, according to procedures that have previously described practices 

for obtaining consistent temperature readings (333). Because mouse temperature can change 

rapidly upon handling, efforts were made to minimize and standardize handling methods across 

all mice (333, 374, 375). As such, a temperature stabilization time of 5-10 seconds was 

employed prior to temperature recording. 

 

HeLa cells studies 

For cell rounding assay, HeLa cells were seeded into 6-well dishes to a density of 105 

cells per well overnight. The media were exchanged for 3 ml of phenol-red free DMEM without 

FBS and penicillin-streptomycin, and PBS or the indicated V. vulnificus strains were added at an 

MOI of 10. Images for random spots of the culture wells were taken through a microscope every 

30 min using a digital camera (Nikon Eclipse TS100; ×10 magnification). Percentages of round 

cells were calculated as the number of round cells in an image/the total number of cells in an 

image × 100. Results were determined counting at least 50 (average, 75) cells per image for 3 

images per group. Only the cells showing a spherical shape were counted as positive. 
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For cell lysis assays, HeLa cells were seeded into 12-well dishes to a density of 105 cells 

per well overnight. The media were exchanged for 1 ml of phenol-red free or calcium-free 

DMEM, without FBS and penicillin-streptomycin, and V. vulnificus strains were added at MOI 

according to the experimental protocol. At the indicated timepoints, supernatant media was 

extracted at centrifuged at 15,000xg for one minute. A 100µL-aliquot was extracted for assay, to 

which 1µL of 100 mg/ml gentamicin was added to kill any remaining bacteria in the sample. 

LDH present in the sampled media was measured using a CytoTox 96 nonradioactive 

cytotoxicity assay kit (Promega, Madison, WI) according to the manufacturer's instructions. 

Percent cell lysis was calculated as A490 (sample)/A490 (100% lysis control) × 100. 

For western blotting, cells were seeded at 5 x 105 cells/well in a 12-well dish and treated 

with a given V. vulnificus strain (in biological triplicate) at MOI=100 for one hour. Supernatant 

was collected and centrifuged at 15,000xg for two minutes to collect any un-attached cells. After 

spinning, the supernatant was aspirated away. 100µL of 2X SDS-page buffer was added to each 

well and cells were collected by scraping. This volume was used to resuspend the pellet from the 

spun supernatant, and the total sample was boiled for 10 minutes. Twenty microlitres of lysate 

were separated by SDS–PAGE and transferred to nitrocellulose (Amersham) using the Bio Rad 

Trans-Blot Turbo system. Nitrocellulose membranes were blocked overnight at 4 °C in 5% (w/v) 

powdered milk diluted in Tris-buffered saline containing 0.001% Tween-20 (TBS-T). 

Immunodetection of proteins was conducted by western blotting for Ras proteolysis using the 

pan-Ras RAS10 (EMD Millipore, 05–516, 1:500) and tubulin (Sigma-Alrich, T6074, (1:10,000) 

monoclonal antibodies as previously described (27). 
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T84 cell studies 

T84 cells obtained from American Type Culture Collection (#CCL-248) were routinely 

grown in T84 media (1:1 DMEM/F12 Nutrient Mix (Gibco 11320–033)) supplemented with 

10% fetal bovine serum (FBS) and 1% penicillin-streptomycin) to no more than 30 passages. For 

cell polarization, Costar Transwell Permeable Supports (6.5mm insert, 24-well plate, 3.0 µm 

polycarbonate membrane, Reference #3415) were coated with collagen and dried in a laminar 

flow hood overnight. Transwells were incubated with T84 media for 1 hour prior to the addition 

of 106 T84 cells to the apical chamber of the transwell. Media was changed every 2–3 days for 

10–14 days until monolayers reached ≥1000Ω/cm2 (376) as measured using an EVOM (World 

Precision Instruments). A minimum of three monolayers were prepared per assay condition.  

One hour prior to bacterial co-incubation, monolayers were washed twice with warm 

Hanks Balanced Salt Solution (HBSS, Sigma-Aldrich) and media was replaced with 1:1 phenol-

red free T84 media without FBS or antibiotic. Ten µL of PBS or the appropriate concentration of 

bacteria were applied drop-wise to the apical media. Monolayers were maintained at 37°C using 

a plate warmer. TER was measured in 15–20 minute intervals or as indicated in legends. 

For confocal imaging, following 60 minutes of bacterial co-incubation, cells were fixed in 4% 

paraformaldehyde for 20 minutes. Monolayers were permeabalized using 0.1% TritonX-100. 

Actin was stained using AlexaFluor 488 phalloidin (ThermoFisher A12379) and nuclei were 

stained with 4′-6′-diamidino-2-phenylindole (DAPI, Life D1306), each according to 

manufacturer’s recommendations. Entire monolayers affixed to membrane were excised, 

mounted in Pro-Long Gold Antifade (Life Technologies, P36930) under a cover slip, and imaged 

using a Nikon A1R Spectral microscope. 
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For dextran flux studies, 200 µg fluorescein dextran (3-kD, ThermoFisher D3305) was 

added to the apical chamber immediately following application of PBS or bacteria to the apical 

chamber of transwells. Dextran transit across the monolayer was measured by sampling 20 µL 

media from the basal transwell chamber, after which the extracted volume was replaced with 20 

µL fresh media. Sample fluorescence was measured using a Tecan Safire 2 fluorescence plate 

reader (excitation: 494 nm, emission: 521 nm) and amount of dextran (in pg) was calculated 

against a standard curve, accounting for volume differences due to sampling. Flux rates were 

reported as µg dextran/hr/cm2 from the slope of the plotted linear curve. 

For LDH release assays, 100 µL of media was extracted from either the apical or basal 

chambers of PBS, bacterial, or Triton X-100 incubated monolayers. One µL 100 mg/ml 

gentamicin was added and samples were centrifuged at 15,000xg for 1 minute. 50 µL of the 

resulting supernatant was transferred to a 96-well culture plate. LDH activity was measured 

using the Promega CytoTox Non-Radioactive Cytotoxicity Assay kit according to 

manufacturer’s instructions. The apical and basal samples were processed separately with data 

reported adjusting for volume. 

 

J774 cell studies 

J774 cells were routinely maintained at 37 °C with 5% CO2 in DMEM medium (Life 

Technologies) with 10% fetal bovine serum (Gemini Bio-Products, West Sacramento, CA) and 

1% penicillin-streptomycin. For phagocytosis assays, J774 cells were seeded on the day of the 

experiment (>2 hour in advance to allow attachment) at 105 cells/well into a 96-well dish. Just 

prior to the experiment, cells were washed once with warmed Roswell Park Memorial Institute 
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(RPMI, Life Technologies) medium without phenol red or any supplementation. Ninty µL of the 

phenol red-free RPMI was then added to each well, and 10µL of resuspended V. vulnificus 

containing 105 CFU added to the cells to accomplish MOI=1. Plates were incubated at 37°C/ 

5%CO2 for 30 min. Cells were washed once with RPMI, then 100 µl pHrodo Green E.coli 

Bioparticles (Life Technologies) – suspended in RPMI with 100 µg/ml gentamicin – added to 

each well. Plates were incubated on a 37% plate warmer for one hour, then read in the 

SpectraMax M5 plate reader with excitation at 509 nm and emission at 533 nm. Percent 

phagocytosis was calculated as A533(sample)/A533(untreated control) × 100. 

For LFN-RRSP intoxication studies, the media was exchanged for fresh media to which 7 

nM PA and 3 nM LFN-RRSP (courtesy were added to the media and incubated for two hours at 

37 °C with 5% CO2. Phagocytosis assays then proceeded as described above. 

For cell lysis studies, J774 cells were seeded on the day of the experiment (>2 hour in 

advance to allow attachment) at 105 cells/well into a 96-well dish. Just prior to the experiment, 

cells were washed once with warmed Roswell Park Memorial Institute (RPMI, Life 

Technologies) medium without phenol red or any supplementation. Ninty µL of the phenol red-

free RPMI was then added to each well, and 10µL of resuspended V. vulnificus containing 105 

CFU added to the cells to accomplish MOI=1. Plates were incubated at 37°C/ 5%CO2 for 30 

min. Cells were washed once with RPMI, then 100 µl RPMI with 100 µg/ml gentamicin was 

added to each well. To three wells, 0.1% TritonX-100s was added to lyse cells as a positive 

control. Plates were incubated on a 37% plate warmer for one hour. After co-incubation, the 100 

µL volume of media from each well was transferred to a 1.5-mL Eppendorf tube and centrifuged 

at 15,000xg for two minutes. A 50-µL aliquot of supernatant was removed from each sample and 
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transferred to a 96-well flat clear-bottom plate. LDH activity was measured using the Promega 

CytoTox Non-Radioactive Cytotoxicity Assay kit according to manufacturer’s instructions. 

 

Statistical analyses 

Statistical analyses were performed as indicated in figure legends using GraphPad Prism 6.0 

software. 
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APPENDIX I – Parisa Noorian, PhD (UNSW) and Hannah Gavin 
 

 
 

 
 

 
 
Neither of the secreted toxins VvhA or MARTX protect V. vulnificus from predation by 
protists. V. vulnificus was exposed to grazing by various protists (as indicated) in both biofilm 
and planktonic states (experimetns by Parisa Noorian, PhD, University of New South Wales). 
All strains of V. vulnificus were equivalently susceptible to predation by protists, despite 
confirmation of rtxA1 expression and MARTX secretion into the culture media. 
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APPENDIX II –Hannah Gavin in the laboratory of Nuno Santos, PhD 
 

 
 

 
 

 
 
Preliminary data on development of a seabass gut colonization model for V. vulnificus. 
Seabass peritoneal exudate cells are susceptible to MARTX-mediated killing ex-vivo, despite 
fish resistance to bacterial infection at >1010 CFU (top). When water is kept at modest salinity 
(e.g. <28), V. vulnificus can survive in the seabass gut and mucus to 20 hpi. 


