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Abstract 

Shale gas is a critical energy resource that is comprised primarily of light gases that are expensive 

to transport. Because these gases are geographically spread-out and there is insufficient capacity to transport 

them to centralized processing facilities, they must often be flared, leading to great sources of resource 

waste and direct pollution.  To ensure efficient use of these valuable resources, there has been significant 

drive to develop new methods to fine-tune product selectivity for fuel production by advancing fundamental 

knowledge on zeolite catalysts and oligomerization mechanisms. This doctoral work has aimed to build and 

apply computational frameworks to capture complex effects within reaction processes for fuel conversion 

chemistry. 

Despite the industrial importance of zeolite catalysts, there remains great uncertainty around key 

functional properties, such as the impact of the proximity of active sites within a zeolite. In this thesis, a 

framework was developed to capture this effect through microkinetic modeling, a unifying approach that 

combines knowledge from quantum mechanics at the atomic scale with process scale reactor equations. 

Using a model system of methanol dehydration in a zeolite catalyst known as chabazite, density functional 

theory calculations were utilized to evaluate the energies of chemical states along the reaction pathway in 

the presence of both isolated and paired active sites. These energies were then incorporated into a 

microkinetic model, the results of which were compared to experimental data, which enabled analysis of 

reaction flux, speciation, and the degree to which each elementary reaction step controlled the overall 

product formation rate. This led to the insight that paired active sites are able to enhance methanol 

dehydration by stabilizing a methanol trimer species that was also reactive.  

Expanding this framework involved further increasing both topological and chemical complexity. 

To advance chemical complexity, the thermal oligomerization of ethylene was analyzed as a key reaction 

for the energy transition. This reaction has more than a century of study, yet lacked up to this point 

significant study using quantum chemical calculations, leading to a lack of mechanistic understanding. A 
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microkinetic model that incorporated density functional theory calculations, adjusted within bounds of 

uncertainty, was developed, unraveling the drivers of initiation for this reaction, how the primary initiation 

mode shifts with conversion, and revealing the origin of odd-numbered carbon species in the product 

distribution from the β-scission of radical species that were formed from intramolecular hydrogen shift 

reactions.  

To expand the topological complexity of this modeling framework, methanol dehydration over 

orthorhombic MFI, a zeolite with 12 crystallographically unique T-sites, was studied. Along with proximity 

to other T-sites, the location of a T-site within the structure of a zeolite is a major factor for determining 

catalytic activity. The microkinetic model developed in Chapter 2 was expanded to account for systems of 

N distinct sites and was used to capture the effects of each independent T-site of MFI on methanol 

dehydration to dimethyl ether. Flux, surface speciation, and degree of rate control analyses were applied to 

this model to identify a new critical species, methanol tetramer, which differed from the results of methanol 

dehydration on chabazite. Altogether, this work creates a platform to predictively model the impact of 

industrially relevant catalytic properties on the process scale from atomic scale knowledge, enabling the 

rational design of next-generation catalytic materials. 
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Chapter 1: Introduction 

1.1 Overview 

 Since the early 2000s, shale gas production has surged within the United States to become one of 

the most important contributors to the domestic energy economy.1-5 In 2022 alone, nearly 28 trillion cubic 

feet of shale gas was produced in the United States, up double from only eight years prior, and projected 

only to grow over the next 50 years.6, 7 Proper utilization and development of these shale gas resources 

would have a number of benefits, including the reduction of the United States’ dependence on importing 

foreign energy, high contribution to domestic GDP through diversifying energy exports, and a significant 

reduction in greenhouse gas emissions through the displacement of coal as a fuel source.8-11 Continued 

benefits are reliant on proper development of shale gas resources, the key challenge of which is the high 

concentration of light hydrocarbons (LHCs) present in these resource streams.12 

Only an average of 2% of natural gas is readily available as liquid components, with the remaining 

fraction being in the form of gaseous light compounds such as methane, ethane, and propane, as shown in 

Figure 1.1.13 The gaseous nature of these compounds comes with an enormous increase in the cost of 

transporting and exporting natural gas, forcing their separation and oftentimes the necessity to flare them,14-

16 as the current infrastructure cannot handle the large quantities of LHCs being produced.17, 18 Current 

methods of upgrading these compounds requires transporting them to a large, centralized processing 

facility. Geography poses a challenge, as shale resources are often in remote areas and are spread out across 

the country, requiring a massive network of pipelines that are not as of yet equipped to handle the excess 

of produced LHCs.17  
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Figure 1.1: Average natural gas makeup, aggregated from five United States shale fields – Bakken, 

Marcellus, Utica, Niobrara, and Eagle Ford in mol %.13 

 

Thus, the central idea contextualizing this dissertation is that the need for transporting LHC-rich 

gas streams to centralized processing facilities can be alleviated by the creation of local, mobile processing 

plants. Through conversion of light alkanes to liquid products and valuable polymer precursors directly at 

a wellhead, valorization of negative-cost feedstock is possible. Produced liquid fuels can then be easily 

stored, transported, and exported.19 Creating such a system involves an inverse approach to typical chemical 

process development. Rather than scaling up processes to a plant scale, the development of highly 

intensified scaled-down processes is crucial. Activation of the LHCs through dehydrogenation and 

oligomerization of the activated LHCs to form higher molecular weight products are key steps. The need 

for deep understanding around this oligomerization is the driving force behind the research presented in 

this dissertation, as it is one of the fundamental keys that could unlock paired economic and environmental 

benefits from what is currently a major waste stream. 

1.2. Outline of Research 

 Chapter 2 is a peer-reviewed article, reproduced from work published in ACS Materials Au. This 

chapter details the development of a microkinetic model capable of capturing the catalytic effects of 
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proximal acid sites within a zeolite framework, using a well-studied reaction of the dehydration of methanol 

to dimethyl ether as a test reaction to develop the methodology. Electronic structure calculations and 

microkinetic modeling are paired with experimental data to probe the effects of acid site proximity in a 

zeolite known as chabazite on methanol dehydration rates. This framework was used to identify key 

contributors to the increase of methanol dehydration rate with increasing paired site concentration in 

chabazite; namely, next-nearest neighbor paired sites promote the formation of methanol trimer clusters 

with beneficial reaction pathways rather than inhibiting clusters of larger sizes. 

 Chapter 3 expands the microkinetic modeling methodology of the previous chapter beyond 

methanol dehydration to larger reaction networks, focusing on the thermal oligomerization of ethylene, a 

reaction with a long history but a previous lack of underlying mechanistic understanding. A density 

functional theory-parameterized microkinetic model is applied to investigate initiation and the formation 

of odd-numbered carbon products. Flux analysis is used to determine the primary driver of initiation as the 

hydrogen abstraction by a 1,4-butyl diradical, produced directly from the reaction of two ethylene 

molecules. Within the modeled truncated reaction network, odd-numbered carbon species are seen to arise 

from β-scission of C8 radical species.  

 Chapter 4 returns to the simpler reaction network of methanol dehydration while applying the 

modeling framework to MFI, a more crystallographically complex zeolite framework than chabazite. 

Unlike chabazite, which contains only a single crystallographically unique tetrahedral site (T-site), the 

orthorhombic form of MFI has 12 unique T-sites. Microkinetic modeling is paired with density functional 

theory and experimental data to capture the effects of T-site location, using the same structure developed 

for evaluating proximal acid site effects. Analyses of flux, surface speciation, and degree of rate control 

identify methanol tetramers as key intermediates for methanol dehydration chemistry over MFI, and the 

techniques additionally identify T4, T6, T7, and T12 as critical T-sites that promote this chemistry. 

 Finally, Chapter 5 summarizes the research presented in this dissertation. Additionally, 

recommendations for future directions of the research are presented, including direct next steps to continue 
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developing this robust framework capable of modeling both location and proximity effects of acid sites 

within zeolites, with an aim towards modeling oligomerization chemistry. These developments are key to 

converting one of the largest direct waste streams in the United States into a source of value, simultaneously 

providing environmental benefits by more efficiently using extracted fuel resources. 
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Chapter 2: Quantifying Effects of Active Site Proximity on Rates of Methanol 

Dehydration to Dimethyl Ether over CHA Zeolites through Microkinetic Modeling 

Material in this chapter is reproduced from the following peer-reviewed article: Marsden, G.; Kostetskyy, 

P.; Sekiya, R.S.; Hoffman, A.; Lee, S.; Gounder, R.; Hibbitts, D.; Broadbelt, L.J. Quantifying Effects of 

Active Site Proximity on Rates of Methanol Dehydration to Dimethyl Ether over CHA Zeolites through 

Microkinetic Modeling. ACS Materials Au 2022, 2 (2), 163-175.20 
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2.1. Abstract 

Porous solid acid materials such as zeolites have been widely used as catalysts and sorbents for 

numerous industrial processes such as petrochemical conversion, biomass upgrading, gas separations, and 

aqueous toxin sorption. Recent advances in synthetic methods have allowed for control of active site 

distribution at the nanoscale, resulting in highly tunable materials with unique physicochemical and 

catalytic properties. Control of the spatial proximity of Brønsted acid sites within the zeolite framework 

can result in materials with properties that are distinct from materials synthesized through conventional 

crystallization methods or available from commercial sources. Recent experimental evidence has shown 

that turnover rates (per acid site) of different acid-catalyzed reactions increase with the fraction of proximal 

acid sites in chabazite (CHA) zeolites. The catalytic conversion of oxygenates for production of biomass-

based fuels and chemicals is an important area of research that has attracted significant attention, and the 

dehydration of methanol to dimethyl ether (DME) is a well-studied chemical reaction as part of the 

methanol-to-olefins (MTO) chemistry that can be catalyzed by solid acids. Previously published 

experimental data have shown that DME formation rates (per acid site) increase systematically with the 

fraction of proximal acid sites in the six-membered ring of CHA. In this chapter, the effect of acid site 

proximity in CHA on methanol dehydration rates is probed using electronic structure calculations and 

microkinetic modeling to identify the primary causes of this chemistry and their relationship to the local 

structure of the catalyst at the nanoscale. A density functional theory (DFT)-parametrized microkinetic 

model of methanol dehydration to DME, catalyzed by acidic CHA zeolite, was developed with direct 

comparison to experimental data. Effects of proximal acid sites on reaction rates were captured 

quantitatively for a range of operating conditions and catalyst compositions, with a particular focus on total 

paired acid site concentration and reactant clustering to form higher nuclearity complexes at the active site. 

Next-nearest neighbor paired acid sites were identified as promoting the formation of methanol trimer 

clusters rather than inhibiting tetramer or pentamer clusters, resulting in large increases in rate for dimethyl 

ether production due to the lower energy barriers present in the concerted methanol trimer reaction pathway. 
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The model framework developed in this study can be extended to other zeolite materials and reaction 

chemistries toward the goal of rational design and development of next-generation catalytic materials and 

chemical processes. 

2.2. Introduction 

Zeolites are a class of crystalline aluminosilicates with ordered micropore structures that remain stable 

over a range of experimental conditions and behave as catalysts for a variety of chemistries21, 22. Since the 

inception of the field, significant effort has been dedicated toward tailoring the zeolite structure, pore 

topology, composition and active site identity to optimize their catalytic performance23. Brønsted acidic 

(BA) zeolites are important catalysts for a range of industrial applications, frequently used for dehydration, 

condensation, oligomerization, catalytic cracking, and hydrocracking24, 25.  

Recent developments in experimental synthesis methods have allowed for control of framework Al3+ 

distribution and arrangement through the use of structure-directing agents (SDAs) during hydrothermal 

crystallization26-34. Gounder and co-workers30, 31, 35 have reported synthetic methods to systematically 

control the distribution of isolated and paired framework aluminum atoms in the six-membered rings (6-

MR) of SSZ-13 (CHA framework) through the use of organic and inorganic SDAs of varying charge 

density. Other routes to influence Al distribution in CHA have also been reported, such as using non-

conventional inorganic cations like strontium and altering crystallization times and conditions36, 37. These 

synthetic advances allow controlling of the concentration and distribution of BA sites within the pore 

systems of zeolites, with the unique ability to tune the spatial proximity of BA sites at the nanoscale. 

Although framework Al-O-Al arrangements are prohibited according to Löwenstein’s rule38, Al 

substitution in second-nearest-neighbor positions and at greater relative distances can occur. This control 

of acid site proximity can enable tuning the catalytic activity in known chemistries30, 31, 39-42 or enabling 

hitherto inaccessible chemical pathways by alternate mechanisms, in which two acid sites are involved in 

the adsorption, activation, and stabilization of reactants, intermediates, and transition states. Recent work 

on methanol (MeOH) dehydration to dimethyl ether (DME) over the CHA framework has shown that the 
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potential energy landscapes of two competing mechanisms at one BA site can be altered to a significant 

degree in the presence of a proximate BA site, leading to increases in turnover rates (per H+)31, 42-44.  

The CHA framework is characterized by a single crystallographically unique lattice tetrahedral-site (T-

site) and a three-dimensional small-pore structure that imposes spatial constraints limiting the diameter of 

a sphere that can diffuse along its channels to 3.7 Å45. While the location of acid sites within zeolite 

frameworks remains an impactful focus of research34, 46, the single unique T-site of CHA allows for the 

decoupling of the effects of location and proximity, enabling a study focused on acid site proximity and 

paired site configurations. Density functional theory (DFT) has been used to show that paired site 

configurations are stronger acids than isolated sites in CHA as calculated by deprotonation energy (DPE), 

the energy to remove a proton from a BA site to a non-interacting distance42, 47. The increase in acid strength 

is caused by the stabilization of conjugate base anions (formed upon deprotonation) by H-bonding with the 

other BA site when BA site pairs share a 6-MR within CHA42, 47. 

Dehydration of MeOH to DME is an industrially relevant chemical reaction that has been postulated as 

one of the reaction events in methanol-to-olefin (MTO) chemistry and is useful in fundamental studies as a 

catalytic probe of acid strength and confinement effects in solid acid catalysts48, 49. Importantly, at high 

reactant partial pressures, complexes of multiple alcohol molecules can form at the BA site and affect the 

corresponding reaction energetics by affecting the relative stabilities of intermediate and transition states 

along the reaction coordinate40, 50. In addition, turnover rates of DME formation (per H+) can be increased 

upon the formation of paired BA site motifs in the zeolite pore structure31. The presence of paired acid sites 

results in energetically favorable configurations that decrease the activation Gibbs free energy barriers of 

rate-determining steps relative to the unpaired analogues42.  

In this chapter, a combination of experimental kinetic data, electronic structure calculations, and 

microkinetic modeling toward elucidating the chemistry of methanol dehydration over CHA zeolite 

catalysts that contain varying concentrations of paired BA sites is reported. The effect of the presence of 

paired site motifs on reaction rates was quantified using DFT and shown to agree with experiments for a 
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range of partial pressures and fractions of paired BA sites. Rigorous analysis was performed to evaluate 

sensitivity to the different model parameters for a range of conditions. The findings reported in this work 

and the modeling framework developed can be used as a basis for analysis of different catalyst formulations, 

operating conditions, and even different chemistries, demonstrating the effectiveness of multi-scale 

modeling.  

2.3. Computational Methods 

2.3.1. Density Functional Theory 

  Fully-periodic density functional theory (DFT) calculations were performed with the Vienna ab 

initio software package (VASP)51, 52 implemented in the computational catalysis interface (CCI)53. 

Planewave functions were constructed with the projector augmented wave method (PAW) and energy 

cutoff of 400 eV54, 55. The Brillouin zone was sampled at the Γ-point for all calculations. The Perdew, Burke 

and Ernzerhof (PBE) form of the generalized gradient approximation (GGA) functional was used for all 

calculations54, 55. Dispersion interactions were quantified by including the DFT-D3 empirical correction 

with Becke and Johnson damping (D3BJ)56, 57. Geometries were optimized in two steps with the goal of 

maximizing chemical accuracy with good computational efficiency. Structures were optimized in the first 

step with a conjugate-gradient algorithm (IBRION = 2) using a wavefunction convergence criteria keeping 

energy variations between self-consistent field (SCF) iterations < 10-4 eV, and forces were computed with 

a fast Fourier transform grid of 1.5-times the default energy cutoff (PREC = ACCURATE in VASP). 

Structures were relaxed until the maximum force on any atom was < 0.05 eV/Å. The same structures were 

reoptimized with the same conjugate gradient algorithm with wavefunctions converged to < 10-6 eV and 

maximum force on any atom to < 0.05 eV/Å and an FFT grid twice the planewave cutoff.  

 Gas-phase species were modeled in an 18×18×18 Å3 cubic unit cell. The CHA structure was 

obtained from the database of the International Zeolite Association (IZA)45 with unit cell parameters of a = 

b = 13.625 Å, c = 14.767 Å, α = β = 90.0°, and γ = 120.0°. Some zeolite models from the IZA restructure 

absent simulated annealing or unit cell optimization, but this CHA model is stable without such additional 
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treatments58. One to two Al were substituted in the CHA unit cell (Si/Al = 17–35); two Al pairs were placed 

at positions next-nearest neighbor (NNN) and next-next-nearest neighbor (NNNN) positions in the 6-MR 

of CHA, similar to prior work (Figure 2.1)42. 29Si NMR spectra of the experimental CHA samples used in 

this study, reported in prior work30, indicated that the numbers of two Al sites in NNN configurations were 

negligible. Adsorbates were evaluated while interacting with all four O-atoms around each Al to find the 

preferred configuration of guest species within the framework for a given Al arrangement. The orientation 

of CH3 moieties on methanol molecules within clusters were systematically rotated in 30° increments 

around the O–H axis of the O to which they were bound (i.e., the C–O–H-Al torsional angle, where the Al 

is an arbitrary reference) and nonsensical structures—where atoms were too close to the zeolite framework 

or other methanol molecules—were discarded. These reorientations preserve strong interactions between 

nearby methanol molecules and generate new structures that were subsequently optimized again using the 

same VASP settings as above. Similar reorientation schemes were shown to reduce calculated energies by 

up to 60 kJ mol−1 for adsorbates in zeolites42, 59. Similar sampling of the potential energy surface can be 

done using ab initio molecular dynamics simulations (AIMD) and metadynamics, from which the dynamic 

behavior of clusters can be determined and from which a subset of configurations can be optimized to test 

new structures. Similar approaches have been used previously to study alcohol and water clusters in 

zeolites25, 60-64; however, such extensive methods are computationally costly and do not necessarily perform 

better than simple optimization calculations when parameterizing microkinetic models.  
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Figure 2.1: The different Al arrangements considered in DFT calculations in this work: (a) isolated sites, (b) next-

nearest neighbor (NNN) configurations, and (c) next-next-nearest neighbor (NNNN) configurations. Top images in 

each panel show the most stable proton-form for the given Al arrangement. 

 Vibrational frequencies were used to determine zero-point vibrational energies (ZPVEs) and 

vibrational, rotational, and translational enthalpies (H) and free energies (G). Frequencies were computed 

using a fixed displacement method (n = 2) for all gas-phase and adsorbed species. Only guest species, 

protons, and AlO4 tetrahedra were permitted to vibrate for frequency calculations in the zeolite while the 

remainder of the Si and O atoms were frozen in place (a partial Hessian approach). Frequencies were used 

to calculate H 

 𝐻 = 𝐸0 + 𝑍𝑃𝑉𝐸 + 𝐻𝑣𝑖𝑏 +𝐻𝑡𝑟𝑎𝑛𝑠 +𝐻𝑟𝑜𝑡  (2.1) 

and G 

 𝐺 = 𝐸0 + 𝑍𝑃𝑉𝐸 + 𝐺𝑣𝑖𝑏 + 𝐺𝑡𝑟𝑎𝑛𝑠 + 𝐺𝑟𝑜𝑡  (2.2) 

at 415 K and 1 bar CH3OH from statistics mechanics formalisms (see Section A.3. in Appendix for 

details)65. All motions from frequencies in zeolites were modeled as vibrations, including frustrated 

translation and rotation (i.e., their translational and rotational free energies and enthalpies were zero). 

Because low-frequency modes contribute disproportionately to entropy (S) estimations, calculated 

frequencies < 60 cm−1 were replaced with 60 cm−1, similar to prior work40, 42, 66, 67. 
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2.3.2. Microkinetic Modeling 

 To set up the microkinetic model, a set of ordinary differential equations describing the change in 

concentration of each gas and surface species was formulated. First, the rate of each of the 36 elementary 

steps on isolated sites was defined as: 

𝑟𝑖,𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 = 𝐴𝑖 exp (
−𝐸𝑎,𝑖
𝑅𝑇

) ∏ 𝐶𝑗

𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠

𝑗

(2.3) 

Where ri is the rate of the ith elementary step, Ai is the pre-exponential factor, Ea,I is the activation energy, 

and Cj is the partial pressure of a reactant gas species or the fractional coverage of a reactant surface species. 

Paired active sites within the model were treated as a separate class of site on which an alternative set of 

kinetic and thermodynamic parameters could be accommodated based on the catalysts studied 

experimentally (see below). The rate of each of the 36 elementary steps on paired acid sites included an 

additional factor to enable using the number of isolated active sites as the integration variable, with the 

pathways on paired sites contributing according to their fraction of the total number of active sites: 

𝑟𝑖,𝑝𝑎𝑖𝑟𝑒𝑑 =

𝑛𝑝𝑎𝑖𝑟𝑒𝑑
𝑛𝑡𝑜𝑡𝑎𝑙

1 −
𝑛𝑝𝑎𝑖𝑟𝑒𝑑
𝑛𝑡𝑜𝑡𝑎𝑙

𝐴𝑖 exp (
−𝐸𝑎,𝑖
𝑅𝑇

) ∏ 𝐶𝑗

𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠

𝑗

(2.4) 

Where npaired is the number of paired acid sites, ntotal is the number of total acid sites, and the ratio of 

𝑛𝑝𝑎𝑖𝑟𝑒𝑑/𝑛𝑡𝑜𝑡𝑎𝑙 is known. From these rates, 33 ordinary differential equations covering the different gas and 

surface species were constructed of the form: 

𝑑𝐶𝑖
𝑑𝑛𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑

=∑𝜈𝑖,𝑗𝑟𝑗
𝑗

(2.5) 

Where 𝜈𝑖,𝑗  is the stoichiometric number of species 𝑖 in elementary step 𝑗, and nisolated is the number of 

isolated active sites in the system. Here, the integration variable is the number of isolated active sites in the 

system, determined as: 

𝑛𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 = 𝑛𝑡𝑜𝑡𝑎𝑙 (1 −
𝑛𝑝𝑎𝑖𝑟𝑒𝑑

𝑛𝑡𝑜𝑡𝑎𝑙
) (2.6) 
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This set of ordinary differential equations was paired with two algebraic equations for surface species 

balances and combined with the design equation of a plug flow reactor (PFR) to reflect the experimental 

conditions. The total rate of DME formation was calculated at the outlet, where differential conversion (< 

2%) was confirmed. The experimental reactor31 was loaded with 0.005 to 0.025 g of catalyst with a silicon 

to aluminum ratio of 14-16, leading to a range of possible number of active sites from 3.8∙1018 to 2.3∙1019. 

Thus, simulations were run with a total of 1019 active sites. Additionally, to match with experimental 

gaseous flow rates, the total molar flow rate of the inlet was set to 0.615 mol/s. Simulations were performed 

at a temperature of 415 K to match with the average experimental temperature. The methanol pressure was 

varied over a range from 35 Pa to 52,092 Pa at specific values dictated by the experimental studies31.  

 Surface coverage of isolated and paired sites was evaluated at the outlet of the reactor, determined 

by the proper isolated site basis. Net rates of individual reaction pathways were determined by evaluating 

the net rate of each final independent reaction of each branch of the mechanism before feeding into final 

DME desorption. For example, the net contribution of the trimer pathway to DME production was 

considered to be the net rate of the iso,meoh,des,trim step. To account for uncertainty inherent within the 

DFT calculations due to the level of theory used in calculations of entropy and electronic structure, DFT 

activation energies for sensitive parameters were tuned within the bounds of ±6 kJ/mol. In the case where 

a reaction was assumed to be unactivated, the pre-exponential factor was instead tuned within the bounds 

of one order of magnitude. The impact of each parameter on overall DME formation rate for each paired 

percentage was determined through lowering and raising activation energies or pre-exponential factors 

within the previously mentioned bounds. The most impactful parameters were marked to be tuned, being 

selective to avoid introducing issues surrounding degrees of freedom. For the case of completely isolated 

sites, the marked isolated parameters were optimized through nonlinear least squares regression within the 

discussed bounds using the experimental data as objective points. Once a set of tuned isolated parameters 

was collected, these parameters were then locked, and the cases of different percentages of paired sites were 

analyzed equivalently. The regression package used was unable to analyze the multiple cases 
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simultaneously, so three independent runs were performed for the three paired site percentage cases; the 

weighted average of these runs was taken to evaluate a single and consistent final set of parameters.  

2.4. Results and Discussion 

2.4.1. Reaction Mechanism 

Reaction mechanisms for Brønsted acid-catalyzed methanol dehydration to DME have been 

proposed by Iglesia and coworkers48, 68. The authors proposed two competing pathways after an initial step 

of the adsorption of one methanol species on a BA site. Formation of dimethyl ether can proceed through 

a sequential (or dissociative) pathway, in which a surface methoxy group is formed through rearrangement 

and dehydration of the methanol monomer. This dehydration is followed by the adsorption of another 

methanol molecule near a surface methoxy species, which react to form dimethyl ether (DME) that desorbs 

into the fluid phase. Alternatively, the bound surface methanol species can follow a concerted (or 

associative) pathway initiated by the coordination of additional methanol molecules, forming an adsorbed 

dimer, that can rearrange and dehydrate. Recent work40, 69 has shown that these concerted bimolecular 

transition states can also form from larger methanol clusters, including trimers and tetramers, which can 

readily form at methanol pressures (10 kPa) relevant to experimental studies. While larger clusters were 

examined (up to 12 methanol molecules), the differential adsorption free energies calculated in that prior 

work suggest that larger complexes are less favorable. Thus, in this work, pentamers are assumed to be non-

reactive in the scheme adopted here, functioning as an inhibiting state. Methanol clusters of 2-4 methanol 

molecules can rearrange and dehydrate, via an SN2-like transition state, to form bound dimethyl ether with 

spectator water and methanol molecules, which ultimately uncoordinate to form a final bound dimethyl 

ether species that can then unbind to form gas-phase dimethyl ether, thus completing the catalytic cycle. 

All reactions were assumed reversible and assumed to be accessible to both isolated and paired active sites. 

As shown in previous studies42, the presence of spectator methanol species resulted in increased energy 

barriers for the (rate-determining) elementary steps in the sequential pathway, with reported free energy 

barriers of 134 kJ/mol, 155 kJ/mol and 143 kJ/mol in the presence of one, two, and three spectator species, 
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respectively. Contrary to the concerted pathway, the sequential reaction barriers in the presence of spectator 

species were significantly less accessible, not exhibiting the promoting behavior observed in concerted 

reactions. Therefore, the additional elementary steps corresponding to sequential reactions in the presence 

of spectator methanol molecules were excluded from the reaction network in the interest of decreasing 

model stiffness. 

 Based on the mechanism described in Schemes 2.1 and 2.2 as well as the DFT results, a 

microkinetic model was developed to calculate DME formation rates at experimental conditions for a range 

of site combinations. Paired sites are modeled here with an independent set of rate constants from isolated 

sites, but through an identical network of chemical reactions. Thus, paired sites are not treated using a two-

site kinetic model, but the effects of pairing are captured by differences between kiso and kpair rate constants. 

In microkinetic modeling, no assumptions about the rate-determining step(s) are made, and instead the rates 

of a complete set of plausible elementary steps are formulated according to mass action kinetics. The results 

of the model solution are then analyzed to identify major pathways that carry the flux, surface species 

coverage, and product distribution. As implemented here, the results of the microkinetic model were queried 

to probe the prevalence of the concerted and sequential pathways for a wide range of operating conditions 

at each site type, and within the possible routes comprising the concerted pathway which methanol cluster 

size gave the highest contribution to the overall rate. In addition, the relative rates of individual steps on 

isolated and paired sites could be directly quantified.  
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Scheme 2.1: Mechanism for methanol dehydration as shown on isolated sites. Beginning with methanol adsorption 

(kiso,mon), the reaction can advance through elimination to form a methoxy species (kiso,elim) or through the adsorption 

of additional methanol species to form methanol dimers, trimers, tetramers, and inhibiting pentamers (kiso,dim, kiso,trim, 

kiso,tet and kiso,pent, respectively) toward the concerted pathway (kiso,conc). The reaction sequence is initiated by reactant 

adsorption on unoccupied Brønsted acid site, depicted in red. Individual rate constants are specified for each 
elementary step and adsorption/desorption events are identified with curved reaction arrows. Gas-phase species 

formed upon desorption are denoted with (GP). Graphical representations of relevant transition states for the concerted 

and sequential pathways are shown as figure insets. 
 
Scheme 2.2: Elementary steps of modeled methanol dehydration pathways. An asterisk (*) indicates a surface site, 

whereas a dagger (†) represents a species bound to the oxygen framework of the zeolite. 

 

Elementary Step Rate constant 

MeOH + * ↔ MeOH* kmon 

MeOH* + MeOH ↔ 2MeOH* kdim 

2MeOH* ↔ DME-H2O* kconc,dim 

DME-H2O* ↔ DME* + H2O kh2o,des,dim 

DME* ↔ DME + * kdme,dim 

2MeOH* + MeOH ↔ 3MeOH* ktrim 

3MeOH* ↔ MeOH-DME-H2O* kconc,trim 

MeOH-DME-H2O* ↔ MeOH-DME* + H2O kh2o,des,trim 

MeOH-DME* ↔ DME* + MeOH kmeoh,des,trim 

3MeOH* + MeOH ↔ 4MeOH* ktet 

4MeOH* ↔ 2MeOH-DME-H2O* kconc,tet 

2MeOH-DME-H2O* ↔ 2MeOH-DME* + H2O kh2o,des,tet 

2MeOH-DME* ↔ MeOH-DME* + MeOH kmeoh,des,tet 

4MeOH* + MeOH ↔ 5MeOH* kpent 
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MeOH* ↔ H2O-CH3
† (Rearranging H from zeolite site)  kelim 

H2O-CH3
† ↔ CH3

† + H2O kh2o,des 

CH3
† + MeOH ↔ MeOH-CH3

† kmeoh,ads 

MeOH-CH3
† ↔ DME* (Reforming the H from zeolite site) kseq 

 

 

 

2.4.2. Density Functional Theory Calculations 

Polar molecules can form clusters around Brønsted acid sites or polar defects within zeolite 

frameworks50, 63, 70, 71. During MeOH dehydration, protonated clusters of methanol form around AlO4
- at 

high pressures, which inhibit MeOH dehydration at high pressures because some methanol must desorb 

prior to reactions occurring40; the same inhibitory regime occurs when the proximity of Al in the framework 

is systematically altered31. Samples with higher fractions of paired Al also have higher rate constants for 

MeOH dehydration to DME (first-order, zero-order, and inhibitory) at 415 K from 0.5–60 kPa. The 

presence of inhibition and the higher rate constants on paired sites at all evaluated pressures indicate that 

clusters still form on paired sites and the benefit conferred by pairing persists in the presence of these 

clusters; however, the structure of larger clusters (>2 ML, defined as MeOH per H+) remains unexplored. 

Here, first the clustering of methanol molecules on NNN and NNNN Al pairs in the 6-MR of CHA was 

explored. 

In a prior study of methanol clustering at isolated BA sites in CHA, it was found that methanol 

clusters preferred to form protonated chains which interacted with the conjugate base of the deprotonated 

BA sites at both the ends of the chain. Based on results here on isolated BA sites, the focus is on methanol 

coverages of ≤ 6 ML. Because two sites are now present within the 6-MR, more complex structures can be 

formed and were examined in this work. For example, clusters can be present as a single branched chain 

(with a +2 charge) or can form two cationic chains that potentially have different lengths; these branched 

or independent chains can also interact with one or both conjugate bases of the BA sites simultaneously. 

These structural motifs were captured in this work, leading to structural optimizations of 145-1315 

methanol chain arrangements (Table A8, Appendix) for each coverage and Al arrangement. While ab initio 
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molecular dynamics (AIMD) simulations may permit for a large sampling of the potential energy surface 

and shed light on the dynamics of these clusters, such a large number of configurational tests should identify 

preferred configurations at lower computational cost. The focus here was on the most stable identified 

structures as these are expected to be dominant at the low temperatures relevant to methanol dehydration.  

Prior work42 examining methanol dehydration on site pairs in CHA examined methanol coverages 

≤ 2 MeOH / H+; thus, the discussion here focused on larger clusters in this work. Generally, calculated 

energies indicate that two separate protonated clusters are preferred on NNN and NNNN pairs rather than 

one large cluster solvating the protons from both sites (Section A.4. in the Appendix). One methanol chain 

sits above the shared 6-MR and forms H-bonds to the conjugate bases of both BA sites in the most stable 

configuration at most coverages ≥1 ML and in all coverages from 1-4.5 ML. The ability for cations to 

interact simultaneously with two anionic conjugate base structures was also observed for transition state 

structures and causes higher MeOH dehydration rate constants for paired Al in CHA31, 42. The continued 

preference for these similar interactions between sites above the 6-MR suggests that they are also the source 

of higher rate constants in the inhibitory regime of MeOH dehydration on CHA. The chain above the shared 

6-MR is comprised of 2 MeOH molecules for most structures at coverages from 2-4 ML on both NNN and 

NNNN site-pairs; the remaining 2-6 MeOH are then present as a second chain. This indicates that the two 

cationic chains interacting with the BA site pair are likely to be different sizes. For larger MeOH coverages, 

more than two chains can form. For example, the most stable configuration on the NNNN pair at 4 ML 

forms two distinct MeOH dimers above the 6-MR and a 6-MeOH chain in a nearby cage, the latter of which 

contains a cyclic network of H-bonded MeOH molecules similar to those observed in earlier studies of 

isolated BA sites (Figure 2.2b) Similar rings of methanol molecules within clusters form favorably at higher 

coverages on the NNNN site (Figure 2.2c-f), indicating that internal H-bonded rings are likely forming in 

the inhibitory regime of MeOH dehydration. These independent chains may alter the dynamics of MeOH 

desorption from chains to form transition states with the preferred molecularity; these desorptions cause 

inhibition in the kinetic data which persist on paired sites.  
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Figure 2.2: The structures for the most favorable configuration found for clusters of 7-12 MeOH on the NNNN pair. 

MeOH coverages per H+ (θ) and differential binding free energies (ΔGdiff) in kJ mol−1 at 415 K are shown beneath 

each associated structure. Blue lines represent H-bonding networks that adsorbed MeOH form. 

 

Average methanol binding energies remain similar between isolated and paired sites for coverages 

up to 6 ML (Figure 2.3). Here, the behavior of a “non-interacting pair” is approximated, which is intended 

to simulate the behavior of two isolated sites to compare to paired sites more directly. The energy of the 

non-interacting pair is calculated from the sum of energies from a pair of isolated sites at given MeOH 

coverages (Eiso,i) with the energy of a Si-form (ESi) subtracted from that total to yield comparable energies 

to the single unit cell calculations with paired site configurations: 

 𝐸𝑛𝑜𝑛𝑖𝑛𝑡,𝑖+𝑗 = 𝐸𝑖𝑠𝑜,𝑖 + 𝐸𝑖𝑠𝑜,𝑗 − 𝐸𝑆𝑖 (2.7) 

where i and j are the number of methanol molecules around the two sites, with a corresponding total 

coverage of 
𝑖+𝑗

2
. Enonint values for a given coverage were calculated with all possible combinations of i and 

j, and binding energies are calculated from the lowest energy at a given coverage. Notably, the number of 

Si, Al, and O atoms accounted for in Enonint are equivalent to those calculated directly on paired site models 

(i.e., the energies can be directly compared), with 34 framework Si, 2 Al, and 72 O atoms. The preferred 

combinations at a given coverage were almost always comprised of two isolated sites with the same number 

of MeOH (e.g., for θ = 3 MeOH per H+, i = j = 3). The only exception to this trend was when θ = 6, where 

the lowest non-interacting energy occurred when one site had 5 MeOH and the other had 7 MeOH. Because 

these energies are typically derived from two isolated sites with identical MeOH coverages, the average 

non-interacting binging energies overlap perfectly with binding energies at isolated sites (Figure 2.3). 

Binding energies on paired sites are stronger (more negative) at 0.5 ML, indicating that a methanol 
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monomer binds more strongly to a BA site when a second BA site with a bare proton is nearby. This occurs 

because a H-bond forms between the two BA sites upon adsorption of MeOH (a weak base), as previously 

discussed42. Binding 1 MeOH per H+ (at 1 ML), results in a weaker average binding free energy for both 

NNN and NNNN pairs compared to the non-interacting pair because that H-bond between the two BA sites 

is broken. As dimers and larger chains form, the average binding free energies of the MeOH interacting 

with NNN and NNNN pairs are similar to those for isolated sites up to 4 ML, above which they are 

significantly weaker (less negative) indicating that there are steric limits which impact the formation of 

larger clusters for Al pairs.  

 

Figure 2.3: Average (a) binding enthalpies and (b) binding free energies for methanol coverages (θ) of 0.5–6 per H+ 

on isolated sites (blue, ●), NNN site-pairs (green, ▲), NNNN site-pairs (orange, ■), and a non-interacting “pair” of 

isolated sites (purple, ▼). 

 

2.4.3. Microkinetic Modeling 

The continued presence of H-bonding interactions between paired sites with larger clusters present 

and the larger rate constants on paired sites compared to isolated sites in the inhibitory regime of MeOH 

dehydration above 20 kPa indicate that reductions in barriers from isolated to paired sites should be similar 

regardless of MeOH coverage, including with larger clusters present. As such, the microkinetic model in 
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this work was parameterized by using as input the potential energy landscapes of the sequential and 

concerted pathways over the isolated and paired acid sites. Reaction rate coefficients were formulated in 

Arrhenius form (Equation 2.8), with a pre-exponential factor (A) and activation energy (Ea) specified for 

each reaction. The calculated enthalpies and free energies (and corresponding entropies) of reactant, 

intermediate, and product states along the reaction coordinate of concerted and sequential pathways were 

used to estimate the kinetic parameters and pre-exponential factors for each elementary step, ensuring 

thermodynamic consistency. The effect of methanol clustering over both paired and isolated active sites 

was accounted for explicitly, up to 5 methanol molecules per active site. Di Iorio et al.40 have examined the 

two competing pathways through a combination of experiments and electronic structure calculations, with 

a focus on the presence of spectator species, expected to be a part of higher-order clusters around acid sites 

at larger partial pressures of methanol.  

𝑘(𝑇) = 𝐴𝑒(
−𝐸𝑎
𝑅𝑇

)
 

 (2.8) 

 

In this work, the analysis of DME formation in the presence of spectator species was extended to 

involve the paired acid site configurations as distinct catalytic sites. Generally, the ground states of reactants 

were found to be less stable on paired sites when compared to analogous structures over isolated active 

sites, especially with increasing methanol cluster size. The values of these differences in ground state 

stabilities were on the order of 5–- 15 kJ/mol. In addition, the relative energies of the product states were 

found to be more stable relative to their analogues over isolated sites (22–- 28 kJ/mol). This could be 

rationalized by favorable hydrogen bond networks formed in the presence of paired acid sites, relative to 

the case of isolated-only sites. The effect of methanol clustering on paired acid site configurations can be 

exemplified in terms of activation free energies of the concerted pathway, with the values of 127.0 kJ/mol, 

110.0 kJ/mol and 131.5 kJ/mol corresponding to transition states with zero, one and two spectator methanol 

molecules, respectively. For comparison, when examining the most stable isolated active site structure from 

conformational analysis, the activation free energies with zero, one and two spectator species were 
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calculated to be 137.0 kJ/mol, 120.5 kJ/mol and 146.0 kJ/mol, respectively. Desorption events were 

assumed to be activated, with the enthalpy of desorption used as the activation energy. The complete set of 

adsorption enthalpies, activation free energies and associated first-order rate constants for the concerted 

and sequential pathways, as summarized in Scheme 2.1, is reported in Table A1 of the Appendix. 

 The experimental methanol dehydration rate values reported previously by Di Iorio et al.31 on H-

CHA zeolites were scaled down by a factor of 3.6-times to account for updated product response factors in 

the gas chromatograph flame ionization detector in the experimental setup used (additional details in 

Section A.2. in the Appendix). The parameters derived from DFT (reported in Table A1 of the Appendix) 

were used to simulate initial DME formation rate as a function of pressure (0.04-52.09 kPa CH3OH) for 

CHA samples ranging from entirely isolated sites to 44% paired acid sites. The experimental Co2+ titration 

method is unable to distinguish between NNN and NNNN sites in the 6-MR of CHA, so two initial 

simulations were run assuming either all NNN or all NNNN sites (Figure A2 and Figure A3 in the 

Appendix). With the parameterization of the DFT data, NNNN sites were shown to have negligible impact 

on DME formation, even when tuning parameters within typical DFT uncertainty (Figure A4 in the 

Appendix). A mixture of 7.4% NNN to 92.6% NNNN sites was then assumed to match the results for 

relative Al-Al site probabilities for the 6-MR in CHA from simulations performed by Di Iorio et al.35, and 

NNNN sites were assumed to have negligible flux with respect to DME formation. As described in Section 

2.3.2., parameters to which the model was most sensitive were adjusted, and the final set of those parameters 

that were varied is shown in Table 2.1.  

  



40 

 

Table 2.1: List of DFT-calculated parameters that were tuned during parameter optimization. Ea values were tuned 

for relevant elementary steps where possible, and for adsorption events that are unactivated in the model, A values 

were tuned within one order of magnitude. Rate coefficient values are reported at 415 K. 

Parameter A (s-1 | Pa s-1) Ea (kJ/mol) Original k(T)  Tuned Parameter  Tuned k(T) 

kiso,elim 8.64 ⋅ 1012 s-1 129.5 4.33 ⋅ 10-4 s-1 Ea, 123.5 kJ/mol 2.46 ⋅ 10-3 s-1 

kpair,elim 8.64 ⋅ 1012 s-1 128.8 5.30 ⋅ 10-4 s-1 Ea, 122.8 kJ/mol 3.02 ⋅ 10-3 s-1 

kpair,conc,dim 8.64 ⋅ 1012 s-1 127.0 8.93 ⋅ 10-4 s-1 Ea, 121.0 kJ/mol 5.08 ⋅ 10-3 s-1 

kiso,trim 1.37 ⋅ 103 Pa s-1 0 1.37 ⋅ 103 Pa s-1 A, 1.37 ⋅ 104 Pa s-1 1.37 ⋅ 104 Pa s-1 

kpair,trim 1.66 ⋅ 103 Pa s-1 0 1.66 ⋅ 103 Pa s-1 A, 1.66 ⋅ 104 Pa s-1 1.66 ⋅ 104 Pa s-1 

kiso,conc,trim 8.64 ⋅ 1012 s-1 120.5 5.88 ⋅ 10-3 s-1 Ea, 121.8 kJ/mol 4.03 ⋅ 10-3 s-1 

kpair,conc,trim 8.64 ⋅ 1012 s-1 111.0 9.22 ⋅ 10-2 s-1 Ea, 107.0 kJ/mol 2.94 ⋅ 10-1 s-1 

kiso,tet 1.22 ⋅ 103 Pa s-1 0 1.22 ⋅ 103 Pa s-1 A, 3.51 ⋅ 102 Pa s-1 3.51 ⋅ 102 Pa s-1 

kpair,tet 5.72 ⋅ 102 Pa s-1 0 5.72 ⋅ 102 Pa s-1  A, 5.72 ⋅ 103 Pa s-1 5.72 ⋅ 103 Pa s-1 

kiso,pent 1.05 ⋅ 103 Pa s-1 0 1.05 ⋅ 103 Pa s-1 A, 1.05 ⋅ 102 Pa s-1 1.05 ⋅ 102 Pa s-1 

kpair,pent 5.72 ⋅ 102 Pa s-1 0 5.72 ⋅ 102 Pa s-1 A, 5.53 ⋅ 103 Pa s-1 5.53 ⋅ 103 Pa s-1 

 

 Note that the experimental data used was at a fixed temperature (415 K), and thus, adjustments to 

k values through A or Ea are indistinguishable. Data at multiple temperatures would be required to explore 

these individual changes further, allowing the impact of varying an activation energy versus a pre-

exponential factor to be distinguished. Nevertheless, all changes to the parameters were within the bounds 

set by adjustments permitted to theoretical values based on inherent DFT errors. 

The microkinetic modeling results obtained using the tuned reaction parameters are shown in 

Figure 2.4, displaying good agreement with the experimental data at pressures below 0.1 kPa and above 1 

kPa. A parity plot is shown in Figure 2.5 with an R2 value of 0.84. The model captures the peak in the rate 

as a function of pressure due to large methanol cluster inhibition nicely at all fractions of paired sites, and 

the separation between the curves, with the total rate increasing with increasing fraction of paired sites, is 

recapitulated well. 
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Figure 2.4: Comparison of model output and experimental values for the full range of MeOH partial pressures and 

paired acid site fractions for 0% paired acid sites (red, ●), 18% paired acid sites (green, ♦), 30% paired acid sites 

(blue, ▲), and 44% paired acid sites (pink, ■). Markers with error bars are the experimental data from Di Iorio et 

al.30 adjusted as described in Section A.2. The crosses identify the output of individual microkinetic model runs at 

the given paired acid site percentages at methanol partial pressures matching each experimental data point. The 

dashed lines connecting microkinetic model outputs are presented to guide the eye. 
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Figure 2.5: Parity plot comparing the model output and value for experimental rate law from the data of Di Iorio et 

al.30 at all considered methanol partial pressure conditions for 0% paired acid sites (red, ●), 18% paired acid sites 

(green, ♦), 30% paired acid sites (blue, ▲), and 44% paired acid sites (pink, ■). 
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A quantitative analysis was performed of the DME formation rates obtained as output from the 

microkinetic model to understand how the change in activation free energies of elementary steps along the 
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the analysis of the degree of rate control for an elementary step i is the sensitivity coefficient (Xi), which is 

defined by Campbell76 as Equation 2.9:  

𝑋𝑖 =
𝑘𝑖
𝑟
(
𝜕r

𝜕𝑘𝑖
)
𝑘𝑗≠𝑖,𝐾𝑖

= (
𝜕ln(𝑟)

𝜕ln(𝑘𝑖)
)
𝑘𝑗≠𝑖,𝐾𝑖

=

(

 
 𝜕ln(𝑟)

𝜕 (
−∆𝐺𝑖

𝑇𝑆

𝑅𝑇 )
)

 
 

𝑘𝑗≠𝑖,𝐾𝑖

 (2.9) 

where 𝑟 is the net rate of formation of the product of interest, which in this case is taken to be DME. 

Equation 2.9 was applied to the full set of rate constants in the case of isolated-only and mixed isolated-

paired site configurations for a range of reactant feed partial pressures. Figure 2.6 reports the calculated 

sensitivity coefficients for the cases of isolated-only and binary mixtures containing 18-44 % paired acid 

sites at a temperature of 415 K. Three representative feed partial pressures of MeOH were chosen – namely, 

0.04, 2.5, and 50 kPa. It can be seen that different elementary steps (and corresponding mechanisms) are 

rate-controlling in different MeOH partial pressure regimes. For example, the water elimination/alkoxide 

formation (kiso,elim and kpair,elim) step of the dissociative pathway is rate-controlling at low MeOH partial 

pressures (0.04 kPa - red), while direct DME formation from the methanol trimer state (kiso,conc,trim and 

kpair,conc,trim), via the associative mechanism, became rate-controlling at greater pressures (2.5-50 kPa - green, 

blue). This is mostly consistent with prior rate estimations on isolated sites in CHA using maximum rate 

analysis—which assumes only one prevailing rate-determining step as a heuristic for determining a 

mechanism rather than determining degrees of rate control—based on DFT-calculated barriers. This 

analysis showed that methanol dehydration proceeds primarily via the dissociative mechanism below 0.3 

kPa MeOH at 415 K and via the associative mechanism with one spectating methanol above 0.3 kPa40. The 

calculated Xi values indicate that the extent of degree of rate control for the elementary steps considered is 

a function of the paired site concentration. As the total fraction of paired active sites increased, the 

calculated Xi values increased proportionately for all elementary steps occurring over paired sites (Figure 

2.6b – Figure 2.6d).  
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In summary, DME formation from the trimer state appears to be rate-controlling for most reactant 

feed partial pressures and active site configurations (Figure 2.6). This can be attributed to the unique case 

of trimer states along the potential energy surface of the associative pathway, in which the favorable 

molecular arrangement results in low reaction barriers and contributes the majority of DME flux at steady 

state. These trimeric transition states appear to optimize H-bonding between the species in the transition 

state and with the conjugate base, as illustrated by transition states found in previous work40 on isolated 

sites in CHA (Figure 2.7). Only at very low reactant partial pressures does the dissociative mechanism 

participate in DME formation chemistry, as demonstrated by the calculated Xi values. Conversely, at high 

reactant partial pressures, the calculated Xi values indicate the trimer state as rate-controlling with 

calculated values of 0.61-0.83 for paired site fractions of 18-44%. Negligible rates and corresponding Xi 

values were observed for reactions preceded by tetramer formation, further highlighting the importance of 

the favorable molecular conformation in the dimer and trimer states. The full set of Xi values calculated for 

the full range of MeOH partial pressures and paired site fractions is reported in Section A.1. in the 

Appendix.  
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Figure 2.6: Calculated DRC sensitivity coefficients for (a) 0% paired acid sites, (b) 18% paired acid sites, (c) 30% 

paired acid sites, and (d) 44% paired acid sites at MeOH partial pressures of 0.04 kPa, 2.5 kPa and 50 kPa. All 

relevant elementary steps are reported using the same notation as in Scheme 1.1. 
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Figure 2.7: The structure of the trimeric concerted methanol dehydration transition state that likely prevails 

at most conditions, shown here on an isolated site (first described in previous work)40. Incipient and breaking bonds 

are shown with solid black lines, and H-bonds are shown with dashed blue lines. 

 

2.4.5. Reaction Flux and Surface Speciation Analysis 

 Snapshots of the reactor design equation solutions at the correct isolated site basis along the PFR 

integration were taken to identify flux through reaction pathways. Flux partitions itself to the two sides 

(namely, the concerted and sequential pathways) of the mechanism shown in Scheme 2.1. As shown in 

Figure 2.8a, looking first solely at isolated sites, the sequential pathway dominates at very low methanol 

partial pressures. As methanol pressure increases, the concerted pathway begins to express with flux 

through the trimer pathway. As initial methanol pressure continues to increase, the trimer pathway 

dominates strongly, and the tetramer pathway is never noticeably expressed at any pressure condition. In 

examining the speciation on the isolated sites under the same conditions as the flux mapped in Figure 2.8a, 

an interesting result is seen in Figure 2.9. At a methanol pressure of 1000 Pa, bound methanol trimers have 

nearly equal speciation with the combination of methanol monomers and dimers. However, the trimer 

pathway completely dominates the mechanism at this pressure, due in part to the much lower activation 

energy for the conc,trim steps compared to the conc,tet and conc,dim steps, even prior to any tuning of the 

DFT values. The tetramer pathway shows no significant contribution to the overall DME flux, even at 

conditions where tetramers make up a significant portion of the speciation, such as 50 kPa of methanol. 

Notably, the primary bound species present are the bound methanol monomers, dimers, trimers, tetramers, 
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and pentamers as well as the methoxy species indicative of the sequential pathways. All other surface 

species are only present in negligible amounts. 
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Figure 2.8: The fraction of each primary branch of the mechanism’s contribution to overall DME production 

for (a) 0% paired acid sites, (b) 18% paired acid sites, (c) 30% paired acid sites, and (d) 44% paired acid sites. 

Red: Contribution from MeOH dimer pathway. Green: Contribution from MeOH trimer pathway. Blue: 

Contribution from sequential pathway. Unshaded bars correspond to contributions from isolated acid sites, 

whereas shaded bars correspond to contributions coming from paired acid sites.   
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 Figure 2.8b-d shows the partitioning of the flux as a function of methanol partial pressure as the 

number of paired sites increases. Paired sites display similar flux behavior to isolated sites, though their 

rates are higher and thus their contribution to the total is significant. Note that four major categories of 

fluxes can be gleaned from these figures: sequential on isolated sites, sequential on paired sites, concerted 

on isolated sites (primarily through MeOH trimers) and concerted on paired sites. It is clear from the variety 

of contributions in Figure 2.8b-d that the total rate of DME production captured in Figure 2.8 is a complex 

amalgam of these routes, the contributions of which change as the reaction conditions change. At low 

methanol pressure, the sequential pathway dominates despite the low absolute coverage of methoxy species 

shown in Figure 2.9 due to the even lower coverage of the trimer species that promote the rapid concerted 

pathway. As methanol partial pressure increases, the dimer and trimer pathways become expressed, 

ultimately resulting in the paired trimer pathway dominating overall DME flux for the system at high 

pressure conditions. 

  The speciation as a function of MeOH partial pressure and fraction of paired sites is shown in 

Figure 2.9. In the presence of paired sites, isolated sites show no significant differences in speciation or 

numerical contribution to flux. Paired sites also show consistent speciation at different ratios of isolated 

sites to paired sites. At the pressure conditions investigated, monomers dominate at low pressure but are 

replaced by trimers as pressure increases. Bound dimer species are generally less prominent on paired sites 

compared to isolated sites. Tetramer and pentamer species also express lower percentages at high methanol 

partial pressure conditions on paired sites, with methanol trimers dominating the surface at methanol partial 

pressures ranging from 1.5 to 50 kPa. Given that the trimer pathway is identified to be responsible for the 

majority of flux in the isolated case and that the tetramer pathway shows little to no flux contribution despite 

high surface concentration, this higher trimer surface concentration partly accounts for the overall higher 

DME flux of paired sites in comparison to isolated sites along with the more beneficial activation energies 

along the trimer pathway for paired active sites.  



49 

 

 In summary, the speciation and flux analyses identify the MeOH trimer pathway to be the dominant 

pathway for DME production. Trimers form more readily on paired acid sites at high MeOH partial 

pressures in comparison to inactive tetramers and pentamers while dominating the surface coverage, which 

when paired with the lower energy barriers along the trimer pathway for paired active sites rationalizes the 

higher DME formation turnover rates (per H+) identified on paired acid sites. 

 

 

Figure 2.9: Surface species coverage at various MeOH partial pressures at the outlet of the simulated PFR. 

Methanol monomers dominate the speciation at lower pressures, with trimers and tetramers becoming most 

prevalent as methanol partial pressure rises to 50 kPa. Left: Isolated acid sites. Right (shaded): Paired acid sites. 

 

2.5. Conclusions 
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pressures below 250 Pa, a sequential pathway through a bound methoxy intermediate dominates. Above 

250 Pa of methanol pressure, the rapid formation of methanol trimer clusters causes a shift in flux through 

the concerted trimer pathway. NNN paired acid sites promote the formation of trimer species over inhibiting 

tetramer or pentamer clusters and have lower energy barriers presented in the concerted trimer pathway, 

resulting in the large increase in rate of dimethyl ether production for this class of sites. This modeling 

methodology and framework can be extended to capture the effects of paired active site chemistry on 

additional zeolite frameworks beyond CHA and on chemistries beyond methanol dehydration, aiding in the 

development of next-generation catalysts. 
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Chapter 3: Microkinetic Modeling of the Homogeneous Thermal Oligomerization 

of Ethylene to Liquid-Fuel Range Hydrocarbons 

Material in this chapter is based on collaborative work from Grant Marsden, Alexander Shaw, Matthew 

A. Conrad, Jeffrey T. Miller, and Linda J. Broadbelt. 
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3.1. Abstract  

The thermal oligomerization of ethylene is a key reaction for the energy transition. Despite the long 

history surrounding this reaction, a lack of quantum chemical simulations has led to a lack of mechanistic 

understanding behind this important process. In this work, a density functional theory-parameterized 

microkinetic model was developed to unravel the primary drivers of initiation and understand the formation 

of odd-numbered carbon products. Through flux analysis, the main driver of initiation was identified to be 

hydrogen abstraction from ethylene by a 1,4-butyl diradical produced from the reaction of two ethylene 

molecules. As conversion increases, the primary initiation mode was seen to switch to hydrogen abstraction 

by a butene diradical as 1-butene began to be produced in high quantities. Odd-numbered carbon species 

were seen to originate from the β-scission of hydrogen-shifted C8 radical species. The significant quantity 

of linear terminal olefins in the experimental product distribution was identified to originate from the 

formation of vinyl radicals through hydrogen abstraction reactions involving ethylene that were then 

propagated via radical addition reactions to ethylene. The insights from this work can aid in the 

development of intensified reactor systems meant to directly valorize ethane streams from shale gas 

production, converting waste streams directly to usable fuel products. 

3.2. Introduction 

  The valorization of ethane has rapidly become a key topic for the global energy economy.77 Shale 

gas feedstocks are rich in excess ethane that must be disposed of, typically by flaring.78, 79 Upgrading this 

ethane to ethylene and further oligomerizing this ethylene into liquid fuel-range products at the site of 

production provides an opportunity for utilizing what is otherwise a direct waste stream.80 Catalytic 

methods of upgrading ethylene feedstocks can be effective but come with a number of drawbacks, either 

requiring significant surrounding architecture and capital or struggling with deactivation and lifetime.81-87 

As such, thermal processes for upgrading ethylene have long been investigated, though catalytic processes 
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still dominate industrially due to favorable selectivities towards beneficial product distributions at more 

mild conditions than classical thermal upgrading.88 

 However, a recent study has shown the potential for upgrading ethylene at milder conditions, seeing 

significant conversion below 500 oC.89 Interestingly, the product distribution for this reaction includes a 

number of odd-numbered carbon species, yet it lacks significant production of methane or ethane. There is 

also significant preference towards linear terminal olefins and a high concentration of 1-butene. 

Despite the long history of this class of reactions and a number of proposed mechanisms,90-102 there 

is a notable absence of quantum chemical simulations, leading to a lack of mechanistic understanding. 

There has been much speculation in this area, with proposals of diradical initiation reaching as far back as 

the work of Hurd et al. in 1934,90 yet quantum chemical simulation has as of yet not been applied to resolve 

the key drivers of initiation. This recent experimental study provides the opportunity to resolve this near-

century-old question through microkinetic modeling. 

 A microkinetic model designed to unravel the growth and emergence of odd-numbered carbon 

species in the thermal oligomerization of ethylene with an explicit density functional theory (DFT) 

parameterized initiation scheme is developed. The findings of this work can aid in the development of 

intensified reactor systems for the direct valorization of ethane streams from shale gas production to convert 

would-be waste into usable fuel products. 

3.3. Computational Methods 

3.3.1. Microkinetic Modeling 

The microkinetic model was constructed based on a set of ordinary differential equations 

encompassing the change in concentration of gaseous species, both molecules and radicals, within the 

proposed mechanism. First, the equations defining the rate of each elementary step in the reaction 

mechanism took the form: 



54 

 

𝑟𝑖 = 𝐴𝑖 exp (−
𝐸𝑎,𝑖
𝑅𝑇
) ∏ 𝑃𝑗

𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠

𝑗

(3.1) 

Where 𝑟𝑖 is the rate of elementary step i, 𝐴𝑖 is the pre-exponential factor, 𝐸𝑎,𝑖 is the activation energy, R is 

the universal gas constant, T is the temperature, and 𝑃𝑗 is the partial pressure of reactant j. A set of ordinary 

differential equations spanning the gaseous species was arranged from these rates, leading to the following: 

𝑑𝐹𝑗

𝑑𝑉
=∑𝜈𝑖,𝑗𝑟𝑖

𝑖

(3.2) 

Where 𝜈𝑖,𝑗  is the stoichiometric number of species j in elementary step i, 𝐹𝑗  is the molar flowrate of reactant 

j, and V is the volume of the system being integrated over. This set of ordinary differential equations was 

then paired with the design equation for a pressure-based plug flow reactor to match with experimental 

conditions. The key parameters of the experiment that were modeled were: a pure feed of C2H4, a plug-flow 

reactor volume of 30 cm3, a constant temperature control of 465oC, a feed flow of 156 sccm, and two 

separate constant pressure conditions of 15.0 and 25.0 bar.89 

To parameterize the model, elementary steps were assumed to be of Arrhenius form, and the 

activation energies were postulated to follow the Evans-Polanyi principle, defined as:  

𝐸𝑎 = 𝐸0 + 𝛼Δ𝐻𝑟𝑥𝑛
0 𝑖𝑓Δ𝐻𝑟𝑥𝑛

0 > 0;  

𝐸𝑎 = 𝐸0 + (1 − 𝛼)Δ𝐻𝑟𝑥𝑛
0 𝑖𝑓Δ𝐻𝑟𝑥𝑛

0 < 0 (3.3) 

Where 𝐸𝑎 is the activation energy, 𝐸0 is a reference energy for a group of similar reactions, 𝛼 is the transfer 

coefficient (defined in the endothermic direction), a measure of the similarity of a reaction’s transition state 

to its reactant or product state with a value of 0 representing the reactant state and 1 the product state, and 

Δ𝐻𝑟𝑥𝑛
0  is the enthalpy of reaction.103, 104 Elementary steps were grouped by similarity according to this 

principle into classifications known as reaction families. Each reaction family was assumed to share the 
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parameters 𝐸0 and 𝛼, for use in calculating activation energy, as well as a pre-exponential factor. 

Calculation of the heat of formation for all species, including radical intermediates, was done through 

Benson’s group additivity, in which sections of molecules are assigned consistent contributions to the 

molecule’s overall heat of formation and summed.105 

For the reactions for which rate coefficients were calculated directly from DFT, to account for 

uncertainty in parameters derived from density functional theory, including those aggregated for reaction 

families, activation energies or 𝐸0 values were tuned within bounds of ±1.4 kcal/mol, whereas pre-

exponential factors were tuned within the bounds of one order of magnitude. Optimization of parameters 

was done on all three test cases simultaneously, using the experimental carbon selectivity and conversion 

as objective points. The microkinetic model was solved using the differential-algebraic solver DDASAC,106 

selected due to success in solving stiff ordinary differential equations. 

3.3.2. Density Functional Theory 

Density functional theory calculations were performed using the Gaussian 16 software.107 All 

geometries and energies were calculated using the M062X functional108 in conjunction with the Def2TZVP 

basis set.109 Dispersion was included in the form of Grimme’s D3 correction with zero damping. 

Contributions to the entropy from vibrational modes below 100 cm-1 were corrected using the quasi-

harmonic approach of Grimme,110 as implemented in the GoodVibes software,111 and contributions from 

the same low frequency modes to the enthalpy were corrected using the approach of Head-Gordon and co-

workers.112 GoodVibes was further employed to scale all vibrational frequencies by a factor of 0.97, the 

recommended value from Truhlar et al.113 All thermodynamic values are reported at 1 atm of pressure and 

at 25 °C. All geometry minima were confirmed to have zero imaginary frequencies, while transition state 

structures showed exactly one negative frequency mode.  

Temperature dependent rate constants for the forward and reverse direction of each elementary 

reaction were calculated using the Eyring equation, which takes the form: 
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𝑘(𝑇) = 𝜅(𝑇)
𝑘𝐵𝑇

ℎ
(𝑐0)1−𝑚𝑒

(−
∆𝐺
𝑅𝑇

) (3.4) 

where kB is the Boltzmann constant, T is the absolute temperature, h is the Plank constant, c0 is a standard 

state concentration factor and m is the molecularity of the elementary reaction. The G term is the free 

energy barrier of the elementary reaction in the forward or reverse direction and R is the universal gas 

constant.  The κ(T) term is the Wigner tunneling correction factor of the form: 

𝜅(𝑇) = 1 +
1

24
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)

2
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where || is the magnitude of the negative frequency associated with the transition state reaction coordinate. 

The Arrhenius parameters of Ea and A for both the forward and reverse reactions were obtained by 

plotting the natural log of the rate constant at three temperatures against the reciprocal of the temperature. 

The y-intercept of this plot gives the value of ln(A), and the slope is equal to -Ea/R. The calculated A and 

Ea values are provided in Table 3.1 in Section 3.4.2. 

3.4. Results and Discussion 

3.4.1. Reaction Mechanism 
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Figure 3.1: The reaction mechanism for the microkinetic model of homogeneous thermal oligomerization 

of ethylene. 

 

Figure 3.2: Labels for initiation steps for ease of reference. 
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Figure 3.3: Numeric labels for even-numbered carbon species addition and hydrogen abstraction events, 

hydrogen shift, and β-scission of C8 species. 

 

Figure 3.4: Numeric labels for odd-numbered carbon alkene species addition, hydrogen abstraction, 

hydrogen shift, and β-scission events. 
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Figure 3.5: Numeric labels for odd-numbered carbon alkane species addition, hydrogen abstraction, 

hydrogen shift, and β-scission events. 

 The modeled reaction mechanism for the homogeneous thermal oligomerization of ethylene, shown 

in Figure 3.1, begins with two ethylene molecules following three possible bimolecular reactions: the 

formation of cyclobutane, the formation of 1-butene, and the formation of a C4 diradical that undergoes 

hydrogen abstraction to form 1-butyl radical and the vinyl radical that is key to propagation. The 1-butene 

path and cyclobutane path encounter similar endpoints, with ethylene abstracting a hydrogen atom from 

either cyclobutane or 1-butene to form ethane and a resonance-stabilized 2-butenyl-1,4-diradical, which 

then abstracts hydrogen from ethylene to form 2-butene radical and vinyl radical.   

 Propagation is dominated by the major reaction families of hydrogen abstraction and radical 

addition. The primary cycle begins with addition of ethylene to vinyl radical to form 1-buten-4-yl radical 

in an even-chain growth scenario. Through reaction with ethylene, the dominant species at low to moderate 

conversion, this 1-buten-4-yl radical can then undergo abstraction, forming 1-butene and regenerating the 

vinyl radical, or undergo further addition to 1-hexen-6-yl radical. This pattern of abstraction and addition 

options continues through C8 radical, at which point hydrogen shift reactions offer possibilities to generate 

odd-numbered carbon species.  Both 1,4- and 1,5-intramolecular hydrogen shift reactions were incorporated 

into the mechanism.  
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After hydrogen shift, β-scission of C8 radical forms 1-pentene and allyl radical. This begins a cycle 

of odd-carbon-number propagation, with hydrogen abstraction from ethylene reforming vinyl radical and 

creating odd numbered olefins. Ethylene addition in this cycle was modeled through 1-nonen-9-yl radical, 

since significant quantities of C10+ were not identified in experiment, at which point hydrogen shift can 

allow for β-scission to form 1-hexene and regenerate allyl radical.  

An equivalent series of reactions was applied to the 1-butyl radical that forms with vinyl radical 

from 1,4-butyl abstracting hydrogen from ethylene. This results in even-numbered alkyl chain growth, 

modeled through 1-octyl radical, at which point either 1,4-hydrogen shift or 1,5-hydrogen shift can form 

an equivalent product of 4-octyl radical. This 4-octyl radical species can undergo β-scission to form pentene 

and 1-propyl radical, which undergoes a similar cycle to allyl radical of odd-carbon number chain growth 

and hydrogen abstraction up through C9 alkyl radical. When this C9 alkyl radical undergoes hydrogen shift, 

it is able to undergo β-scission to form 1-hexene and regenerate 1-propyl radical. All alkyl radical species 

are able to abstract hydrogen from ethene, resulting in the formation of vinyl radical, which is eligible for 

the propagation reactions described earlier. Termination occurs through radical recombination, and all 

possible permutations of recombination were modeled within the mechanism. 

3.4.2 Microkinetic Modeling 

The initial values for all of the kinetic parameters are shown in Table 3.1. Labels of the initiation 

steps for referencing with the parameter table are shown in Figure 3.2. Additional numeric labels for 

reaction steps are presented in Figures 3.3-3.5. Examples of reactions within each reaction family are 

presented in Figure 3.6. 
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Table 3.1: Initial values for parameters for the reactions in Figure 3.1. Reaction family parameters were 

taken from the literature, and the parameters for the initiation steps were derived from density functional 

theory calculations reported earlier. 

Parameter A (Pa
-1

s
-1 

or s
-1

) E0 or Ea (kcal/mol) Α 

H-Abstractiona,114 4.48 ∙ 101 12.0 0.5 

Additiona,114 4.69 ∙ 100 11.4 0.24 

End-chain -scissionb,114 1.29 ∙ 1013 11.4 0.76 

Mid-chain -scissionb,114 5.35 ∙ 1014 11.4 0.76 

Recombinationa,115 1.63 ∙ 101 1.47 0 

1,4 H-shiftb,114 1.58 ∙ 1011 20.8 - 

1,5 H-shiftb,114 1.82 ∙ 1010 13.7 - 

Initiation Label 1a,89 2.73 ∙ 100 68.4 - 

Initiation Label 2a,89 2.05 ∙ 100 67.4 - 

Initiation Label 3a,89 3.31 ∙ 103 67.0 - 

Initiation Label 4a,89 1.44 ∙ 10-1 42.0 - 

Initiation Label 5a,89 1.42 ∙ 100 45.1 - 

Initiation Label 6b,89 1.10 ∙ 1015 56.5 - 

Initiation Label 7b,89 1.19 ∙ 1016 48.6 - 

aBimolecular reaction, units Pa-1s-1. bUnimolecular reaction, units s-1. 
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Figure 3.6: Representative examples of modeled reaction families. 

As described in Section 3.3.1, parameters were tuned within the bounds of ±1.4 kcal/mol for 

activation energies or Eo values and ±1 order of magnitude for pre-exponential factors. The final values for 

the parameters are shown in Table 3.2. 
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Table 3.2: Final values of parameters based on optimization against experimental data. Pre-exponential 

factors were tuned with bounds of ±1 order of magnitude, whereas activation energies or Eo values were 

tuned within the bounds of ±1.4 kcal/mol. 

Parameter Original A  Optimized A E0 or Ea 

(kcal/mol) 

Optimized E0 or Ea 

(kcal/mol) 

H-Abstractiona 4.48 ∙ 101 4.39 ∙ 102 12.0 11.0 

Additiona 4.69 ∙ 100 4.69 ∙ 10-1 11.4 12.8c 

End-chain -scissionb 1.29 ∙ 1013 3.10 ∙ 1012 11.4 12.8c 

Mid-chain -scissionb 5.35 ∙ 1014 5.35 ∙ 1015 11.4 12.8c 

Recombinationa 1.63 ∙ 101 4.11 ∙ 100 1.47 1.89 

1,4 H-shiftb 1.58 ∙ 1011 1.58 ∙ 1012 20.8 19.4 

1,5 H-shiftb 1.82 ∙ 1010 1.82 ∙ 109 13.7 15.1 

Initiation Label 3a 3.31 ∙ 103 3.31 ∙ 104 67.0 65.6 

Initiation Label 4a 1.44 ∙ 10-1 1.44 ∙ 100 42.0 40.6 

Initiation Label 6a 1.10 ∙ 1015 1.10 ∙ 1014 56.5 57.9 

aBimolecular reaction, units Pa-1s-1. bUnimolecular reaction, units s-1. cEo values for reaction families that 

are the reverse of one another are equal to maintain thermodynamic consistency and are constrained 

accordingly during optimization. 

 These parameters were used in the microkinetic model developed around the mechanism shown in 

Figure 3.1, as described in Section 3.3.1. The outputs of the microkinetic model at 15 and 25 bar are shown 

in Figure 3.7. 
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Figure 3.7: Microkinetic model output showing selectivity measured by carbon percent for different carbon 

number species. a) Pressure of 15 bar. Model conversion: 20.6%. Experimental conversion: 21%. b) 

Pressure of 25 bar. Model conversion: 63.7%. Experimental conversion: 56%. 

 The microkinetic model results display reasonable agreement for conversion as a function of 

pressure as well as formation of olefins of all carbon numbers. Notably, the formation of odd-numbered 

carbons is generally captured well, with significant quantities of C3, C5, and C9 being observed. While there 
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is some overshoot in the prediction of C5 and C6 species, a notable shortcoming of the model is in the 

undershoot of C7 formation. A possible explanation of this shortcoming is in the truncation of the model at 

C9, which was implemented to maintain a manageable model size and driven by the lack of experimentally 

observed C10+ species, preventing the formation of high-molecular weight carbon species that could undergo 

favorable β-scission to form C7 product. 

3.4.3. Reaction Flux Analysis 

3.4.3.1. Ethylene Consumption 

A comparison of all different reactions that consume ethylene is presented in Figure 3.8, taken at 

three different points along the simulated reactor: 10-10 cm3 to represent differential conversion, 10-1 cm3 as 

a conversion mid-point, and 30 cm3 for the reactor outlet. For differential conversion at 15 bar, several 

trends emerge. The results are shown using a log scale, due to the large range in the order of magnitude of 

different reaction pathways.  At differential conversion, ethylene is consumed by initiation reactions; 

specifically, hydrogen abstraction by 1,4-butyl diradical is seen to be many orders of magnitude faster than 

that by the butene diradical and is the fastest reaction recorded. Hydrogen abstraction from ethylene and 

addition to ethylene have roughly equivalent rates for a given radical (e.g., 1-hexenyl radical), and rates of 

a given reaction type involving either an alkenyl or alkyl radical are similar. However, as simulated volume 

increases, and thus conversion increases, alkenyl radicals begin to dominate, and thus, rates for a reaction 

of a given type (i.e., hydrogen abstraction or radical addition) of alkenyl radicals are much higher than those 

of alkyl radicals of the same carbon number.  The concentration of vinyl radical increases disproportionately 

to the concentration of 1-butyl radical as the kinetic chain emerges and initiation effects are less significant. 

The net flux of butene diradical hydrogen abstraction begins to overtake that of the 1,4-butyl diradical 

hydrogen abstraction as the conversion of 1-butene to butadiene becomes a dominant reaction. At 25 bar, 

these trends are maintained, though the differential conversion point is already notably approaching the 
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pattern seen in higher volume conditions, given that the conversion is higher at a given reactor volume 

when the pressure is higher. 

a) 15 bar: 
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b) 25 bar: 
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Figure 3.8: Net rates of all reactions in which ethylene is consumed. Reactions are labeled according to 

Figures 3.2-3.5. a) Net flux snapshots taken from a PFR simulated at 15 bar. b) Net flux snapshots taken 

from a PFR simulated at 25 bar. 
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3.4.3.2. Initiation Flux Comparison 

As seen in Figure 3.2, there are distinct initiation routes that both ultimately lead to a vinyl radical. 

One comes from the 1,4-butyl diradical, while the other comes from the butene diradical. For the latter case, 

it emanates from the reaction of 1-butene with ethylene in a concerted step to form 1,3-butadiene.  In the 

early stages of the reactor, 1-butene is formed via the initiation route shown in Figure 3.2.  However, 1-

butene is also the product of a propagation cycle, and thus, one would expect the preponderance of the 

butene diradical pathway to increase as a function of conversion.  To illustrate this, additional snapshots of 

the rates of these two reactions as a function of reactor volume are shown in Figure 3.9. For the 15 bar case, 

in the latter two-thirds of the reactor, hydrogen abstraction from ethylene by butene diradical increases 

more significantly compared to hydrogen abstraction from ethylene by 1,4-butyl diradical as 1-butene is 

formed in meaningful quantities from propagation reactions. This trend is more notable in the 25 bar case, 

where conversion is over 50%. The rate of 1,4-butyl diradical hydrogen abstraction from ethylene exhibits 

a maximum followed by a decline while butene diradical hydrogen abstraction increases dramatically 

around 10-3 cm3, with the formation of 1-butene driving a switch in the primary initiation mode seen at 10 

cm3 of simulated volume. 
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a)  

 

b) 

 

Figure 3.9: Comparison of rates of hydrogen abstraction from ethylene by 1,4-butyl diradical (blue ▲) and 

butene diradical (red ⬤) as a function of reactor volume. a) 15 bar isobaric PFR data. b) 25 bar isobaric 

PFR data. 
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3.4.3.3. Comparison of 1-Hexene Formation by -scission 

In the mechanism shown in Figure 3.1, 1-hexene can be formed as a result of β-scission of either nonyl or 

nonenyl, resulting in the reformation of propyl or allyl radical, respectively. Analysis of the trends in the 

fluxes of these two reactions gives insight into the dominance of the alkenyl radical chemistry (i.e., the right 

hand side of Figure 3.1) over the pathways carried by alkyl radicals (i.e., the left hand side of Figure 3.1) 

on the product distribution, e.g., the absence of propane as a major product in comparison to propene. Figure 

3.10 shows that for the 15 bar case, nonyl β-scission dominates only at extremely low conversions and 

reactor volume, with a transition to nonenyl β-scission dominance above approximately 10-4 cm3. 

Meanwhile, the 25 bar case, due to the higher conversion at low reactor volumes, has a higher rate of 1-

hexene formation from nonenyl β-scission at all simulated volumes shown. The rates for both β-scission 

reactions taper as a function of reactor volume for both conditions as conversions rise, as increasing 

conversion reduces the concentration of ethylene available for the addition reactions key to forming larger 

radical species. 
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a) 

 

b) 

 

Figure 3.10: Linear comparisons of net flux of nonenyl β-scission (blue ▲) and nonyl β-scission (red ⬤) 

as a function of reactor volume. a) 15 bar isobaric PFR data. b) 25 bar isobaric PFR data. 
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3.4.3.4. C8 Branchpoint: Hydrogen Abstraction Versus -scission 

C8 radical species have a major branchpoint that controls the formation of odd-numbered carbons, 

as seen in Figure 3.1. They can either undergo hydrogen abstraction, propagating vinyl radical while 

forming C8 alkane and alkene species, or they can undergo β-scission to form a C5 product and C3 radicals, 

kicking off odd-carbon formation. Figure 3.11 demonstrates how these reactions compete as a function of 

reactor volume.  At 15 bar, the ratio of the total net rate of hydrogen abstraction by either octenyl or octyl 

radicals to the net rate of the same radical reacting via β-scission starts out greater than 1, but as ethene is 

consumed, the ratio transitions to less than 1.  At 25 bar, this same transition is not evident at the reactor 

volumes (and thus conversion values) tallied, as β-scission has a higher net rate over all simulated volumes. 

The net rates of both pathways decrease at higher volumes as higher conversion values are reached, 

reducing the concentration of ethylene available for necessary addition reactions to generate C8 radicals. 
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a)  

 

b)  

 

Figure 3.11: Log-log comparisons of C8 hydrogen abstraction and β-scission reactions, including octenyl 

hydrogen abstraction (blue ▲), octenyl β-scission (red ⬤), octyl hydrogen abstraction (orange ■), and octyl 

β-scission (green ◆). Lines drawn on log-log plots are to guide the eye, with markers indicating simulated 

output points. a) 15 bar isobaric PFR data. b) 25 bar isobaric PFR data. 
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3.4.4. Sensitivity Analysis 

Sensitivity analysis was conducted for each reaction type for which parameters were optimized as 

listed in Table 3.2 by solving the microkinetic model with each activation energy varied by 1 kcal/mol 

from its optimized value and evaluating the impact on final results as shown in Figures 3.12 through 3.19. 
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Addition 
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Figure 3.12: Sensitivity analysis of the impact of varying the basis activation energy of addition reactions 

by 1 kcal/mol.  The shaded bars are the model results based on the optimized parameters in Table 3.2, and 

the sensitivity to changes in the activation energy are denoted by colored error bars. The blue error bar 

indicates the change resulting from increasing the basis activation energy by 1 kcal/mol, whereas the red 

error bar indicates the change resulting from decreasing the basis activation energy by 1 kcal/mol. a) 15 bar 

isobaric PFR selectivity. b) 25 bar isobaric PFR selectivity. c) 15 bar isobaric PFR conversion. d) 25 bar 

isobaric PFR conversion. 

 Interestingly, the model is not sensitive to changes to the basis activation energy of addition, which 

at first may seem unexpected for a propagation reaction. As can be seen in Table 3.3, the enthalpy for 

reaction of addition is strongly exothermic, and as a result, the activation energy calculated through the 

Evans-Polanyi approach is truncated to zero within the model. Thus, changes of ±1 kcal/mol in the basis 

activation energy of addition may not be reflected in changes of ±1 kcal/mol for the activation energy of a 

specific addition reaction within the microkinetic model. 
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Table 3.3: Heats of reaction used for the Evans-Polanyi approach within the microkinetic model. 

Reaction Label 𝚫𝑯𝒓𝒙𝒏 (kcal/mol) 

1,4 Butyl H-Abstraction 25.0 

Butene Diradical H-Abstraction 28.0 

1, Vinyl Addition -25.7 

2, Butenyl H-Abstraction 1.8 

3, Butenyl Addition -21.6 

4, Hexenyl H-Abstraction 1.6 

5, Hexenyl Addition -21.8 

8, Shifted Octenyl H-Abstraction 4.7 

18, Allyl H-Abstraction 16.5 

19, Allyl Addition -6.6 

26, Shifted Nonenyl H-Abstraction 4.7 

28, Propyl H-Abstraction 10.0 

β-scission reactions 7.6 

Other addition reactions -21.8 

Other hydrogen abstraction reactions 1.6 
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Hydrogen Abstraction 
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Figure 3.13: Sensitivity analysis of the impact of varying the basis activation energy of hydrogen 

abstraction reactions by 1 kcal/mol.  The shaded bars are the model results based on the optimized 

parameters in Table 3.2, and the sensitivity to changes in the activation energy are denoted by colored error 

bars. The blue error bar indicates the change resulting from increasing the basis activation energy by 1 

kcal/mol, whereas the red error bar indicates the change resulting from decreasing the basis activation 

energy by 1 kcal/mol. a) 15 bar isobaric PFR selectivity. b) 25 bar isobaric PFR selectivity. c) 15 bar isobaric 

PFR conversion. d) 25 bar isobaric PFR conversion. 

 Given its key role in the propagation cycle that leads to a long kinetic chain, both the conversion 

and the product distribution are highly sensitive to the activation energy for hydrogen abstraction, with only 

a -1 kcal/mol change resulting in nearly full conversion for the 25 bar case. Hydrogen abstraction is not 

only one of the primary propagation steps, but it is a key reaction in the initiation cascade that leads to the 

creation of vinyl radical. Additionally, hydrogen abstraction competes directly with β-scission to form odd-

numbered carbon species, providing control over the product selectivity profile as well. 
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Recombination 
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Figure 3.14: Sensitivity analysis of the impact of varying the basis activation energy of recombination 

reactions by 1 kcal/mol.  The shaded bars are the model results based on the optimized parameters in Table 

3.2, and the sensitivity to changes in the activation energy are denoted by colored error bars. The blue error 

bar indicates the change resulting from increasing the basis activation energy by 1 kcal/mol, whereas the 

red error bar indicates the change resulting from decreasing the basis activation energy by 1 kcal/mol. a) 

15 bar isobaric PFR selectivity. b) 25 bar isobaric PFR selectivity. c) 15 bar isobaric PFR conversion. d) 25 

bar isobaric PFR conversion. 

 As anticipated, changing the activation energy for recombination does not have major influence on 

the product distribution, but as a key determinant of the length of the kinetic chain, it does have a measurable 

influence over conversion, as it effectively controls the lifetime of radicals that are produced. Longer radical 

lifetimes as the activation energy for recombination is increased, thereby decreasing the rate coefficient, 

results in a longer kinetic chain with a higher rate of propagation, thereby increasing conversion. 
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1,4 Hydrogen Shift 
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Figure 3.15: Sensitivity analysis of the impact of varying the activation energy of 1,4 hydrogen shift 

reactions by 1 kcal/mol.  The shaded bars are the model results based on the optimized parameters in Table 

3.2, and the sensitivity to changes in the activation energy are denoted by colored error bars. The blue error 

bar indicates the change resulting from increasing the basis activation energy by 1 kcal/mol, whereas the 

red error bar indicates the change resulting from decreasing the basis activation energy by 1 kcal/mol. a) 

15 bar isobaric PFR selectivity. b) 25 bar isobaric PFR selectivity. c) 15 bar isobaric PFR conversion. d) 25 

bar isobaric PFR conversion. 

Both octyl and octenyl radicals can participate in 1,4-hydrogen shift reactions and are one of the 

key enablers of the production of odd-numbered carbon species. As such, they have little influence over C4 

and C6, but they have a significant effect on the fate of C8 radical species as well as odd-numbered carbon 

species. 
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1,5 Hydrogen Shift 
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Figure 3.16: Sensitivity analysis of the impact of varying the activation energy of 1,5 hydrogen shift 

reactions by 1 kcal/mol.  The shaded bars are the model results based on the optimized parameters in Table 

3.2, and the sensitivity to changes in the activation energy are denoted by colored error bars. The blue error 

bar indicates the change resulting from increasing the basis activation energy by 1 kcal/mol, whereas the 

red error bar indicates the change resulting from decreasing the basis activation energy by 1 kcal/mol. a) 

15 bar isobaric PFR selectivity. b) 25 bar isobaric PFR selectivity. c) 15 bar isobaric PFR conversion. d) 25 

bar isobaric PFR conversion. 

 The sensitivity of the model results to the activation energy for 1,5-hydrogen shift is less 

pronounced than that to the activation energy of 1,4-hydrogen shift.  As formulated in the model, 1,5-

hydrogen shift reactions only allow for nonenyl, nonyl, and octyl radicals as reactants, thereby impacting 

the subsequent β-scission reactions of the radicals that are formed as products of 1,5-hydrogen shift.  

However, 1,5-hydrogen shift was not implemented for octenyl radical, as it was assumed to lead to a species 

that resulted in futile reaction pathways.  Specifically, the formation of the 1-octenyl-4-radical would result 

in a diene for β-scission in one direction, and dienes were not observed in the product distribution.  Note 

that no radicals that were generated were allowed to lead to dienes through propagation steps, although 

butadiene was a species in one of the initiation pathways. In the other direction, vinyl radical would be 

formed, and given its relative stability, the heat of reaction, and thus the Ea value for this reaction channel, 
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would be high, leading to low rates.  Thus, it was simply excluded from this compact model.  In adjusting 

the activation energy for 1,5-hydrogen shift, there is a small effect on the C9 selectivity, but overall, 1,4-

hydrogen shift, despite its less favorable kinetics than 1,5-hydrogen shift, guides the formation of odd-

number carbon species through the octenyl β-scission pathway in this truncated reaction network. 

Initiation Label 3 
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Figure 3.17: Sensitivity analysis of the impact of varying the activation energy of the Initiation Label 3 

reaction, the direct formation of 1,4-butyl diradical from two ethylene molecules, by 1 kcal/mol.  The 

shaded bars are the model results based on the optimized parameters in Table 3.2, and the sensitivity to 

changes in the activation energy are denoted by colored error bars. The blue error bar indicates the change 

resulting from increasing the basis activation energy by 1 kcal/mol, whereas the red error bar indicates the 

change resulting from decreasing the basis activation energy by 1 kcal/mol. a) 15 bar isobaric PFR 

selectivity. b) 25 bar isobaric PFR selectivity. c) 15 bar isobaric PFR conversion. d) 25 bar isobaric PFR 

conversion. 
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Initiation Label 4 
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Figure 3.18: Sensitivity analysis of the impact of varying the activation energy of the Initiation Label 4 

reaction, the conversion of 1-butene to butadiene, by 1 kcal/mol.  The shaded bars are the model results 

based on the optimized parameters in Table 3.2, and the sensitivity to changes in the activation energy are 

denoted by colored error bars. The blue error bar indicates the change resulting from increasing the basis 

activation energy by 1 kcal/mol, whereas the red error bar indicates the change resulting from decreasing 

the basis activation energy by 1 kcal/mol. a) 15 bar isobaric PFR selectivity. b) 25 bar isobaric PFR 

selectivity. c) 15 bar isobaric PFR conversion. d) 25 bar isobaric PFR conversion. 
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Initiation Label 6 
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Figure 3.19: Sensitivity analysis of the impact of varying the activation energy of the Initiation Label 6 

reaction, the conversion of butadiene to a resonance-stabilized diradical, by 1 kcal/mol.  The shaded bars 

are the model results based on the optimized parameters in Table 3.2, and the sensitivity to changes in the 

activation energy are denoted by colored error bars. The blue error bar indicates the change resulting from 

increasing the basis activation energy by 1 kcal/mol, whereas the red error bar indicates the change resulting 

from decreasing the basis activation energy by 1 kcal/mol. a) 15 bar isobaric PFR selectivity. b) 25 bar 

isobaric PFR selectivity. c) 15 bar isobaric PFR conversion. d) 25 bar isobaric PFR conversion. 

 While the initiation reactions do not affect the product distribution, they have significant control 

over conversion, as expected due to the generation of the vinyl and butyl radicals key to consuming 

ethylene. From textbook Rice-Herzfeld kinetics, the rate of consumption of the substrate is increased as the 

rate coefficient for initiation is increased, which is what is observed here; as the activation energy for any 

of the initiation reactions is decreased, thereby increasing the rate coefficient for initiation, conversion is 

increased. Additionally, the Initiation Label 4 reaction drives conversion forward once significant quantities 

of 1-butene have produced within the system, which also impacts the formation of vinyl radical through the 

formation of a resonance-stabilized diradical in the Initiation Label 6 reaction. 
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3.5. Conclusions 

In this work, a DFT-parameterized microkinetic model of the thermal oligomerization of ethylene 

was developed. The odd-numbered carbon species in the product distribution were identified to originate 

from β-scission of C8 mid-radicals that were created from hydrogen shift reactions. The significant 

production of linear terminal olefins is driven by consecutive radical addition reactions involving terminal 

1-alkenyl radicals and ethylene, balanced by hydrogen abstraction from ethylene due to its high 

concentration to create the linear alpha olefin products and additional vinyl radicals that can grow again. 

Flux analysis identified that initiation occurs primarily through hydrogen abstraction by 1,4-butyl diradical 

at low conversion, and as conversion increases, the primary initiation mode switches to hydrogen 

abstraction by the butene diradical as 1-butene begins to be produced in significant quantities. The insights 

from this work can aid in the development of intensified reactor systems for the direct valorization of ethane 

streams from shale gas production, allowing large waste streams to be converted into usable fuel products. 
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Chapter 4: Evaluating the Impact of T-Site Location in the Conversion of 

Methanol to Dimethyl Ether within MFI Zeolites through Microkinetic Modeling 

Material in this chapter is based on collaborative work from Grant Marsden, Pavlo Kostetskyy, Ryoh-

Suke Sekiya, Alexander Hoffman, Songhyun Lee, Rajamani Gounder, David Hibbitts, and Linda J. 

Broadbelt. 
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4.1. Abstract 

 Within zeolites, T-site location is a major factor for determining catalytic activity. The 12 

crystallographically unique T-sites of orthorhombic MFI demonstrate significant differences that are 

difficult to resolve experimentally. A DFT-parameterized microkinetic model is presented that is able to 

capture with fine resolution the effects of each independent T-site of MFI on a test reaction of methanol 

dehydration to dimethyl ether. Flux analysis, surface speciation analysis, and degree of rate control analysis 

are used to identify that methanol tetramers are the key intermediate for the production of DME over MFI. 

T4, T6, T7, and T12 were identified as dominant sites to catalytically promote this reaction, matching with 

the lower activation barriers for the tetramer mechanism on these sites. The technique developed through 

this work expands the existing framework for evaluating paired sites in zeolites, creating a holistic 

technique able to capture both location and proximity effects, enabling rational design of next-generation 

catalytic materials. 

4.2. Introduction 

 Zeolites are well-ordered microporous aluminosilicates that have industrially relevant catalytic 

properties.21, 22 Brønsted acidic zeolites in particular are used for reactions critical to the energy transition, 

such as cracking and oligomerization.116-127 In particular, the zeolite ZSM-5, also known as MFI, has 

significant industrial relevance, defining a large section of the multi-billion-dollar synthetic zeolite 

market.128 The orthorhombic form of this zeolite has 12 crystallographically unique locations where an acid 

site can exist, known as a T-site.129 These 12 unique T-sites demonstrate significant differences in binding 

energy and stability,130 and they display catalytic differences due to confinement effects and differences in 

the stabilization of reaction intermediates and transition states due to van der Waals interactions.131 

 A number of experimental techniques have been historically applied to attempt to resolve T-site 

distributions. 27Al magic angle spinning nuclear magnetic resonance (MAS NMR) is able to assign 



96 

 

resonances to different T-site locations, but it lacks fine resolution due to peak broadening from the 

quadrupolar interaction at the Al atom.131, 132 X-ray absorption near edge structure and extended x-ray 

absorption fine structure have been used in conjunction with 27Al MAS NMR, as well as density functional 

theory (DFT) and molecular dynamics simulations, to group together similar T-sites in Beta zeolite.133 

Standing x-ray fluorescence spectroscopy has been used to distinguish between two different T-sites within 

scolecite,134 and x-ray emission spectroscopy has been paired with theoretical spectra to identify T-site 

occupation in ferrierite zeolite.135 Atom probe tomography has been used to identify pathways for Al 

transport in steamed zeolites.136 Finally, test reactions sensitive to confinement effects, such as cracking 

rate comparisons to define a constraint index,131, 137 have been applied to measure the average size of pores 

around acid sites. Methanol dehydration to dimethyl ether (DME) is one other such test reaction, seen to be 

sensitive to confining environments and acid strength.131, 138 

 Previous work developed a method to evaluate the effect of proximity of acid sites in chabazite,20 

a zeolite with only a single crystallographically unique T-site. There is the need to expand this methodology 

to evaluate the effects of not just proximity, but also location, enabling fine resolution of T-site importance 

within any class of zeolite. Using methanol dehydration as a test reaction to develop this n-dimensional 

technique, a DFT-parameterized microkinetic model of methanol dehydration over all 12 independent T-

sites in orthorhombic MFI is reported in this chapter. The technique presented in this work expands the 

platform to predictively model the impact of industrially relevant catalytic properties on the process scale 

from atomic scale knowledge, enabling the rational design of next-generation catalytic materials. 

4.3. Microkinetic Modeling Methods 

 The microkinetic model was constructed by defining the rate of each elementary step in the reaction 

mechanism on a basis site type, taken here as the T1 site of MFI: 

𝑟𝑖,𝑠𝑖𝑡𝑒1 = 𝐴𝑖 exp (
−𝐸𝑎,𝑖
𝑅𝑇

) ∏ 𝐶𝑗

𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠

𝑗

(4.1) 
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Where 𝑟𝑖,𝑠𝑖𝑡𝑒1 is the rate of the 𝑖th elementary step over the basis T1 site, 𝐴𝑖 is the pre-exponential factor, 

𝐸𝑎,𝑖 is the activation energy, 𝑅 is the universal gas constant, 𝑇 is the reactor temperature, and 𝐶𝑗  is either 

the partial pressure for gas species or fractional coverage for surface species. 

 To define the rates of elementary reaction steps over other sites within MFI, a scaling factor based 

on the distribution of site types is applied: 

𝑟𝑖,𝑠𝑖𝑡𝑒𝑋 =
𝑛𝑥
𝑛1
𝐴𝑖 exp (

−𝐸𝑎,𝑖
𝑅𝑇

) ∏ 𝐶𝑗

𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠

𝑗

(4.2) 

Where 𝑛𝑥  is the number of sites of type TX, and 𝑛1 is the number of basis sites T1 present in the system. 

Next, the set of ordinary differential equations to cover all surface species coverages and gas-phase species 

is constructed, using T1 sites as a consistent basis for integration: 

𝑑𝐶𝑗

𝑑𝑛1
=∑𝜈𝑖,𝑗𝑟𝑖

𝑖

(4.3) 

Where 𝜈𝑖,𝑗  is the stoichiometric number for species 𝑗 in elementary reaction step 𝑖. Combining this ordinary 

differential equation set with a surface species balance and the plug flow reactor design equation allows the 

microkinetic model to reflect experimental conditions. The rate of dimethyl ether (DME) formation was 

evaluated at the outlet of the reactor, where differential conversion (<0.1%) was confirmed to match with 

experimental data. Surface coverages and reaction fluxes were also evaluated at the reactor outlet. To match 

with the experimental reactor, simulations were run with a total of 1019 active sites at a temperature of 415 

K with methanol pressure varied from 0.1 to 41.13 kPa at an inlet flowrate of 0.615 mol/s. Uncertainty 

within DFT calculations was accounted for by tuning activation energies within the bounds of ±6 kJ/mol 

and pre-exponential factors within the bounds of ±1 order of magnitude. 
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4.4. Results and Discussion 

4.4.1. Reaction Mechanism 

 The reaction mechanism for methanol dehydration within MFI was proposed to be equivalent to 

that of methanol dehydration within chabazite,20 reproduced here as Scheme 4.1: 

Scheme 4.1. Modeled Mechanism for Methanol Dehydration on MFI20 

 

 The reaction mechanism begins with a single methanol molecule adsorbing. There are two options 

for the adsorbed methanol monomer – it can either undergo elimination to form a bound methoxy species, 

or another methanol molecule can adsorb to form a coordinated methanol dimer. Should elimination occur, 

the mechanism progresses through water desorption, the adsorption of a second methanol molecule, and 

the direct formation of dimethyl ether from the bound methoxy species interacting with the adsorbed 
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methanol molecule, ending in desorption of the bound dimethyl ether species. Alternatively, should a 

methanol dimer form on the site, then additional methanol molecules can adsorb to form trimers, tetramers, 

and pentamer species. Methanol dimers, trimers, and tetramers all have individual pathways to form bound 

dimethyl ether and water while leaving behind a representative amount of methanol species, whereas 

methanol pentamers are considered to be inhibiting species. 

4.4.2. Microkinetic Modeling 

 The microkinetic model was parameterized using potential energy landscapes evaluated for all 

twelve unique T-sites within orthorhombic MFI. DFT data was collected for the formation of methanol 

clusters, the desorption of dimethyl ether, the desorption of water from an otherwise unoccupied site, the 

desorption of methanol from an otherwise unoccupied site, and the forward reaction of methanol clusters 

through tetramers forming bound dimethyl ether.  

 For reactions with DFT data unavailable, the overall enthalpy of reaction was set to match that of 

the overall reaction of methanol dehydration for thermodynamic consistency. Then, for the dimer and trimer 

cases, values for the enthalpy of unoccupied desorption of methanol and water were scaled by a factor of 

0.55, whereas the entropy values were scaled by a factor of 0.95. For the more crowded tetramer case, 

enthalpies were scaled by a factor of 0.45 and entropies were scaled by a factor of 0.9025. As data for the 

sequential pathway was unavailable, values from the chabazite case were used.20 

 Rate coefficients were assumed to be of Arrhenius form, with an explicit pre-exponential factor 

and activation energy for each elementary step over each T-site evaluated individually. Adsorption events 

were assumed to be unactivated, and the activation energy of desorption events was taken as the enthalpy 

of adsorption. This led to the parameter set shown in Table S.1. 

As described in Section 4.3., these values were adjusted using the experimental data as objective 

points within the bounds of ±6 kJ/mol for activation energies, disallowing negative activation energies, and 
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±1 order of magnitude for pre-exponential factors. Specifically, the pre-exponential factors of dimer, trimer, 

and tetramer formation were increased by 1 order of magnitude, the activation energies of their reverse 

reactions were increased by 6 kJ/mol, the pre-exponential factors of their reverse reactions were reduced to 

one quarter of their untuned values, and the pre-exponential factor of reverse pentamer formation was 

increased by 1 order of magnitude. These adjusted parameters are shown in Table B2 of the Appendix. 

Despite the experimental techniques applied to attempt to fully resolve the distribution of T-sites 

within MFI, as described in the Introduction, the distribution of T-sites remains an unknown value.139 

Assuming an equal distribution of all T-sites leads to the microkinetic modeling output shown in Figure 

4.1. 

 

Figure 4.1: Microkinetic model output (orange ▲) of DME formation rates versus methanol partial 

pressure assuming a uniform distribution of T-sites, plotted against experimental data (blue ⬤). 
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Alternatively, a Boltzmann distribution of sites can be assumed by using the following equation: 

𝑛𝑥
∑ 𝑛𝑖
12
𝑖=1

≈
exp (−

𝐸𝑥
𝑅𝑇
)

∑ exp (−
𝐸𝑖
𝑅𝑇
)12

𝑖=1

(4.4) 

Where 𝑇is the average temperature of synthesis conditions, assumed as 473 K, and 𝐸𝑥 is a relevant 

formation energy for a site of type TX, taken here to be the relative aluminum exchange energies with a 

relative permittivity of 80.139 This results in the site distribution shown in Table 4.1. 

 

Table 4.1: Relative Boltzmann T-site Distribution 

Site Relative Al Exchange Energies (kJ/mol)
a,139

 Fraction within Distribution 

T1 16 1.36·10-2 

T2 13 2.92·10-2 

T3 11 4.85·10-2 

T4 18 8.18·10-3 

T5 22 2.96·10-3 

T6 28 6.43·10-4 

T7 23 2.29·10-3 

T8 14 2.26·10-2 

T9 19 6.34·10-3 

T10 18 8.18·10-3 

T11 10 6.25·10-2 

T12 0 7.95·10-1 

aEnergies evaluated at a relative permittivity of 80 with VASPsol.139 
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 Using this distribution of T-sites rather than a uniform distribution results in the microkinetic 

modeling output shown in Figure 4.2, displaying excellent agreement across all pressure ranges. 

 

Figure 4.2: Microkinetic model output (orange ▲) of DME formation rates versus methanol partial 

pressure assuming a Boltzmann distribution of T-sites based on relative aluminum exchange energies, 

plotted against experimental data (blue ⬤). 

4.4.3. Reaction Flux Analysis 

 Reaction fluxes for each pressure condition were evaluated by taking a snapshot at the simulated 

reactor outlet. The fractional contribution of each T-site to DME production, evaluated through overall 

DME desorption, is shown in Figure 3.3. 
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Figure 4.3: Linear and log-scale plots of the fractional contribution of each T-site to overall DME 

production. 
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 As can be seen, T12 is the dominant factor of DME production at all relevant pressures with the 

Boltzmann site distribution. To deconvolute the effect of site weighting from fractional contribution to 

DME production, net fluxes normalized by site weightings are shown in Figure 4.4. 

 

 

Figure 4.4: Linear and log-scale plots of the fractional contribution of each T-site to overall DME 

production, normalized by the weighting of each T-site in the relative Boltzmann distribution. 
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 Interestingly, despite T12 dominating DME production for the modeled site distribution, T7 is seen 

to have the highest normalized fractional contribution to DME production. In order, the contributions of 

sites T7, T12, T4, and T6 are significantly higher than those of other T-sites within orthorhombic MFI for 

methanol dehydration to DME. The fractional net flux through each of the dimer, trimer, and tetramer 

pathways of T12 are shown in Figure 4.5 to further investigate the major pathways. The sequential pathway 

through the elimination of a methanol monomer into a bound methoxy species was not seen to carry any 

significant flux for any of the T-sites at the modeled pressure conditions, in contrast to the case of methanol 

dehydration on chabazite.20 
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Figure 4.5: Linear and log-scale plots of the fractional net flux through the dimer, trimer, and tetramer 

pathways of T12. 

In sharp contrast to the case of methanol dehydration on chabazite,20 there is a lack of inhibition in 

the tetramer regime. In fact, the tetramer pathway dominates all pressure conditions evaluated, increasing 
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in dominance as pressure rises. There is the possibility that if pentamers were mechanistically allowed to 

carry flux rather than being considered inhibiting species, the T-site distribution would not require as much 

weighting towards T12 and the assumption of a Boltzmann distribution of sites could be relaxed. 

The strength of the tetramer pathway seen over T12 gives insight into the reason for the normalized 

dominance of T7, T12, T4, and T6 – these sites have significantly lower activation barriers for the transition 

state of the tetramer route compared to the other T-sites. For the cases of T7, T12, and T6, this could be due 

to their positions at channel intersections, allowing for the stabilization of larger intermediates due to the 

void space around these T-sites. T4 is not accessible from a channel intersection, though it shares a ring 

with T12 and T7. The activation barriers are plotted in Figure 4.6, in order of highest normalized 

contribution to DME production at the highest pressure condition. The activation energies for T7, T12, T4, 

and T6 are between 120 and 125 kJ/mol, in contrast to the other sites with barriers between 130 and 145 

kJ/mol. T6 is seen to have a lower activation barrier than either T12 or T4; the reason it lags behind the 

other three will be explained with surface speciation analysis. Full reaction coordinates for the dimer, 

trimer, and tetramer pathways over each T-site are presented in Figures B1, B2, and B3 of the appendix. 

 

Figure 4.6: Activation energy for the tetramer pathway, plotted in order of the highest normalized 

contribution to DME production at the highest pressure condition modeled. 
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4.4.4. Surface Speciation Analysis 

 A comparison of the major surface species between all 12 T-sites is shown in Figure 4.7. The 

methanol dimer is only a relevant species on less than half of the T-sites, namely T4, T6, T8, T10, and T11, 

and only at the lowest pressure conditions considered. Inhibiting pentamers are only seen in meaningful 

quantity at high pressures on T7 and especially T6, explaining the decreasing trend of DME production 

with pressure on T6 sites despite the low activation barrier for the tetramer pathway over T6. In general, 

tetramers dominate the medium and high-pressure conditions on every T-site. There is a notable exception 

– namely, T12 displays a balance between methanol trimers and tetramers at 2.44 kPa, despite lacking 

significant trimer flux, and does not see the near 100% coverage of tetramers at 41.13 kPa seen on other T-

sites. This weaker preference towards tetramer formation explains the different behavior for DME 

formation rate versus pressure seen for T12 in Figure 4.4 when compared to the other T-sites of MFI. 

  



109 

 

 

Figure 4.7: The surface coverage of major species for all T-sites evaluated at different methanol partial 

pressures. Red, left bar: 0.1 kPa. Green, middle bar: 2.44 kPa. Blue, right bar: 41.13 kPa. 

4.4.5. Degree of Rate Control Analysis 

 Degree of rate control analysis76 was applied to the formation of DME to understand to what degree 

every reaction on every T-site controls the production of DME at each pressure. The following equation 

was used: 

𝑋𝑖 =
𝑘𝑖
𝑟
(
𝜕𝑟

𝜕𝑘𝑖
)
𝑘𝑗≠𝑖,𝐾𝑖

= (
𝜕 ln(𝑟)

𝜕 ln(𝑘𝑖)
)
𝑘𝑗≠𝑖,𝐾𝑖

=

(

 
 𝜕 ln(𝑟)

𝜕 (
−Δ𝐺𝑖

𝑇𝑆

𝑅𝑇 )
)

 
 

𝑘𝑗≠𝑖,𝐾𝑖

(4.5) 

Where 𝑋𝑖 is the sensitivity coefficient of elementary step 𝑖, 𝑘𝑖 is the rate constant of that elementary step, 

𝑟 is the net rate of formation of the product of interest, taken here to be DME, 𝐾𝑖 is the equilibrium constant 
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for reversible elementary steps, and Δ𝐺𝑖
𝑇𝑆 is the Gibbs free energy of activation of the transition state of 

reaction 𝑖. The results of this analysis are shown in Figure 4.8. 

 

Figure 4.8: Parameters that displayed significant degree of rate control for the formation of DME evaluated 

at different methanol partial pressures. Red, left bar: 0.1 kPa. Green, middle bar: 2.44 kPa. Blue, right bar: 

41.13 kPa. 

As expected, the most controlling step for DME formation for every pressure regime considered is the 

formation of bound DME from the methanol tetramer on T12. This control increases with pressure, with 

trimer and tetramer DME formation displaying relevance at low pressure conditions for T3, T4, and T7, 

and dimer DME formation additionally displaying relevance on T4, matching with its unusually high 

speciation at these conditions on T4. T4 and T7 display control over DME formation despite their low 

weighting in the site distribution, aligning with their relevance identified in flux analysis. 



111 

 

4.5. Conclusions 

 A DFT-parameterized microkinetic model of methanol dehydration to DME over all 12 

independent T-sites in the orthorhombic form of MFI is presented. Using flux analysis, surface speciation 

analysis, and degree of rate control analysis, the primary drivers of DME production are identified to be 

through methanol tetramers, with T-sites that have lower activation barriers for the tetramer pathway 

generally providing higher weight-normalized contribution to DME flux. In particular, T4, T6, T7, and T12 

were seen to be the dominant T-sites for the promotion of methanol dehydration. Future work may relax 

the site distribution assumptions present in this model by modeling potential mechanistic pathways through 

methanol pentamers, hexamers, and so on. The technique presented in this work expands the framework 

developed for evaluating paired sites within zeolites to now capture location effects as well, encompassing 

the two major factors for predictively modeling the impact of industrially relevant catalytic properties on 

the process scale from atomic scale knowledge, providing a holistic platform to enable the rational design 

of next-generation catalytic materials.  
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Chapter 5: Conclusions and Recommendations for Future Research 

5.1. Summary 

 This dissertation presents a modeling framework to evaluate chemistry core to fuel conversion, 

both thermally and in complex catalytic systems. In Chapter 2, a DFT-parameterized microkinetic model 

was developed to capture the effects of acid side proximity in chabazite on methanol dehydration rates. 

Flux analysis and surface speciation analysis were used to identify two primary drivers of methanol 

dehydration chemistry. At low pressures, the dominant driver was a sequential pathway through a bound 

methoxy intermediate. As pressure increased, methanol trimer clusters were seen to be the critical 

intermediate, most strongly promoted by a next-nearest neighbor paired acid site configuration.  

 Chapter 3 introduced a more complex reaction network, focusing on the thermal oligomerization 

of ethylene. A DFT-parameterized microkinetic model was developed for this system using a truncated 

reaction network in order to investigate both how the reaction system initiates and how odd-numbered 

carbon species are produced. The dominant initiation mode was identified through flux analysis to be the 

direct formation of a 1,4-butyl diradical by two ethylene molecules that undergoes hydrogen abstraction 

with ethylene to form a 1-butyl radical and a vinyl radical. As conversion increased, a switch in the primary 

initiation mode was seen, with an increase in the concentration of 1-butene causing significant formation 

of a resonance-stabilized butene diradical. Within the truncated reaction network modeled, the odd-

numbered carbon species were identified to arise from β-scission of C8 mid-radicals, which were formed 

via intramolecular hydrogen shift reactions. 

 Chapter 4 applied the microkinetic modeling scheme to a more complex zeolite topology than 

chabazite, looking again at methanol dehydration but with a focus on MFI, a zeolite structure containing 

12 crystallographically unique T-sites. Analysis of flux, surface speciation, and degree of rate control 

identified the primary drivers of methanol dehydration on MFI to be methanol tetramers, in contrast to the 

key intermediate of methanol trimers on CHA identified in Chapter 2. T-sites with lower activation barriers 
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for the tetramer pathway were seen to dominate contribution to DME flux, specifically T4, T6, T7, and 

T12. 

 Altogether, the work presented in this dissertation demonstrates a predictive microkinetic modeling 

technique applicable to complex catalysts, capturing effects of T-site pairing and location, with the 

capability to encapsulate complex reaction networks, such as the oligomerization of ethylene. This 

technique provides predictive detail capable of modeling industrially relevant catalytic effects from atomic 

scale energy information from density functional theory. 

5.2. Recommendations for Future Research 

The reaction mechanism presented in Chapter 3, Microkinetic Modeling of the Homogeneous 

Thermal Oligomerization of Ethylene to Liquid-Fuel Range Hydrocarbons, is truncated at C9 species, and 

only focuses on linear species. While this was motivated by the product distributions observed in the 

experimental data, the mismatch between the experimental yields and model results for C7 species indicates 

that future work should expand on this mechanism through the use of automated network generation, 

covering more possible radical species and expanding to higher molecular weights. In addition, with a fully 

reversible reaction network, more in-depth sensitivity analysis techniques can be utilized. In particular, the 

degree of rate control analysis approach applied in Chapter 2 and Chapter 4 could be applied to this system 

to potentially capture more precise sensitivity insights.  

For the work presented in Chapter 4, density functional theory calculations were only available for 

some of the reactions in the network, requiring the use of approximations to evaluate kinetic parameters for 

crowded desorption events and reverse reaction steps, and ultimately requiring an assumption of what T-

site distribution characterized the working catalyst. Density functional theory calculations should be 

performed to tighten the parameter set and allow for the site distribution assumption to be relaxed or 

investigated further if it proves necessary under a tighter parameter set. Additionally, as methanol tetramers 

were not seen to be inhibiting on MFI, the mechanism in the microkinetic model and requisite density 
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functional theory calculations should be expanded through methanol pentamers and potentially methanol 

hexamers based on the available void space within the channel intersections of MFI. 

Beyond mechanistic modifications to the work presented in this dissertation, the developed 

framework has shown value in independently evaluating acid site proximity effects in zeolites, acid site 

location effects in zeolites, and oligomerization chemistry. To achieve the end-goal of developing a highly 

selective catalyst for oligomerization of molecules derived from natural gas, these independent effects 

should be combined to create a model of ethylene and/or propylene oligomerization within a zeolite in the 

presence of both acid site proximity and acid site location effects. Before engaging in this endeavor, one 

potential direct next project would be evaluating the simple test case of methanol dehydration in a system 

with both pairing and location effects, namely by investigating pairing effects within MFI, to address any 

issues around the large number of potential T-site pair permutations possible in the system. 
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Appendices 

Appendix A: Supporting Information for Quantifying Effects of Active Site 

Proximity on Rates of Methanol Dehydration to Dimethyl Ether over CHA 

Zeolites through Microkinetic Modeling 

Section A.1. Microkinetic Model Parameter Inputs and Simulation Outputs 

 
Table A1: DFT-evaluated parameters for isolated sites, next-nearest neighbor (NNN) paired acid sites, and next-

next-nearest neighbor (NNNN) paired acid sites in the 6-MR of CHA. Rate constants are presented evaluated at a 

temperature of 415 K. [a] Pre-exponential factors and rate constants for parameters with this note are in units of s-1. 

[b] Pre-exponential factors and rate constants for parameters with this note are in units of Pa s-1. 

Parameter 
Aiso  

(s-1/Pa s-1) 

Ea,iso 

(kJ/mol) 

kiso(T) 

(s-1/Pa s-1) 

Apair,NNN  

(s-1/Pa s-1) 

Ea,pair,NNN 

(kJ/mol) 

kpair,NNN(T) 

(s-1/Pa s-1) 

Apair,NNNN  

(s-1/Pa s-1) 

Ea,pair,NNNN 

(kJ/mol) 

kpair,NNNN(T) 

(s-1/Pa s-1) 

kmon
b 3.92 ⋅ 102 0 3.92 ⋅ 102 4.50 ⋅ 102 0 4.50 ⋅ 102 3.99 ⋅ 102 0 3.99 ⋅ 102 

k-mon
a 3.13 ⋅ 1016 121.2 1.75 ⋅ 101 2.85 ⋅ 1016 115.4 8.49 ⋅ 101 3.09 ⋅ 1016 119.2 3.08 ⋅ 101 

kdim
b 6.38 ⋅ 102 0 6.38 ⋅ 102 3.61 ⋅ 102 0 3.61 ⋅ 102 1.12 ⋅ 103 0.0 1.12 ⋅ 103 

k-dim
a 2.26 ⋅ 1016 81.4 1.28 ⋅ 106 3.30 ⋅ 1016 80.1 2.71 ⋅ 106 1.55 ⋅ 1016 91.2 5.17 ⋅ 104 

kconc,dim
a 8.64 ⋅ 1012 137.0 4.99 ⋅ 10-5 8.64 ⋅ 1012 127.0 9.01 ⋅ 10-4 8.64 ⋅ 1012 134.6 9.95 ⋅ 10-5 

k-conc,dim
a 8.64 ⋅ 1012 113.5 4.51 ⋅ 10-2 8.64 ⋅ 1012 140.4 1.83 ⋅ 10-5 8.64 ⋅ 1012 130.0 3.72 ⋅ 10-4 

kh2o,des,dim
a 2.38 ⋅ 1015 30.6 3.32 ⋅ 1011 5.21 ⋅ 1015 66.0 2.59 ⋅ 107 8.28 ⋅ 1015 70.0 1.28 ⋅ 107 

k-h2o,des,dim
b 1.87 ⋅ 104 0 1.87 ⋅ 104 5.77 ⋅ 103 0 5.77 ⋅ 103 2.88 ⋅ 103 0 2.88 ⋅ 103 

kdme,des
a 1.80 ⋅ 1016 112.3 1.32 ⋅ 102 1.58 ⋅ 1016 110.0 2.26 ⋅ 102 2.48 ⋅ 1016 116.5 5.38 ⋅ 101 

k-dme,des
b 8.95 ⋅ 102 0 8.95 ⋅ 102 1.09 ⋅ 103 0 1.09 ⋅ 103 5.54 ⋅ 102 0 5.54 ⋅ 102 

kelim
a 8.64 ⋅ 1012 129.5 4.28 ⋅ 10-4 8.64 ⋅ 1012 128.8 5.30 ⋅ 10-4 8.64 ⋅ 1012 131.8 2.22 ⋅ 10-4 

k-elim
a 8.64 ⋅ 1012 76.8 1.84 ⋅ 103 8.64 ⋅ 1012 100.5 1.93 ⋅ 100 8.64 ⋅ 1012 84.0 2.34 ⋅ 102 

kh2o,des
a 7.26 ⋅ 1014 28.3 1.97 ⋅ 1011 7.93 ⋅ 1015 64.7 5.74 ⋅ 107 8.82 ⋅ 1015 49.2 5.65 ⋅ 109 

k-h2o,des
b 1.11 ⋅ 105 0 1.11 ⋅ 105 3.07 ⋅ 103 0 3.07 ⋅ 103 2.62 ⋅ 103 0 2.62 ⋅ 103 

kmeoh,ads
b 1.20 ⋅ 104 0 1.20 ⋅ 104 4.72 ⋅ 102 0 4.72 ⋅ 102 4.13 ⋅ 102 0 4.13 ⋅ 102 

k-meoh,ads
a 3.19 ⋅ 1015 41.1 2.13 ⋅ 1010 2.76 ⋅ 1016 82.7 1.08 ⋅ 106 3.02 ⋅ 1016 70.5 4.08 ⋅ 107 

kseq
a 8.64 ⋅ 1012 77.5 1.52 ⋅ 103 8.64 ⋅ 1012 94.9 9.78 ⋅ 100 8.64 ⋅ 1012 76.6 1.96 ⋅ 103 

k-seq
a 8.64 ⋅ 1012 138.1 3.59 ⋅ 10-5 8.64 ⋅ 1012 127.7 7.37 ⋅ 10-4 8.64 ⋅ 1012 125.0 1.58 ⋅ 10-3 

ktrim
b 1.37 ⋅ 103 0 1.37 ⋅ 103 1.66 ⋅ 103 0 1.66 ⋅ 103 5.89 ⋅ 102 0 5.89 ⋅ 102 

k-trim
a 1.18 ⋅ 1016 75.0 4.27 ⋅ 106 1.20 ⋅ 1016 74.5 4.97 ⋅ 106 2.38 ⋅ 1016 89.2 1.42 ⋅ 105 

kconc,trim
a 8.64 ⋅ 1012 120.5 5.38 ⋅ 10-3 8.64 ⋅ 1012 111.0 9.22 ⋅ 10-2 8.64 ⋅ 1012 140.9 1.59 ⋅ 10-5 

k-conc,trim
a 8.64 ⋅ 1012 76.8 1.87 ⋅ 103 8.64 ⋅ 1012 99.2 2.81 ⋅ 100 8.64 ⋅ 1012 110.6 1.04 ⋅ 10-1 

kh2o,des,trim
a 4.49 ⋅ 1015 12.7 1.12 ⋅ 1014 8.59 ⋅ 1015 40.8 6.35 ⋅ 1010 8.59 ⋅ 1015 40.8 6.35 ⋅ 1010 

k-h2o,des,trim
b 7.21 ⋅ 103 0 7.21 ⋅ 103 2.72 ⋅ 103 0 2.72 ⋅ 103 2.72 ⋅ 103 0 2.72 ⋅ 103 

kmeoh,des,trim
a 1.34 ⋅ 1016 78.6 1.72 ⋅ 106 1.34 ⋅ 1016 78.6 1.72 ⋅ 106 1.59 ⋅ 1016 78.6 2.03 ⋅ 106 



126 

 

k-meoh,des,trim
b 1.39 ⋅ 103 0 1.39 ⋅ 103 1.39 ⋅ 103 0 1.39 ⋅ 103 1.08 ⋅ 103 0 1.08 ⋅ 103 

ktet
b 1.22 ⋅ 103 0 1.22 ⋅ 103 5.72 ⋅ 102 0 5.72 ⋅ 102 4.87 ⋅ 102 0 4.87 ⋅ 102 

k-tet
a 1.47 ⋅ 1016 71.0 1.70 ⋅ 107 2.43 ⋅ 1016 60 6.81 ⋅ 108 2.70 ⋅ 1016 60.2 7.21 ⋅ 108 

kconc,tet
a 8.64 ⋅ 1012 146.0 3.68 ⋅ 10-6 8.64 ⋅ 1012 131.5 2.46 ⋅ 10-4 8.64 ⋅ 1012 122.8 3.00 ⋅ 10-3 

k-conc,tet
a 8.64 ⋅ 1012 78.5 1.14 ⋅ 103 8.64 ⋅ 1012 100.9 1.72 ⋅ 100 8.64 ⋅ 1012 77.3 1.61 ⋅ 103 

kh2o,des,tet
a 7.56 ⋅ 1015 27.9 2.30 ⋅ 1012 1.45 ⋅ 1016 56.0 1.31 ⋅ 109 1.45 ⋅ 1016 56.0 1.31 ⋅ 109 

k-h2o,des,tet
b 3.30 ⋅ 103 0 3.30 ⋅ 103 1.24 ⋅ 103 0 1.24 ⋅ 103 1.24 ⋅ 103 0 1.24 ⋅ 103 

kmeoh,des,tet
a 1.37 ⋅ 1016 35.8 4.23 ⋅ 1011 1.37 ⋅ 1016 35.8 4.23 ⋅ 1011 1.37 ⋅ 1016 35.8 4.23 ⋅ 1011 

k-meoh,des,tet
b 1.36 ⋅ 103 0 1.36 ⋅ 103 1.36 ⋅ 103 0 1.36 ⋅ 103 1.36 ⋅ 103 0 1.36 ⋅ 103 

kpent
b 1.05 ⋅ 103 0 1.05 ⋅ 103 5.72 ⋅ 102 0 5.72 ⋅ 102 4.87 ⋅ 102 0.0 4.87 ⋅ 102 

k-pent
a 1.62 ⋅ 1016 71.0 1.87 ⋅ 107 2.43 ⋅ 1016 60.0 6.81 ⋅ 108 2.70 ⋅ 1016 60.2 7.21 ⋅ 108 

 

 

 

Figure A1: Comparison of model output and experimental values for the full range of MeOH partial pressures for 

untuned NNN DFT values, assuming a distribution of 7.4% NNN sites and 92.6% inactive NNNN sites, for 0% total 

paired acid sites (red, ●), 18% paired acid sites (green, ♦), 30% paired acid sites (blue, ▲), and 44% paired acid sites 
(pink, ■). Markers with error bars are the experimental data from Di Iorio, et al. 31 adjusted as described in Section 

S.2. The crosses identify the output of individual microkinetic model runs at the given paired acid site percentages at 

methanol partial pressures matching each experimental data point. The dashed lines connecting microkinetic model 

outputs are presented to guide the eye. 
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Figure A2: Comparison of model output and experimental values for the full range of MeOH partial pressures for 

untuned NNN DFT values, assuming a distribution of 100% NNN sites, for 0% total paired acid sites (red, ●), 18% 

paired acid sites (green, ♦), 30% paired acid sites (blue, ▲), and 44% paired acid sites (pink, ■). Markers with error 

bars are the experimental data from Di Iorio, et al. 31 adjusted as described in Section S.2. The crosses identify the 
output of individual microkinetic model runs at the given paired acid site percentages at methanol partial pressures 

matching each experimental data point. The dashed lines connecting microkinetic model outputs are presented to 

guide the eye. 
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Figure A3: Comparison of model output and experimental values for the full range of MeOH partial pressures for 

untuned NNNN DFT values, assuming a distribution of 100% NNNN sites, for 0% total paired acid sites (red, ●), 

18% paired acid sites (green, ♦), 30% paired acid sites (blue, ▲), and 44% paired acid sites (pink, ■). Markers with 

error bars are the experimental data from Di Iorio, et al. 31 adjusted as described in Section S.2. The crosses identify 

the output of individual microkinetic model runs at the given paired acid site percentages at methanol partial 

pressures matching each experimental data point. The dashed lines connecting microkinetic model outputs are 

presented to guide the eye. 
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Figure A4: Comparison of model output and experimental values for the full range of MeOH partial pressures for 

maximally tuned NNNN DFT values, assuming a distribution of 100% NNNN sites, for 0% total paired acid sites 

(red, ●), 18% paired acid sites (green, ♦), 30% paired acid sites (blue, ▲), and 44% paired acid sites (pink, ■). 
Markers with error bars are the experimental data from Di Iorio, et al. 31 adjusted as described in Section S.2. The 

crosses identify the output of individual microkinetic model runs at the given paired acid site percentages at 

methanol partial pressures matching each experimental data point. The dashed lines connecting microkinetic model 

outputs are presented to guide the eye. 
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Table A2: DRC Sensitivity Coefficients for 0% paired acid site percentage. Values that round to 0.00 are red or dark 

orange depending on their original value, transitioning to yellow from 0.01 to 0.15, and eventually becoming green 

for values up to 1.00.  

MeOH Partial 
Pressure (kPa) iso,conc,dim iso,elim iso,seq iso,conc,trim 

0.04 0.00 0.96 0.01 0.02 

0.1 0.00 0.87 0.01 0.12 

0.25 0.01 0.53 0.00 0.46 

0.5 0.01 0.22 0.00 0.77 

1 0.00 0.07 0.00 0.93 

1.5 0.00 0.03 0.00 0.97 

2.5 0.00 0.01 0.00 0.99 

4 0.00 0.00 0.00 0.99 

6 0.00 0.00 0.00 1.00 

10 0.00 0.00 0.00 1.00 

15 0.00 0.00 0.00 1.00 

25 0.00 0.00 0.00 1.00 

50 0.00 0.00 0.00 1.00 

 

Table A3: DRC Sensitivity Coefficients for 18% paired acid site percentage. 

MeOH Partial 
Pressure (kPa) iso,elim iso,seq iso,conc,trim pair,dme,des pair,elim pair,conc,trim 

0.04 0.86 0.01 0.02 0.00 0.09 0.01 

0.1 0.76 0.00 0.11 0.00 0.08 0.04 

0.25 0.42 0.00 0.37 0.00 0.05 0.14 

0.5 0.16 0.00 0.56 0.00 0.02 0.25 

1 0.04 0.00 0.57 0.00 0.01 0.37 

1.5 0.02 0.00 0.54 0.00 0.00 0.44 

2.5 0.01 0.00 0.49 0.00 0.00 0.50 

4 0.00 0.00 0.47 0.00 0.00 0.53 

6 0.00 0.00 0.45 0.00 0.00 0.54 

10 0.00 0.00 0.44 0.01 0.00 0.56 

15 0.00 0.00 0.42 0.01 0.00 0.57 

25 0.00 0.00 0.40 0.01 0.00 0.58 

50 0.00 0.00 0.37 0.02 0.00 0.61 
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Table A4: DRC Sensitivity Coefficients for 30% paired acid site percentage. 

MeOH Partial 
Pressure (kPa) iso,elim iso,seq iso,conc,trim pair,dme,des pair,elim pair,conc,trim 

0.04 0.79 0.01 0.02 0.00 0.16 0.01 

0.1 0.68 0.00 0.10 0.00 0.15 0.06 

0.25 0.36 0.00 0.31 0.00 0.09 0.23 

0.5 0.12 0.00 0.44 0.00 0.04 0.39 

1 0.03 0.00 0.42 0.00 0.01 0.53 

1.5 0.01 0.00 0.38 0.00 0.01 0.60 

2.5 0.00 0.00 0.34 0.00 0.00 0.66 

4 0.00 0.00 0.31 0.00 0.00 0.68 

6 0.00 0.00 0.30 0.00 0.00 0.70 

10 0.00 0.00 0.28 0.01 0.00 0.71 

15 0.00 0.00 0.27 0.01 0.00 0.72 

25 0.00 0.00 0.26 0.02 0.00 0.73 

50 0.00 0.00 0.23 0.03 0.00 0.74 

 

Table A5: DRC Sensitivity Coefficients for 44% paired acid site percentage. 

MeOH Partial 
Pressure (kPa) iso,elim iso,seq iso,conc,trim pair,dme,des pair,elim pair,conc,trim 

0.04 0.69 0.01 0.02 0.00 0.26 0.02 

0.1 0.58 0.00 0.08 0.00 0.23 0.10 

0.25 0.28 0.00 0.25 0.00 0.12 0.33 

0.5 0.09 0.00 0.32 0.00 0.05 0.53 

1 0.02 0.00 0.29 0.00 0.02 0.67 

1.5 0.01 0.00 0.25 0.00 0.01 0.73 

2.5 0.00 0.00 0.22 0.00 0.00 0.77 

4 0.00 0.00 0.20 0.00 0.00 0.80 

6 0.00 0.00 0.19 0.01 0.00 0.81 

10 0.00 0.00 0.18 0.01 0.00 0.81 

15 0.00 0.00 0.17 0.01 0.00 0.82 

25 0.00 0.00 0.16 0.02 0.00 0.82 

50 0.00 0.00 0.14 0.03 0.00 0.83 
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Section A.2. Benchmarking Methanol Dehydration Turnover Rates and Kinetic Parameters 

using Commercial MFI Samples 

 
Methanol dehydration turnover rates (per H+) on two commercially sourced MFI samples 

(MFI(43,C) (CBV8014, Si/Al = 43, Zeolyst) and MFI(31,C) (CBV3024E, Si/Al = 31, Zeolyst) were 

previously measured at 433 K31 and compared these values with turnover rates reported by Jones et al. at 

433 K138 in order to benchmark rate measurements. In a prior report31,  it was observed that dimethyl ether 

(DME) formation rates (per H+) at 433 K were ~4x higher than those reported by Jones et al.138, and these 

rates were calculated based on absolute response factors in the flame ionization detector (FID) in the gas 

chromatograph (GC) determined from direct injections of methane, methanol and DME standards into the 

heated GC inlet31 (Table A6; “Prior work”). The FID was recently re-calibrated using methanol and DME 

response factors (relative to methane) determined by co-feeding methane along with methanol and DME 

standards at various concentrations via heated transfer lines into the GC sample valve (Table A6; “This 

work”), which resulted in relative RF values similar to those documented in the literature based on effective 

carbon number predictions (Table A6, “Literature”) 140, 141.  

 
Table A6: Response factors (RF)a of DME and methanol (relative to methane) in the FID. 

 

 Prior workb This work Literature140 Literature141 

Dimethyl ether 0.88 1.20 13 - 

Methanol 2.49 0.95 0.53 0.5, 0.754 
aRF = (area / mole fraction)component / (area / mole fraction)methane

 

bResponse factor used in 31, 40, 142, 143. 
3Response factor calculated based on the contribution of different functional groups to the effective carbon 

number (ECN) of a compound reported in Table I of 140.  
4Response factor listed in Appendix A of 141. There are two response factors for methanol listed in this 

literature report. 

 

With these new relative response factors, DME formation rates (per H+)  were re-measured at 433 

K and 0–20 kPa CH3OH on MFI(43,C) to be within ~1.8x of the rates measured at 433 K on MFI(43,C) by 
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Jones et al.144 (Fig. A5). Rate data were measured between 393–456 K and fitted to a Langmuirian rate 

expression derived from the associative mechanism (Eq. A.1)68 to estimate first-order and zero-order (in 

CH3OH pressure) rate constants as a function of temperature.  

 
𝑟𝐷𝑀𝐸
[𝐿]

=
𝑘𝑓𝑖𝑟𝑠𝑡𝑃𝐶𝐻3𝑂𝐻

1+
𝑘𝑓𝑖𝑟𝑠𝑡

𝑘𝑧𝑒𝑟𝑜
𝑃𝐶𝐻3𝑂𝐻

 (A.1) 

The Eyring equation was then used to estimate apparent activation enthalpies and entropies (Fig. A6), which 

are listed in Table S7 along with values reported by Di Iorio et al.31 and Jones et al.144 (Table A7). Activation 

enthalpies were identical, within experimental error, across all three reports. The differences in FID 

response factors between this work and Di Iorio et al.31 led to more negative activation entropies estimated 

in this work (Table A7), and to activation Gibbs free energies that were within error of the values reported 

by Jones et al.68. These data indicate that methanol dehydration rates (433 K, per H+) measured with the 

new FID response factors were adequately benchmarked to this prior literature report.68 Thus, from re-

analysis of the previous data and repeated measurements of these data, the experimental methanol 

dehydration rate and rate constant values reported in prior work31, 40, 142, 143 should be divided by a factor of 

3.6x before comparing to predictions of rates and rate constants from theoretical models.  

 
Figure A5: Methanol dehydration rates (per H+) on MFI(43,C) measured at 433 K (black,  ■) and rates reported by 

Jones et al. 144 (red, ●). Solid lines are regressions of the data to Eq. (A.1). 
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Figure A6: First-order (closed) and zero-order (open) methanol dehydration rate constants (per H+) on MFI(43,C) 

measured as a function of temperature (393–456 K). Solid lines are regressions of the data to the Eyring equation. 

 
 

 

 
Table A7: Activation parameters for first-order and zero-order kinetic regimes, with apparent Gibbs free energies at 

433 K on MFI(43,C) measured in prior work31, this work, and reported by Jones et al.144. 
 

 Di Iorio et al.31 This work Jones et al.144 

∆Hfirst (kJ mol-1) 48 ± 5 46 ± 7 42 ±2 

∆Hzero (kJ mol-1) 93 ± 5 87 ± 14 90 ±2 

∆Sfirst (J mol-1 K-1) -149 ± 8 -195 ± 33 -160 ±10 

∆Szero (J mol-1 K-1) -58 ± 7 -84 ± 16 -75 ±2 

∆Gfirst (kJ mol-1) 112 ± 10 130 ± 16 111 ±9 

∆Gzero (kJ mol-1) 119 ± 10 123 ± 15 123 ±3 
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Section A.3. Statistical Mechanics Formulas Used to Calculate H, G, and S values 

Enthalpies (H), Gibb’s free energies (G), and entropies (S) are computed from DFT-

derived vibrational frequencies using statistical mechanics as a sum of their constitutive 

vibrational, translational, and rotational parts with the corresponding zero-point vibrational 

energy (ZPVE) and electronic energy at 415 K: 

 𝐻 = 𝐸0 + 𝑍𝑃𝑉𝐸 + 𝐻𝑣𝑖𝑏 +𝐻𝑡𝑟𝑎𝑛𝑠 +𝐻𝑟𝑜𝑡 (A.2)  

 𝐺 = 𝐸0 + 𝑍𝑃𝑉𝐸 + 𝐺𝑣𝑖𝑏 + 𝐺𝑡𝑟𝑎𝑛𝑠 + 𝐺𝑟𝑜𝑡  (A.3)  

Only adsorbates, protons, and AlO4 tetrahedra were permitted to move during frequency calculations in 

zeolites and all motions of adsorbates were modeled as vibrations (i.e., translations and rotations were 

considered frustrated). The vibrational components—ZPVE, Hvib, and Gvib—were calculated as 

 𝑍𝑃𝑉𝐸 = ∑ (
1

2
ℎ𝜈𝑖)𝑖  (A.4)  

 𝐻𝑣𝑖𝑏 = ∑
ℎ𝜈𝑖𝑒

−
ℎ𝜈𝑖
𝑘𝑇

1−𝑒
−
ℎ𝜈𝑖
𝑘𝑡

𝑖  (A.5)  

 𝐺𝑣𝑖𝑏 = ∑ (−𝑘𝑇ln (
1

1−𝑒
−
ℎ𝜈𝑖
𝑘𝑇

))𝑖  (A.6) 

Translational and rotational components were calculated for gas-phase species only, using similar 

formalisms: 

 𝐻𝑡𝑟𝑎𝑛𝑠 =
5

2
𝑘𝑇 (A.7)  

 𝐻𝑟𝑜𝑡,𝑙𝑖𝑛𝑒𝑎𝑟 = 𝑘𝑇 (A.8)  

 𝐻𝑟𝑜𝑡,𝑛𝑜𝑛𝑙𝑖𝑛𝑒𝑎𝑟 =
3

2
𝑘𝑇 (A.9)  

 𝐺𝑡𝑟𝑎𝑛𝑠 = −𝑘𝑇ln ((
2𝜋𝑚𝑘𝑇

ℎ2
)

3

2
𝑉) (A.10)  

 𝐺𝑟𝑜𝑡 = −𝑘𝑇ln (
𝜋
1
2

𝜎
(

𝑇3

𝜃𝑥𝜃𝑦𝜃𝑧
)

1

2
) (A.11)  
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 𝜃𝑖 =
ℎ2

8𝜋𝑘𝐼𝑖
 (A.12)  

where Ii is the moment of inertia about the i axis (where i = x, y, z) and σ is the symmetry number of the 

species.145 
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Section A.4. DFT-calculated Methanol Cluster Structures 

Table A8: The number of configurations tested for each respective cluster size on NNN and NNNN site pairs in this 

work. 

 

Cluster size 
Number of configurations 

NNN site-pair NNNN site-pair 

2 CH3OH  637 242 

3 CH3OH 443 242 

4 CH3OH 219 145 

5 CH3OH 328 286 

6 CH3OH 431 656 

7 CH3OH 398 1302 

8 CH3OH 483 1147 

9 CH3OH 482 1315 

10 CH3OH 486 378 

11 CH3OH 483 458 

12 CH3OH 642 435 
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Figure A7: The most stable structure on the NNN site pair shown down the c-axis (left) and b-axis (right) of the 

CHA unit cell with (a) one (θ = 0.5), (b) two (θ = 1.0), (c) three (θ = 1.5), and (d) four (θ = 2.0) total methanol 

molecules adsorbed. Differential binding enthalpies (ΔHdiff) and free energies (ΔGdiff) are shown in kJ mol−1 and 

differential binding entropies (ΔSdiff) are shown in J mol−1 K−1. 
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Figure A8: The most stable structure on the NNN site pair shown down the c-axis (left) and b-axis (right) of the 

CHA unit cell with (a) five (θ = 2.5), (b) six (θ = 3.0), (c) seven (θ = 3.5), and (d) eight (θ = 4.0) total methanol 

molecules adsorbed. Differential binding enthalpies (ΔHdiff) and free energies (ΔGdiff) are shown in kJ mol−1 and 

differential binding entropies (ΔSdiff) are shown in J mol−1 K−1. 
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Figure A9: The most stable structure on the NNN site pair shown down the c-axis (left) and b-axis (right) of the 

CHA unit cell with (a) nine (θ = 4.5), (b) ten (θ = 5.0), (c) eleven (θ = 5.5), and (d) twelve (θ = 6.0) total methanol 

molecules adsorbed. Differential binding enthalpies (ΔHdiff) and free energies (ΔGdiff) are shown in kJ mol−1 and 

differential binding entropies (ΔSdiff) are shown in J mol−1 K−1. 
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Figure A10: The most stable structure on the NNNN site pair shown down the c-axis (left) and b-axis (right) of the 

CHA unit cell with (a) one (θ = 0.5), (b) two (θ = 1.0), (c) three (θ = 1.5), and (d) four (θ = 2.0) total methanol 

molecules adsorbed. Differential binding enthalpies (ΔHdiff) and free energies (ΔGdiff) are shown in kJ mol−1 and 

differential binding entropies (ΔSdiff) are shown in J mol−1 K−1. 
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Figure A11: The most stable structure on the NNNN site pair shown down the c-axis (left) and b-axis (right) of the 

CHA unit cell with (a) five (θ = 2.5), (b) six (θ = 3.0), (c) seven (θ = 3.5), and (d) eight (θ = 4.0) total methanol 

molecules adsorbed. Differential binding enthalpies (ΔHdiff) and free energies (ΔGdiff) are shown in kJ mol−1 and 

differential binding entropies (ΔSdiff) are shown in J mol−1 K−1. 
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Figure A12: The most stable structure on the NNNN site pair shown down the c-axis (left) and b-axis (right) of the 

CHA unit cell with (a) nine (θ = 4.5), (b) ten (θ = 5.0), (c) eleven (θ = 5.5), and (d) twelve (θ = 6.0) total methanol 

molecules adsorbed. Differential binding enthalpies (ΔHdiff) and free energies (ΔGdiff) are shown in kJ mol−1 and 

differential binding entropies (ΔSdiff) are shown in J mol−1 K−1. 
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Appendix B: Supporting Information for Evaluating the Impact of T-Site Location 

in the Conversion of Methanol to Dimethyl Ether within MFI Zeolites through 

Microkinetic Modeling 

Section B.1. Reaction Coordinate Diagrams 

 

Figure B1. Reaction coordinate diagram for methanol dehydration to DME on MFI through the dimer 

pathway. 



145 

 

 

Figure B2. Reaction coordinate diagram for methanol dehydration to DME on MFI through the trimer 

pathway. 
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Figure B3. Reaction coordinate diagram for methanol dehydration to DME on MFI through the tetramer 

pathway.  
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Section B.2. Model Parameters 

Table B1. Untuned model parameters. Pre-exponential factors are of units s-1 for unimolecular reactions 

and Pa-1 s-1 for bimolecular reactions. Activation energies are of units kJ/mol. 

 

  

Parameter T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12

A_mon_f 4.96E+02 1.76E+03 8.22E+02 4.64E+02 6.00E+02 5.71E+02 8.48E+02 8.33E+02 1.03E+03 8.53E+02 1.20E+03 4.96E+02

Ea_mon_f 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_mon_r 2.67E+16 1.15E+16 1.91E+16 2.79E+16 2.35E+16 2.43E+16 1.87E+16 1.89E+16 1.64E+16 1.86E+16 1.48E+16 2.67E+16

Ea_mon_r 1.13E+02 1.00E+02 1.00E+02 1.15E+02 1.15E+02 1.09E+02 1.13E+02 9.82E+01 1.14E+02 1.09E+02 1.02E+02 1.19E+02

A_dim_f 9.48E+02 5.76E+02 6.73E+02 1.59E+03 9.40E+02 1.20E+03 1.00E+03 7.88E+02 7.51E+02 1.15E+03 3.93E+02 7.62E+02

Ea_dim_f 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_dim_r 1.74E+16 2.42E+16 2.18E+16 1.23E+16 1.75E+16 1.48E+16 1.67E+16 1.96E+16 2.03E+16 1.53E+16 3.12E+16 2.01E+16

Ea_dim_r 9.21E+01 8.68E+01 9.23E+01 8.52E+01 9.26E+01 9.69E+01 7.52E+01 9.71E+01 8.92E+01 8.65E+01 9.91E+01 9.50E+01

A_conc,dim_f 2.06E+13 2.07E+13 1.43E+13 2.48E+13 1.92E+13 1.22E+13 1.84E+13 2.20E+13 1.64E+13 1.64E+13 1.13E+13 1.88E+13

Ea_conc,dim_f 1.38E+02 1.25E+02 1.21E+02 1.26E+02 1.34E+02 1.41E+02 1.28E+02 1.34E+02 1.33E+02 1.41E+02 1.33E+02 1.32E+02

A_conc,dim_r 8.44E+13 2.28E+10 3.39E+13 1.02E+14 7.30E+13 9.02E+13 1.25E+14 1.07E+14 8.64E+13 7.40E+13 8.23E+13 1.01E+14

Ea_conc,dim_r 1.32E+02 1.23E+02 9.90E+01 1.26E+02 1.29E+02 1.30E+02 1.35E+02 1.17E+02 1.31E+02 1.26E+02 1.21E+02 1.24E+02

A_h2o,des,dim_f 2.12E+15 1.55E+15 1.51E+15 1.71E+15 2.08E+15 1.52E+15 1.17E+15 1.70E+15 1.40E+15 1.87E+15 1.49E+15 2.34E+15

Ea_h2o,des,dim_f 5.04E+01 4.42E+01 4.02E+01 5.02E+01 4.99E+01 4.37E+01 4.90E+01 4.40E+01 4.82E+01 4.69E+01 4.18E+01 5.14E+01

A_h2o,des,dim_r 2.22E+04 3.57E+04 3.71E+04 3.06E+04 2.28E+04 3.65E+04 5.45E+04 3.08E+04 4.16E+04 2.69E+04 3.78E+04 1.91E+04

Ea_h2o,des,dim_r 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_dme,des_f 1.79E+16 6.24E+15 8.04E+15 1.63E+16 1.73E+16 1.07E+16 1.32E+16 1.49E+16 1.51E+16 1.13E+16 1.43E+16 1.42E+16

Ea_dme,des_f 1.14E+02 1.05E+02 1.01E+02 1.16E+02 1.19E+02 1.12E+02 1.08E+02 9.86E+01 1.17E+02 9.93E+01 1.08E+02 1.19E+02

A_dme,des_r 9.08E+02 4.40E+03 3.00E+03 1.04E+03 9.51E+02 1.96E+03 1.43E+03 1.19E+03 1.17E+03 1.80E+03 1.27E+03 1.29E+03

Ea_dme,des_r 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_trim_f 1.34E+03 1.14E+03 1.80E+03 1.11E+03 6.83E+02 1.04E+03 1.96E+03 1.03E+03 1.32E+03 1.58E+03 1.30E+03 1.65E+03

Ea_trim_f 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_trim_r 1.38E+16 1.54E+16 1.13E+16 1.56E+16 2.16E+16 1.64E+16 1.07E+16 1.64E+16 1.39E+16 1.23E+16 1.41E+16 1.20E+16

Ea_trim_r 9.01E+01 8.78E+01 8.79E+01 6.23E+01 7.51E+01 6.93E+01 6.81E+01 6.89E+01 8.52E+01 7.48E+01 6.94E+01 8.10E+01

A_elim_f 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12

Ea_elim_f 1.30E+02 1.30E+02 1.30E+02 1.30E+02 1.30E+02 1.30E+02 1.30E+02 1.30E+02 1.30E+02 1.30E+02 1.30E+02 1.30E+02

A_elim_r 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12

Ea_elim_r 7.68E+01 7.68E+01 7.68E+01 7.68E+01 7.68E+01 7.68E+01 7.68E+01 7.68E+01 7.68E+01 7.68E+01 7.68E+01 7.68E+01

A_h2o,des_f 7.26E+14 7.26E+14 7.26E+14 7.26E+14 7.26E+14 7.26E+14 7.26E+14 7.26E+14 7.26E+14 7.26E+14 7.26E+14 7.26E+14

Ea_h2o,des_f 2.83E+01 2.83E+01 2.83E+01 2.83E+01 2.83E+01 2.83E+01 2.83E+01 2.83E+01 2.83E+01 2.83E+01 2.83E+01 2.83E+01

A_h2o,des_r 1.11E+05 1.11E+05 1.11E+05 1.11E+05 1.11E+05 1.11E+05 1.11E+05 1.11E+05 1.11E+05 1.11E+05 1.11E+05 1.11E+05

Ea_h2o,des_r 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_meoh,ads_f 1.20E+04 1.20E+04 1.20E+04 1.20E+04 1.20E+04 1.20E+04 1.20E+04 1.20E+04 1.20E+04 1.20E+04 1.20E+04 1.20E+04

Ea_meoh,ads_f 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_meoh,ads_r 3.19E+15 3.19E+15 3.19E+15 3.19E+15 3.19E+15 3.19E+15 3.19E+15 3.19E+15 3.19E+15 3.19E+15 3.19E+15 3.19E+15

Ea_meoh,ads_r 4.11E+01 4.11E+01 4.11E+01 4.11E+01 4.11E+01 4.11E+01 4.11E+01 4.11E+01 4.11E+01 4.11E+01 4.11E+01 4.11E+01
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A_seq_f 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12

Ea_seq_f 7.75E+01 7.75E+01 7.75E+01 7.75E+01 7.75E+01 7.75E+01 7.75E+01 7.75E+01 7.75E+01 7.75E+01 7.75E+01 7.75E+01

A_seq_r 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12 8.64E+12

Ea_seq_r 1.38E+02 1.38E+02 1.38E+02 1.38E+02 1.38E+02 1.38E+02 1.38E+02 1.38E+02 1.38E+02 1.38E+02 1.38E+02 1.38E+02

A_conc,trim_f 1.28E+13 1.75E+13 2.07E+13 2.95E+13 1.28E+13 1.46E+13 1.60E+13 1.86E+13 2.10E+13 1.86E+13 1.25E+13 2.52E+13

Ea_conc,trim_f 1.52E+02 1.31E+02 1.32E+02 1.23E+02 1.24E+02 1.29E+02 1.18E+02 1.35E+02 1.45E+02 1.41E+02 1.29E+02 1.46E+02

A_conc,trim_r 1.20E+14 5.13E+14 5.74E+14 3.00E+14 1.97E+14 3.07E+14 2.56E+14 3.34E+14 3.87E+14 2.32E+14 3.54E+14 2.71E+14

Ea_conc,trim_r 1.25E+02 1.11E+02 9.90E+01 1.31E+02 1.19E+02 1.18E+02 1.26E+02 1.14E+02 1.32E+02 1.21E+02 1.16E+02 1.29E+02

A_h2o,des,trim_f 3.12E+15 2.40E+15 2.29E+15 2.54E+15 3.08E+15 2.28E+15 1.80E+15 2.57E+15 2.14E+15 2.81E+15 2.29E+15 3.42E+15

Ea_h2o,des,trim_f 5.04E+01 4.42E+01 4.02E+01 5.02E+01 4.99E+01 4.37E+01 4.90E+01 4.40E+01 4.82E+01 4.69E+01 4.18E+01 5.14E+01

A_h2o,des,trim_r 1.25E+04 1.84E+04 1.98E+04 1.69E+04 1.27E+04 1.99E+04 2.85E+04 1.66E+04 2.18E+04 1.46E+04 1.98E+04 1.08E+04

Ea_h2o,des,trim_r 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_meoh,des,trim_f 4.08E+15 1.88E+15 3.08E+15 4.27E+15 3.62E+15 3.83E+15 2.95E+15 2.96E+15 2.58E+15 2.96E+15 2.36E+15 4.12E+15

Ea_meoh,des,trim_f 6.27E+01 5.55E+01 5.53E+01 6.35E+01 6.36E+01 6.02E+01 6.25E+01 5.43E+01 6.29E+01 6.04E+01 5.63E+01 6.57E+01

A_meoh,des,trim_r 8.33E+03 2.67E+04 1.27E+04 7.76E+03 9.96E+03 9.16E+03 1.35E+04 1.34E+04 1.65E+04 1.35E+04 1.90E+04 8.19E+03

Ea_meoh,des,trim_r 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_tet_f 6.86E+02 2.30E+03 1.63E+03 1.31E+03 2.05E+03 2.15E+03 7.63E+02 2.67E+03 1.00E+03 1.87E+03 1.73E+03 7.39E+02

Ea_tet_f 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_tet_r 2.15E+16 9.63E+15 1.21E+16 1.40E+16 1.04E+16 1.01E+16 2.01E+16 8.69E+15 1.67E+16 1.10E+16 1.16E+16 2.05E+16

Ea_tet_r 7.84E+01 7.60E+01 6.84E+01 7.41E+01 8.17E+01 6.71E+01 8.35E+01 6.80E+01 7.73E+01 6.96E+01 7.32E+01 6.12E+01

A_conc,tet_f 7.43E+12 3.87E+12 2.74E+13 1.31E+13 2.68E+13 1.72E+13 1.47E+13 1.80E+13 1.34E+13 1.76E+13 1.35E+13 1.79E+13

Ea_conc,tet_f 1.37E+02 1.32E+02 1.35E+02 1.23E+02 1.39E+02 1.21E+02 1.20E+02 1.36E+02 1.38E+02 1.41E+02 1.39E+02 1.22E+02

A_conc,tet_r 1.23E+14 8.23E+14 1.02E+15 1.47E+14 3.92E+14 3.25E+14 5.33E+14 3.13E+14 5.28E+14 2.75E+14 6.22E+14 3.23E+14

Ea_conc,tet_r 7.85E+01 8.40E+01 7.92E+01 1.00E+02 9.45E+01 8.47E+01 9.43E+01 8.99E+01 9.64E+01 9.59E+01 9.95E+01 9.00E+01

A_h2o,des,tet_f 6.56E+15 4.74E+15 4.56E+15 5.33E+15 6.44E+15 4.67E+15 3.66E+15 5.28E+15 4.37E+15 5.69E+15 4.63E+15 7.13E+15

Ea_h2o,des,tet_f 4.11E+01 3.60E+01 3.28E+01 4.10E+01 4.07E+01 3.56E+01 4.00E+01 3.59E+01 3.94E+01 3.83E+01 3.41E+01 4.19E+01

A_h2o,des,tet_r 4.08E+03 6.64E+03 7.03E+03 5.57E+03 4.19E+03 6.79E+03 9.78E+03 5.65E+03 7.50E+03 5.06E+03 6.87E+03 3.60E+03

Ea_h2o,des,tet_r 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_meoh,des,tet_f 5.80E+15 2.89E+15 4.52E+15 6.05E+15 5.21E+15 5.49E+15 4.33E+15 4.35E+15 3.85E+15 4.35E+15 3.54E+15 5.86E+15

Ea_meoh,des,tet_f 5.12E+01 5.12E+01 5.12E+01 5.12E+01 5.12E+01 5.12E+01 5.12E+01 5.12E+01 5.12E+01 5.12E+01 5.12E+01 5.12E+01

A_meoh,des,tet_r 4.91E+03 1.40E+04 7.14E+03 4.61E+03 5.76E+03 5.34E+03 7.60E+03 7.55E+03 9.09E+03 7.55E+03 1.03E+04 4.83E+03

Ea_meoh,des,tet_r 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_pent_f 8.09E+02 2.12E+02 7.08E+02 1.21E+03 3.84E+02 6.64E+02 8.39E+02 5.26E+02 7.91E+02 2.43E+02 3.44E+03 2.51E+02

Ea_pent_f 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

A_pent_r 1.93E+16 4.72E+16 2.11E+16 1.47E+16 3.17E+16 2.20E+16 1.88E+16 2.57E+16 1.96E+16 4.30E+16 7.34E+15 4.21E+16

Ea_pent_r 5.54E+01 6.23E+01 6.44E+01 6.06E+01 6.15E+01 8.02E+01 6.88E+01 6.52E+01 5.90E+01 6.49E+01 4.96E+01 6.31E+01
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Table B2. Tuning Applied to Model Parameters. All tuning is applied uniformly to all 12 T-sites. Pre-

exponential factors are of units s-1 for unimolecular reactions and Pa-1 s-1 for bimolecular reactions. 

Activation energies are of units kJ/mol. 

 

 

 

Parameter Change T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12

A_mon_f *10 4.96E+03 1.76E+04 8.22E+03 4.64E+03 6.00E+03 5.71E+03 8.48E+03 8.33E+03 1.03E+04 8.53E+03 1.20E+04 4.96E+03

A_mon_r *0.25 6.68E+15 2.87E+15 4.77E+15 6.98E+15 5.88E+15 6.08E+15 4.67E+15 4.73E+15 4.10E+15 4.66E+15 3.71E+15 6.68E+15

Ea_mon_r +6 1.19E+02 1.06E+02 1.06E+02 1.21E+02 1.21E+02 1.15E+02 1.19E+02 1.04E+02 1.20E+02 1.15E+02 1.08E+02 1.25E+02

A_dim_f *10 9.48E+03 5.76E+03 6.73E+03 1.59E+04 9.40E+03 1.20E+04 1.00E+04 7.88E+03 7.51E+03 1.15E+04 3.93E+03 7.62E+03

A_dim_r *0.25 4.34E+15 6.05E+15 5.45E+15 3.08E+15 4.36E+15 3.71E+15 4.18E+15 4.91E+15 5.07E+15 3.82E+15 7.81E+15 5.02E+15

Ea_dim_r +6 9.81E+01 9.28E+01 9.83E+01 9.12E+01 9.86E+01 1.03E+02 8.12E+01 1.03E+02 9.52E+01 9.25E+01 1.05E+02 1.01E+02

A_trim_f *10 1.34E+04 1.14E+04 1.80E+04 1.11E+04 6.83E+03 1.04E+04 1.96E+04 1.03E+04 1.32E+04 1.58E+04 1.30E+04 1.65E+04

A_trim_r *0.25 3.44E+15 3.85E+15 2.83E+15 3.91E+15 5.40E+15 4.09E+15 2.67E+15 4.11E+15 3.48E+15 3.08E+15 3.52E+15 3.00E+15

Ea_trim_r +6 9.61E+01 9.38E+01 9.39E+01 6.83E+01 8.11E+01 7.53E+01 7.41E+01 7.49E+01 9.12E+01 8.08E+01 7.54E+01 8.70E+01

A_tet_f *10 6.86E+03 2.30E+04 1.63E+04 1.31E+04 2.05E+04 2.15E+04 7.63E+03 2.67E+04 1.00E+04 1.87E+04 1.73E+04 7.39E+03

A_tet_r *0.25 5.38E+15 2.41E+15 3.02E+15 3.50E+15 2.60E+15 2.51E+15 5.01E+15 2.17E+15 4.17E+15 2.76E+15 2.91E+15 5.12E+15

Ea_tet_r +6 8.44E+01 8.20E+01 7.44E+01 8.01E+01 8.77E+01 7.31E+01 8.95E+01 7.40E+01 8.33E+01 7.56E+01 7.92E+01 6.72E+01

A_pent_r *10 1.93E+17 4.72E+17 2.11E+17 1.47E+17 3.17E+17 2.20E+17 1.88E+17 2.57E+17 1.96E+17 4.30E+17 7.34E+16 4.21E+17


