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ABSTRACT 

 

Microstructure Characterization for Analysis and Design of Microstructural Material System 

 

Umar Farooq Ghumman 

 

Computational material engineering (CME) has increased the pace of material 

development many folds in recent years by taking advantage of computational tools such as using 

simulations as replacement to experiments, and building complicated processing-structure-

property relationships using advanced machine learning tools. The importance of CME is 

underscored by new computation-based design frameworks such as material sensitive design and 

integrated computational material engineering. In these material design frameworks, the goal is to 

optimize a specific property, and since a material’s microstructure heavily affects its properties, 

there is an immense gain to study and analyze the microstructure accurately and efficiently. This 

leads to microstructure characterization which involves the reduction of the high-dimensional 

structural information of a material to a reduced form which effectively captures the most salient 

and relevant features of the structure at the appropriate length scale. To this end, the central theme 

of this dissertation is to supplant the current microstructure characterization techniques for the 

analysis and design of microstructural material systems. The overall contributions of this work are 
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achieved in three major research tasks carried out on three different material systems and are 

briefly discussed below. 

Spectral Density Function (SDF) is a Fourier transform-based tool that can sufficiently 

characterize certain quasi-random microstructure material systems by decomposing the dominant 

microstructural features in the physical frequency space. SDF has also been used in the design of 

heterogenous materials. Until recently, the use of SDF for characterization was limited to isotropic 

microstructures. Even after its successful utilization, there are still some gaps in understanding the 

shape of SDF. My first task revolves on deconvolving the complexities of SDF function by finding 

its relationship with physical descriptors. This works also extends the use of SDF for 

reconstruction of three-phase material systems. By utilizing the knowledge of SDF gained, this 

thesis presents an SDF-based framework for the design of quasi-random material systems which 

centers upon design representation using SDF parameters. The framework is further modified to 

deal with special case scenarios where low fidelity and high fidelity simulations can be utilized to 

efficiently find the optimal processing conditions of a quasi-random material system. This multi-

fidelity optimization scheme is only enabled by SDF frequency enhancement tool developed in 

this thesis.  

 Quite different from the quasi-random microstructure, another interesting microstructural 

material system is that of granular materials. It consists of grains of different sizes, orientation, 

and phase angles. It encapsulates a much higher dimension information than quasi-random 

material systems previously mentioned, and thus cannot be characterized by SDF or similar 

techniques. Furthermore, these granular microstructures come with their own challenges such as 

differentiating between two microstructures quantitatively in model validation. This is a critical 

challenge in calibration of additive manufacturing simulations of alloys where the microstructure 
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difference between ground truth and simulations needs to be quantified. To address this challenge, 

we present a novel difference metric to quantitatively differentiate between granular 

microstructures based on the combination of chord length distribution and earth mover’s distance. 

Building on this metric, this thesis extends its use to solve the main research problem of accurately 

calibrating simulations with respect to experiments. This is done by developing a framework which 

relies on the novel dissimilarity metric along with Bayesian optimization to calibrate simulation 

parameters efficiently and accurately for additive manufacturing simulations. 

Some microstructures do not fall in any general category and can be classified as complex 

microstructures. For such microstructures, it is almost impossible to numerically characterize them 

using the traditional tools. One possibility is that of using advanced machine learning tools such 

as neural networks. But the cost of such tools is that they require a huge amount of data. The more 

complex the microstructure, the more data it would require. Unfortunately, a big constraint of 

material design is that the scientists have generally very limited data to work with. An alternative 

to training such expensive models is to use an already trained model. This is known as Transfer 

Learning (TL). TL involves using pretrained model for a completely different purpose than for 

which they were trained, thus they need to be modified for their successful implementation. The 

last research task explores the possibility of modifying and using transfer learning from a pre-

trained VGG-19 deep neural network model to characterize the microstructure and build process-

structure-property relationships for complex microstructures.  
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Chapter 1 Introduction and Research Objective 

1.1 Introduction 

Material development is becoming a considerably faster process with the introduction of 

ever more sophisticated design techniques. A driver behind these developments is the Materials 

Genome Initiative [1] which has switched the focus of scientists from physical experiments to the 

use of computational tools to expedite the design process. The rationale here is that scientists can 

supplant time consuming experimental synthesis, characterization, and validation processes with 

simulations to accelerate the development of new knowledge [2]. Another reason is that progress 

in theory occurs at a much faster pace than experimental synthesis, characterization, and 

validation, as mentioned in Pablo et.al. [2] Thus, shifting the focus away from experiments towards 

computation can increase the speed of material development by many folds. One example where 

computational tools have played a substantial role in the design of new material systems is the 

coupling of processing conditions of a material to its property or performance [3]. Despite this 

being an intuitively straightforward link, its implementation is often marred by a lack of data or 

computational resources.  

A potent workaround to the data limitation is the consideration of a material’s structure and 

its implementation as an intermediate link between the processes and performance [4,5]. The 

motivation behind this is that a material’s structure greatly affects its properties [6–8], and thus 

provides insights into its underlying physics [9]. These three links combined are generally referred 

to as the process-structure-property (PSP) link. The PSP link has provided the material science 

community with a powerful insight that enables the inverse design of new materials with superior 
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performance. The microstructure sensitive design (MSD) [8] framework is an example of an 

inverse design framework which gives central role to microstructure.  The microstructure of a 

given material consists of all the physical features that are observable at very small length scales, 

from micrometers to nanometers. If we want to grasp all the minute details of a microstructure, it 

can be inhibitive to even store such large information, let alone use it for design. Therefore, there 

exists a need to dissect the microstructure information and extract the representative and relevant 

information only. This process is referred to as material characterization [8,10]. Apart from 

characterization, digital reconstruction of a microstructure is also important to simulate material 

properties and extract other features which will help create the process-structure-property links. 

Microstructure reconstruction is a very material-specific procedure, i.e., there are different 

methodologies for different materials types [11]. Characterization and reconstruction are jointly 

referred to as microstructure characterization and reconstruction (MCR). 

MCR techniques can be broadly divided into four categories as mentioned in Bostanabad 

et. al.[10]: Statistical methods, descriptors, machine learning, Fourier spectrum (spectral density 

function) .From the many MCR techniques available, selecting the one which is relevant to the 

corresponding target properties is a key part of material sensitive design [8]. Taking the example 

of Organic Photovoltaic Cells (OPVCs), it has been shown that the Spectral Density Function 

(SDF) representation of microstructure has a direct association with OPVCs’ ability of light 

trapping [12]. That is why the SDF has been successfully used to represent photovoltaics in past 

studies [13–15]. An example of a different microstructural system is that alloy parts manufactured 

through metal additive manufacturing (AM). For alloys, grain size and orientation are the key 

microstructural features which directly impact mechanical and physical properties [6,7]. Thus, a 
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different MCR technique is required to extract these details. Chord Length Distribution [16] is one 

such technique which has proven efficient to represent the grain structures of alloys in literature. 

Furthermore, in some cases, the microstructure can be too complex to be characterized by any 

single feature, e.g., in the case of rough rubber surfaces. In such cases, we can use a combination 

of two different MCR techniques e.g. Machine Learning and Fourier spectrum. 

One major focus of this dissertation is to gain a better physical interpretation of the SDF. 

The Fourier transform (FT) is the core part of SDF and has been used in many diverse fields 

including spectroscopy [17], numerical methods [18], and image processing [19] etc. In essence, 

FT decomposes a waveform into a sum of sinusoids of different frequencies [20]. For MCR, such 

decomposition would represent the dominant microstructural features in the physical frequency 

space. Literature suggests that SDF can sufficiently characterize some complex microstructures 

[21]. SDF has also been used to represent quasi-random microstructures manufactured by bottom-

up processes [22,23]. The use of SDF is not limited to representation only, in fact it has also been 

used in design to bridge the gap between process-structure [13] and structure-property [14] links. 

Traditionally, SDF has been used for isotropic materials but recently Iyer et.al [15] have extended 

its use to incorporate anisotropic materials as well. However, the most attractive feature of SDF 

for design of materials is its parametric functions that can be represented by only a few parameters 

[12,14]. 

The experimental equivalent of SDF is the small angle x-ray scattering (SAXS). SAXS has 

been analyzed in literature to reveal different aspects of the underlying microstructure. For 

example, it has been used to identify the type of crystal and its preferred orientation [24]. In 

OPVCs, the slope of SAXS has also been used to identify the relative length scales of the donor 
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clusters and acceptor crystallites [25]. But such analysis has not been used to interpret the digital 

twin of SAXS i.e. SDF. Thus, there exists a gap in understanding the interpretation of the SDF 

curve. A methodological approach to study and link the SDF curve features with underlying 

microstructural physical features (descriptors) will open new doors for the use of SDF. Another 

gap in SDF is its limitation to characterize only 2-phase material systems. However, the possibility 

of extending the SDF approach to facilitate design of multi-phase material system can be explored.  

While SDF works effectively for particle-based systems, it is not suitable for complex grain 

structures formed through AM. For AM, a few established characterization descriptors include 

average grain size [26,27], equivalent spherical diameter [28], and grain orientation [29]. Another 

relatively new promising characterization for alloys is called Chord Length Distribution (CLD) 

[16]. To encapsulate the orientation information, a slightly modified version is used which is called 

angularly resolved chord length distribution [30]. Though CLD covers rich granular information 

of AM microstructures, it significantly increases the dimensionality of the characterization, hence 

inhibiting its use in a design process. To bridge the P-S-P gap for design of parts manufactured by 

AM, it is imperative that a low dimensional microstructure representation is developed.  

Microstructure characterization is not the only obstacle in bridging the P-S-P chain for AM. 

Other factors include the stochastic nature of the AM microstructure, high gradient of temperature 

profiles [31], non-stationarity/location dependence, and expensive simulations. Separately, there 

are established software that have linked process to structure (P-S) [32–34] and structure to 

property (S-P) [35]. One set-back of such an approach is that they are computationally intensive 

and limited in length and time scales [34,36,37]. Another gap in this field is that there is either a 

complete lack of validation with real materials, or only a qualitative validation. For example, the 
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validation of simulated microstructures from P-S models with actual image is done visually by 

human eyes [38]. Thus, a validated and efficient P-S-P modeling capability that can predict the 

key properties for a given material and process can unravel new AM capabilities. This research 

will investigate the use of CLD for solving some of the challenges associated with metal AM 

mentioned earlier.  

Some material systems, however, are not sufficiently characterized by a single MCR 

method and they require a combination of methods. For example, to characterize the fractured 

surface topology of filled silicone rubber, it is hard to put a finger on one MCR technique. The 

reason is that there are features of interest at different scales: (A) step-like patterns which can be 

observed visually, and (B) change in local roughness in proximity. A possible solution perhaps is 

to use a combination of MCR methods. Since the structure in (A) is not too simple to be fully 

characterized by using either SDF, descriptors, or statistical methods, the only option left is 

Machine Learning (ML). However, one constraint with traditional ML like Neural Networks is 

that it requires a big volume of datapoints. Unfortunately, in material design we rarely have a big 

dataset. To overcome this constraint of ML, Transfer Learning can be used for a limited dataset 

[39]. For (B), we can use a 2D version of SDF to capture the frequency of change in local roughness 

in proximity. This dissertation will explore the possibility of combining two different MCR 

techniques in a combination to overcome the challenge of microstructure complexity and limited 

data. 

1.2 Research Objectives and Tasks 

 The overarching goal of this dissertation is to develop microstructure analysis techniques 

that facilitate the creation of P-S-P relations as well as the design of complex microstructural 
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material systems. This overarching goal is divided into three specific objectives: (1) to expand the 

understanding of SDF-based characterization, and then employ it on OPVC material system, (2) 

explore the use of CLD for characterization of AM parts and to create a reduced order P-S-P model 

for a representative AM material system, and (3) explore the possibility of combining transfer 

learning with SDF to build S-P model for complex microstructures with limited data. Figure 1-2 

shows the layout of the two specific objectives. Left side represents (1), middle represents (2), and 

right represents (3). To achieve these, following tasks are planned: 

1) SDF based analysis for polymer materials systems (OPVC) – Chapter 3 

a) New understanding of SDF 

Though SDF has been successfully used for microstructural design, its features still need 

to be further understood to extract its maximum benefit and to determine its limitations. 

Thus, as a first step, the relationship of SDF and physical descriptors are explored in this 

study. Next, we aim to study SDF parameterization to enable even more lower dimensional 

representation, and efficient design exploration.  

b) SDF frequency resolution enhancement 

Statistical microstructure characterization offers a unique opportunity to extract 

microstructural information from a much smaller sample, and yet be able to recreate a 

larger microstructural sample. But the traditional statistical tools are time consuming, so in 

this study, we explore the opportunity to use SDF for efficient reproduction of larger 

samples from smaller samples by enhancing the frequency resolution of SDF. 

c) P-S-P for OPVC design 
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Lastly, the use of SDF is extended to design an optimal microstructure of OPVC. For which 

the main advantage leveraged is the ease of SDF parameterization in setting-up a design 

space coupled with fast microstructure reconstructions using SDF. The original design 

problem is divided into three steps to save computational time. In the initial step, lower 

fidelity simulations are used to approximate the optimal volume fraction, whereas in the 

final step high fidelity simulations are used to find the optimal temperature. 

  

2) Characterization and Design of granular microstructures in AM systems – Chapter 4 

a) CLD and Dissimilarity Score (DS) 

To characterize the granular microstructure, a variant of CLD is developed which is not 

only cheaper to calculate but also considerably lower in dimension. CLD application is 

further extended with the help of Earth Mover’s Distance to, for the first time, 

quantitatively differentiate the granular microstructures by giving out a single number. This 

metric has been named Dissimilarity Score (DS).  

b) Process-Structure model calibration 

CA is basically a process-structure simulation model. The calibration process of CA 

simulation is based on trial and error. We employ DS to facilitate this process. This is 

achieved by minimizing the DS score between experimental images with the simulated 

ones. To minimize the expensive CA runs, Bayesian Optimization will be employed.  

c) P-S-P mapping using Machine Learning (ML) 

Finally, machine learning will be used to bridge the Process-Structure-Property (P-S-P) 

link which can replace the high-fidelity expensive P-S and S-P models. Depending on the 
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data, dimension reduction will be employed to reduce the number of mapping parameters 

of process and property. To overcome the large data requirement, the build part will be 

divided into smaller representative volume elements (RVEs). 

3) Transfer Learning and SDF combinations for complex multi-scale microstructure with 

limited data – Chapter 5 

a) Pruning a pre-trained model 

To characterize the meso-scale features we explore the possibility of using Transfer 

Learning (TL) because TL provides the benefits of deep neural networks without the 

associated big data requirement. To further maximize the benefits of TL, we prune a pre-

trained model at various locations to find the best possible final architecture. 

b) Kernel selection for 2-D SDFs 

Since the dataset is limited, adding more equal features may be detrimental to the over-all 

accuracy of the model. In that case, we look towards using only a subset of the output 

space. We do this by trying to find the kernels that explain the property best and that are 

not correlated with the meso-scale feature map. 

c) Apply pruning and kernel selection on artificial and real data 

To understand how the volume of data effects the above techniques, we build an artificial 

dataset consisting of microstructure images and corresponding physical property. The 

effect of selectively decreasing the dataset is studied. After a framework is in place, we 

apply the same methodology on fracture surface of filled silicone rubber to build an S-P 

model.  
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Figure 1-1: Layout of the three major objectives. Left side focuses on contiguous microstructures by 

leveraging insights obtained from in-depth SDF study and using those for PSP design. Middle column 

centers on granular microstructures which are characterized by CLD, and then the use of CLD is 

extended to facilitate design. Right side concentrates on extracting multi-scale information from complex 

microstructures using a combination of SDF and Transfer Learning to facilitate Structure-Property 

mapping. 

1.3 Dissertation Organization 

The outline of this dissertation and the interconnected nature of research tasks are shown 

in Figure 1-2. After laying out the challenges and research objectives in Chapter 1, Chapter 2 will 

provide technical background on essential concepts and methodologies utilized in the following 
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chapters. Then, each research task, as mentioned in 1.2, is discussed separately in Chapters 3 

through 5. A concise description of MCR webtools developed for NanoMine as well as a three-

phase microstructure characterization and reconstruction tool are provided in Appendix. The 

dissertation concludes in Chapter 6, first with a list of contributions (6.1) and then some future 

research themes identified by the author (6.2).  
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Chapter 2 Technical Background 

2.1 Microstructure characterization and reconstruction 

As per the Microstructure Sensitive Design paradigm, the microstructure of any material 

system plays a key role in building the PSP linkage. The reason is based on the fact that a material’s 

morphology significantly influences its properties [40], thus it is critical to analyze microstructure. 

There are three main goals of performing such analysis: (1) facilitate PSP linkages by reducing the 

high-dimensional microstructure features, (2) understand the effects of various processing 

conditions on the microstructure, and (3) understand the effect of microstructure on the resulting 

properties of the material system. The analysis and use of microstructure is referred to as 

Microstructure characterization and reconstruction (MCR). Before we delve into the details of 

MCR, let us establish some basic definitions of key components of MCR. 

2.1.1 Microstructure 

The structure of a material whose scale is large enough to contain sufficient local 

morphological details, but much smaller than the characteristic length scale of the sample. 

The term ‘micro’ in microstructure should no not be confused with 10−6 meters. It is only 

indicative of the small-scale of the morphology of the material system. In practice, its 

meaning can vary widely based on the material system e.g., for solar cells it could be in the 

order of nanometers, while for some rubber fracture surface it would be in micrometers.  

Unless otherwise stated, the microstructure in this study consists of only two phases i.e., 

binary material system. In practice however, there could be multiple phases/elements 

forming a microstructure.  



28 
 

  
 

2.1.2 Microstructure Characterization 

Reducing the high-dimensional complex morphology of a material system into low 

dimensional quantities by analyzing different aspects of the microstructure’s salient 

features is called microstructure characterization. This can be achieved by several ways 

which will be explained in 2.1.2.  

2.1.3 Microstructure Reconstruction 

Microstructure reconstruction involves creating a microstructure statistically equivalent to 

the original microstructure. It does not have to look identical but the properties under study 

as well as the microstructure features should be statistically equivalent. These statistical 

reconstructions are either derived from an actual material image or are pre-defined by the 

user.   

MCR provides powerful tools to researchers to advance material design. In literature, the 

use of MCR extends to building predictive models [41], design of materials with targeted 

properties [15,42–44], transformation of 2D experimental data to 3D for computer 

simulation [45], and microstructure induced uncertainty quantification and propagation 

[41,46] etc. Broadly, MCR techniques can be put into four categories [10]: Statistical 

functions, physical descriptors, spectral density function (SDF), and machine learning. In 

an effort to support material design, we have built tools on an online platform called 

Nanomine, which enables a novice user to characterize any microstructure using all these 

techniques except for machine leaning. The specifics of these tools are described in 

Appendix A.1. As SDF will be explained in greater detail in the ensuing chapters, a brief 

detail on the rest of the characterization methods follows: 
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I. Statistical Functions 

These functions aim to capture the degree of spatial correlation among different locations 

in a probabilistic sense. The most basic statistical function is a two-point correlation 

function, 𝑆2(𝑟) (Figure 2-1), which basically calculates the probability of finding two 

points corresponding to the same selected phase, separated by a fixed distance 𝑟. An 

extension of this approach is three-point correlation functions. Such functions and their 

higher orders are also referred to as n-point correlation functions. Other more complicated 

statistical functions includes cluster correlation functions and lineal-path correlation 

function. Generally, the more complicated the functions are, the more expensive their 

computation is.  

The reconstruction using such methods can be achieved by casting the reconstruction 

process as an optimization problem with, microstructure as input 𝑋, and the difference 

between required microstructure statistics and actual microstructure statistics as the cost 

function. This optimization usually involves calculating the statistics at every step, and 

because these tools are expensive to compute, it makes the overall process expensive. Since 

gradient-based methods are not suited for such optimization, we are left with techniques 

such as thermal-annealing which make the process even more intractable.  
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Figure 2-1: An artificial material system consisting of two distinct phases. The dotted line 

represents two points separated by a fixed distance in the microstructure. Two-point correlation 

function determines the probability of finding both the points belonging to the same phase. 

II. Physical Descriptors 

Most of the physical descriptors can be classified as statistical e.g., areas of the matrix-

filler system, or grain-size distribution of granular microstructure system. There are only a 

handful of descriptors which could be classified as deterministic such as volume fraction, 

or the number of clusters/particles inside a matrix-filler system. Unlike the statistical 

functions, which can give some basic information about almost any type of microstructure, 

physical descriptors as more specific as they have implicit underlying assumptions about 

the material system.  
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Figure 2-2: Sample microstructure which are suitable for characterization using physical 

descriptors. (A) is matrix-filler system. (B) is a granular microstructure. The red-dotted line 

intersects the grain-boundaries to locate the intersections.  

For example, in Figure 2-2 A, physical descriptors try to approximate the shape of the 

fillers as ellipsoids and thus try to calculate the elongation ratio 𝑒. The center-to-center 

distance, 𝑑, is also calculated by approximating the center of the fillers. On the other hand, 

in Figure 2-2 B the granular boundaries are identified to extract a different set of statistics 

about the microstructure. If the two techniques are interchanged, i.e., ellipsoid ratio is 

calculated for Figure 2-2 B, then the result would be misleading as the grains have no 

semblance to an ellipsoid.  

Depending on the material system, there is a wide variety of physical descriptors that can 

be extracted. Hongyi Xu et al [47], extracted 56 descriptors for polymer nanocomposites. 

Some common generic descriptors are listed in the table below: 
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Table 2-1: Some common physical descriptors along with their type. 

Serial Descriptor Type 

1 Volume Fraction Deterministic 

2 Surface area of filler phase Deterministic 

3 Center-to-center distance Statistical 

4 Pore size (inscribed circle’s radius) Statistical 

5 Eccentricity Statistical 

6 Principal axis orientation angle Statistical 

III. Machine Learning 

The main advantage of Machine Learning (ML) techniques is that they are applicable to a 

wider variety of material systems unlike the methods introduced previously which are 

largely material specific. Potentially even the most complex shapes could be handled by 

ML techniques. As most of the characterization happens in latent space, therefore, they do 

not provide an interpretable microstructure characterization. The use of ML in MCR is thus 

restricted to reconstruction which can involve design without meaningful interpretation of 

characterization. Reconstruction approaches include supervised learning [48,49] and 

texture synthesis [50]. On the other hand, design has been achieved by variational 

autoencoders [51] and generative adversarial [52] networks. These methods are an 

attractive proposition for microstructure design tasks since they can be used to generate 

previously unobserved microstructure and thus explore the design space. However, the 

biggest bottleneck in ML tools is the need of a large dataset to reliably train these ML 

models, which inherently implies training thousands or millions of parameters. One ML 
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approach which requires relatively less data is known as Transfer Learning (TL). The 

details of TL are presented in the next section.  

2.2 Transfer Learning 

Neural networks were developed to mimic the human nervous system for machine learning 

tasks by treating the learning model’s computational units in a manner similar to human neurons. 

A very basic single layer neural network has the following components (Figure 2-3): (i) input 

nodes (𝑥1𝑡𝑜 𝑥𝑛), associated weights (𝑤1𝑡𝑜 𝑤𝑛), an activation function, and a response 𝑦. It is 

called single layer because only one arithmetic operation is performed on the summed values of 

𝑤 ∗ 𝑥. To accurately predict the response 𝑦, the model uses a strategy called back-propagation [53] 

to calibrate the weights 𝑤1𝑡𝑜 𝑤𝑛. By adding more neurons in the middle layer (hidden layer), we 

can predict highly non-linear functions. This is the brilliance of neural networks that potentially, 

they can predict almost any function no matter the shape by adding more neurons and layers.  

 

Figure 2-3: Single neuron Neural Network 

As the number of layers increase, the number of weights to train also increases. The 

trainable parameters scale very fast with the size of the neural network. The term deep neural 
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network generally refers to the neural networks having more than 5 hidden layers. The deeper the 

network (i.e., the greater number of hidden layers it has), the more parameters there are to train. 

And the more parameter to train, the more data is required. In some deep neural networks, the 

trainable parameters can reach up to a million and, therefore, result in a massive data requirement. 

This is especially true for using neural networks for image classification as images are high-

dimensional inputs.  

For cases where we have limited data, we can utilize the concept of transfer learning [54] 

to avoid training the weight parameters. In transfer learning, a pre-trained model (i.e., a model 

whose weights are calibrated) is used to carry out a task which it was not originally trained to do. 

For example, a model that was trained on classifying items like pencil, cars, etc., is used to classify 

skin lesions [55]. 

However, the original model should be trained on a dataset that is broad enough so that it 

can be useful for the transfer learning task. One well-known dataset for images, known as 

“ImageNet” was created by Deng et al. in 2009 [56]. This dataset consists of tens of millions of 

cleanly sorted and accurately labeled images. Based on the ImageNet dataset, there is a ImageNet 

Large Scale Visual Recognition Challenge (ILSVRC) [57] which is a benchmark in object 

category classification and detection. The challenge is held annually since 2010 and has produced 

a lot of efficient deep learning models. Some of the famous deep learning models include: VGG16 

and VGG19 [58], Inception [59], Xception [60], etc. 

Let us take example of one of the above-mentioned models and show how it can be 

modified for TL. The network configuration of VGG 19 is shown in Figure 2-4 A. As the name 

suggests the model consists of 19 layers along with Max-pooling to reduce the dimension in first 
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five blocks. A block is visualized as the connected layers without having any space in between 

them, as depicted in Figure 2-4. As the total trainable parameters of VGG 19 are over a 100 million, 

it will be impossible to train them on a small dataset. To transfer the knowledge of the pre-trained 

network, we can use the weights of the first sixteen layers and only train the last three layers 

(Figure 2-3 A). Using pre-trained weights of certain layers is commonly referred to as “freezing 

the layers”. Another approach of using VGG19 could be that the only the first sixteen layers are 

used, but the last three layers are replaced by a totally different set of layers as seen in Figure 2-3 

B. The customizations of pre-trained networks are limitless and require some expertise in the field 

of deep learning as well as in its application. More on this will be follow in Chapter 5.   

 

Figure 2-4: Examples of VGG 19 model customizations. The names of the layers are written inside the 

sub-blocks. (A) the weights of the first 16 layers are frozen, while the last three layers are trainable. (B) 

The first layers are used as in (A) but the last three layers are replaced with custom two layers. 

2.3 Bayesian Optimization 



36 
 

  
 

Almost all of the material design problems can be formulated as an optimization problem 

with a design space and bounds based on the domain knowledge. Thus, it is critical to find the 

most suited algorithm for the specific optimization problem. Among the many optimization 

algorithms, Bayesian Optimization (BO) stands out because of three specific advantages: (i) it 

ensures a low number of function evaluations, (ii) it does not use the derivative, and (iii) it is well 

suited to find the global optima. Consequently, it is mostly suited for highly non-linear unknown 

functions whose derivative information is not available. However, one major set-back of using BO 

is that its cost scales very quickly with dimensionality, and dimensions of greater than a dozen 

become prohibitive.  

The objective of BO is to find the optimal combination of design variables, 𝑥∗, out of all 

possible combinations contained in the design space, 𝛹, such that the predefined function 𝑓 is 

optimized. The optimization could either be cast as minimizing or maximizing. In literature, BO 

is generally described as a minimizing objective function: 

 𝑥∗ =
min
𝑥𝜖𝑋

  𝑓(𝑥), (2-1) 

 The BO algorithm consists of the following three main steps that are performed iteratively: 

Step 1- Build a surrogate model on the available dataset and provide uncertainty quantification 

over the design space. This surrogate model is the updated posterior. 

Step 2- Using an acquisition function to suggest the next likely point 𝑥𝑛𝑒𝑥𝑡 by balancing between 

exploitation and exploration. 

Step 3- Compute the function 𝑓 on the new suggested locations 𝑥𝑛𝑒𝑥𝑡. 
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These three steps are repeated until the termination criteria is met. Two common types of 

termination criteria include (i) number of iterations, and (ii) insignificant change in the acquisition 

function.  

There are two major components of BO: (i) a surrogate model that provides predictions 

along with the associated uncertainties, and (ii) an acquisition function that finds the next point to 

sample. Gaussian process (GP) is the most common surrogate model used for BO because of its 

flexibility to capture complex relationships and its convenience for uncertainty quantification. A 

key element of GP is selecting the applicable kernel for the underlying function. Some common 

kernels include radial basis function, and WhiteKernel etc. To build an accurate surrogate model, 

these kernels need to be optimized in order to reduce the maximum likelihood using algorithms 

such as the one used in the sci-kit learn library of python [37]. The bounds and type of kernel are 

selected based on experience with solving the well-known complex three-humped camel function 

efficiently. 



38 
 

  
 

 

Figure 2-5: Surrogate model for an unknown function (f(x)). Red dots represent initial samples. The grey 

shaded region represents uncertainty (95% Confidence Interval). The green dotted line represents the 

maximum of surrogate function, whereas the red solid line represents the point with maximum 

uncertainty. 

For illustration, a GP surrogate model is built for an unknown function, 𝑓(𝑥), using an 

initial set of five data points in Figure 2-5. Not only did the surrogate match the shape of the 

unknown function well, but it also computes the uncertainty which is shown as the grey region. 

To update the posterior, BO uses exploration-exploitation trade-off. In the context of the given 

example in Figure 2-5, exploration refers to looking at the points with highest uncertainty i.e., the 

points which the model is most unsure about. The point with the highest uncertainty is plotted as 

a red vertical line. Exploitation, on the other hand refers to maximizing the current surrogate model 

i.e., the point where the model predicts will give the maximum value. To help with this decision 

of exploration-exploitation trade-off, BO uses an acquisition function.  

An acquisition function that encourages too much exploitation and limited exploration may 

end up in a local maximum. Whereas an acquisition function that encourages too much 
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exploration, may end up taking a lot more function calls. Thus, selecting the appropriate 

acquisition function is critical in the BO process. Some common acquisition functions include 

probability of improvement, upper confidence bound and Expected Improvement (EI) [61]. 

Because of its popularity over others and an added advantage over PI i.e., it accounts for the size 

of improvement, it is preferred over PI. EI can be defined as: 

 𝐸𝐼(𝐱) = 𝔼[max(0, 𝑓(𝑥) − 𝑓𝑚𝑎𝑥)|𝒳, 𝑦], 2-2 

 where 𝑓𝑚𝑎𝑥 is the best value found so far in the observed points 𝒳 that have outputs 𝑦. The 

above equation could further be elaborated by replacing generic terms with their statistical 

equivalents: 

 
𝐸𝐼(𝐱) = (𝑓(𝑥) − 𝑓𝑚𝑎𝑥)𝚽 (

𝑚(𝐱) − 𝑓𝑚𝑎𝑥

𝑠(𝐱)
) + 𝑠(𝐱)𝜙 (

𝑚(𝐱) − 𝑓𝑚𝑎𝑥

𝑠(𝐱)
), 

2-3 

 where 𝑚(𝐱) and 𝑠(𝐱)are the mean and standard deviation of the posterior GP. 𝚽 (·)  and 

𝜙 (·)  are the cumulative distribution function and probability density function of the standard 

normal variable. Now it is easier to notice that the left side of the equation 16 is pertaining to 

exploitation, whereas the right side is pertaining to exploration.  

Once the acquisition function is selected, we compute it over the entire domain to find the 

next sampling point, 𝑥𝑛𝑒𝑥𝑡, with the maximum acquisition score. This new point is then used to 

find the corresponding value of 𝑦𝑛𝑒𝑥𝑡. Both 𝑥𝑛𝑒𝑥𝑡 and 𝑦𝑛𝑒𝑥𝑡 are then added to the original sample 

space of 𝒳 and 𝑦 respectively. Next the GP model is updated based on these new points, and again 

the acquisition function is calculated to find the next best point. These steps are iterated until we 

reach our termination criteria as explained earlier using the three main steps of BO. 
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2.4 Summary 

This chapter reviewed some technical fundamentals that we will need for the development 

of work in later chapters. As the majority of this work revolves around microstructure analysis, 

thus MCR techniques reviewed in Section 2.1 will be used throughout the remaining chapters. 

Transfer Learning discussed in Section 2.2 will be used and further elaborated based on use in 

Chapter 5. Lastly, BO introduced in Section 2.3 will be used in Chapter 4. 

 After providing some technical background of some of the concepts, we can now move 

towards building and enhancing current characterization and analysis tools for material design. 

The first material type that we will focus on is polymer material system.    
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Chapter 3 SDF-based Analysis for Polymer Material System 

3.1 Introduction 

Polymer material system can be considered a quasi-random microstructure material system. 

Quasi-random microstructure material system are those in which the microstructure is random 

rather than regular, i.e., does not consist of cells or repeating lattices. But this randomness is still 

governed by some underlying relationship. In such irregular material systems, characterization of 

the microstructure is very challenging. Among the many MCR techniques introduced in Section 

2.1, n-point correlation functions could be used to characterize such materials. But these 

correlation functions do not have a physical meaning and neither possess one-to-one mapping to 

nanomanufacturing process conditions [12]. Additionally, the shape of such functions is hard to 

parameterize which is critical to reconstruct such microstructures for design purposes. And since 

physical descriptors (Section 2.1) are suited for characterizing more regular material system, they 

cannot be used in this case as well.  

SDF, which has Fourier Transform (FT) in its core, is a more suitable candidate as FT has been 

found to be sufficient to represent quasi-random microstructures from bottom-up processes [62], 

as well as any other heterogenous microstructures  [21]. Lastly, SDF has also been shown to have 

relationship with physical phenomenon such as light trapping [12]. 

Because of the all the advantages of SDF listed above, it becomes an effective candidate for 

characterization of polymer material systems. Even though SDF is quite popular for microstructure 

analysis, a lot of gaps exist in its understanding. Thus, in Section 3.2 we start with gaining insights 

into SDF. Next, in Section 3.3, we present a SDF centered design framework for the design of 
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quasi-random microstructures. In Section 3.4, we extend the use of SDF to use it to reconstruct 

larger samples from smaller samples using a new method named “SDF frequency resolution-

enhancement”. Lastly in Section 3.5, we apply this new utility of SDF to do multi-fidelity 

optimization of organic solar cells. The chapter concludes with a summary of the findings and 

contributions. 

3.2 Understanding SDF 

SDF is an analytical approach to characterize the structural information of a given material. 

Using Fourier transform (FT), SDF can extract information regarding the real space structural 

features. SDF has demonstrated its ability to characterize intricate heterogeneous microstructures 

as well as generate statistically equivalent reconstructions [10]. For isotropic materials, the shape 

of radially averaged SDF curve generally takes a simple parametric form which significantly 

reduces the design complexity of an otherwise high dimensional material structure. But the 

parameters of the SDF curve so far have not been systematically investigated, and thus lack 

physics-based intuition. One challenge in understanding the parameters is that SDF can take many 

different forms for different material systems. Two examples from literature are shown here: one 

SDF resembles the shape of a truncated gaussian (Figure 3-1), and another SDF has the most 

prominent feature of a peak and decay (Figure 3-2). This requires material specific 

parameterization techniques. Additionally, the parameterization in the past studies has been 

selective; it focused on only the low frequency portion of the curve [12,14]. Not to mention that 

the parameterization does not entirely capture the intricacies of the curve (notice the difference in 

the blue and red curves in Figure 3-1and Figure 3-2). All this means is that there may be some 

important information missing in the parameters. That is why there is a need to understand the 
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curve and discover the most important features so they can be focused upon for interpreting a 

material or designing a property. 

In this section, first a brief technical background of SDF is presented which is followed by an 

empirical study aimed at discovering links between physical phenomenon (descriptors) and SDF 

features to forward the understanding of SDF.  

 

Figure 3-1: SDF of a quasi-random microstructure from Yu et al. [12]. Blue is the original curve and red 

is approximation. 

 

Figure 3-2: SDF of an OPVC material from Ghumman et al. [14]. Blue is the original curve and red is 

the approximation. 

3.2.1 Introduction to SDF 
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To characterize a microstructure using SDF, a two-phase image, X, is required. The image 

must contain high resolution details at the microstructural level. The Fourier transform of the 

image is calculated as: 

 𝐹(𝒌) = 𝐹[𝑋] = 𝐴𝒌𝑒𝑖∅𝒌  . (3-1) 

Here, 𝐹[. ]  represents the FT operator, k is a vector which represents frequency, i = √(-1), and 𝐴𝒌 

and ∅𝒌 represent the magnitude and phase angle of the FT, respectively. For isotropic materials, 

the vector k can be reduced to a scalar by radially averaging in the spatial frequency domain. Thus, 

the SDF of the microstructure, is then calculated by radial averaging of the squared magnitude of 

FT. 

 
𝜌(𝑘) =

∫ |𝐹(𝑘)|2𝑑𝜃
2𝜋

0

2𝜋
=  

∫ 𝐴𝑘
2𝑑𝜃

2𝜋

0

2𝜋
 . 

(3-2) 

This gives a 1-D ρ(k) function.  

The resulting SDF plots can take various forms. Two examples of microstructures and their 

corresponding 1-D SDF plots are shown in Figure 3-3. The widely used 2-Point Correlation 

Function (CRF) is equivalent to inverse FT of SDF, but compared with 2-point CRF, SDF is more 

convenient in differentiating spatial correlation features as evidenced in Figure 3-3. Figure 3-3 (a) 

and (b) represent two nanostructures with different structural properties. Figure 3-3 (b) is an image 

of an ordered structure and has one distinctly strong correlation at a specific band of spatial 

frequency (Figure 3-3 (d)). This feature is also visible in the insets of Figure 3-3 (b) by a distinct 

circle in the Fourier spectrum. In contrast, Figure 3-3 (a) is less ordered and hence its SDF is more 

dispersed over the entire frequency spectrum (Figure 3-3 (c) ). These differences in SDF which are 

based on structural changes confirm the efficacy of SDF in capturing the structural detail. 
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Furthermore, the SDFs observed in Figure 3-3 (c) and (d) both assume a simple shape that can be 

easily parametrized. The parametrized SDFs are represented as red dashed lines in Figure 3-3 (c) 

and (d). For Figure 3-3 (c), the SDF curve resembles a truncated Gaussian function, while for 

Figure 3-3 (d) it looks closer to a step function. Note that all the SDFs presented in this study are 

normalized for ease of comparison and consistency unless otherwise mentioned. In this chapter 

SDF has been exclusively used to characterize and reconstruct two-phase microstructure, but we 

have extended the use of SDF to characterize and reconstruct three-phase microstructures 

(Appendix A.2).  

 

Figure 3-3: Two sample microstructures (a & b) along with their Fourier spectrum in the insets; (c &d) 

are the final 1-D SDFs of each image. Red dashed line represents the approximated SDF. 

3.2.2 Studying the relationship between descriptors and SDF 

In this sub-section, the shape of the SDF curve is explored to understand its critical features, 

which will consequently help us understand the targeted microstructures in greater detail. The main 
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idea is to generate images with specific characteristics/descriptors and then characterize them 

using SDF to delineate the relationship between SDF and descriptors.  

Instead of using complex contiguous microstructural images which are harder to control 

and reconstruct, simple particle-based images are used. The key factors which were varied include 

particle size (𝑆), particle shape, average nearest neighbor particle distance (𝑑𝑛𝑛), number of circles 

(N), and the window size (𝑊). By changing these factors one at a time, changes in SDF curves 

were observed to deduce a possible correlation. Note that all units of distance are in pixels unless 

otherwise stated. The following results and conclusion were obtained based on the empirical study. 

3.2.2.1 Effect of nearest neighbor distance 

Three binary images were created by varying the nearest neighbor distance (𝑑𝑛𝑛) to 20, 40 

and 60. N depended on 𝑑𝑛𝑛 to fill the entire space. Rest of the factors were set as Shape= Circle, 

𝑊 = 200, and 𝑆 = 4. As can be seen in Figure 3-4., the particles are more dispersed in (c) than (b), 

and more spread out in (b) than (a). Figure 3-5reveals that the major difference between the three 

microstructures is their periodicity. The greater the distance, the more oscillations of the SDF can 

be observed.  
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Figure 3-4: a-c are images with circles of radius 4 are spread out at distances of approximately 20, 40 

and 60 respectively. d-f are their respective Fourier transforms.  

Figure 3-5: SDF plotted for the three cases showed in Figure 3-4. Note that x-axis are arbitrary units.  

3.2.2.2 Effect of particle size 

Here the size of particles, 𝑆, was varied to take on the values of 4, 8 and 12. All other 

factors remained constant: Shape= Circle, 𝑁= 40, 𝑊= 200, and 𝑑𝑛𝑛= 20. Figure 3-6 and Figure 

3-7 indicate that the SDF decayed much faster when the size of the circle was increased.   



48 
 

  
 

 

Figure 3-6: a-c are images with circles of radius 4, 8 and 12 respectively. d-f are their respective Fourier 

transforms. 

 

Figure 3-7: SDF plotted for the three cases showed in Figure 3-6. 

3.2.2.3 Effect of image size 

In this study the window size, 𝑊, was changed by cropping a larger image of 600 pixels 

into two smaller images of size 400 pixels and 200 pixels. Consequently 𝑁 changed, but cropping 

was performed as to keep the volume fraction consistent. All other factors remained constant: 

Shape= Circle, 𝑆= 4, and 𝑑𝑛𝑛= 20. 
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By observing the respective Fourier transform of three images in Figure 3-8, it is noted that 

there is a decrease in the intensity/brightness of the spectrum. The reason for this remains 

inconclusive. To further understand the features, SDF is plotted in Figure 3-9. It is observed that 

there is a peak-type feature from 0.22 𝑝𝑖𝑥𝑒𝑙−1. This frequency corresponds to the physical sizes 

of 4.5 pixels. And the radius in our case is 4 pixels. Another noticeable peak occurs around 0.1 

𝑝𝑖𝑥𝑒𝑙−1 which corresponds to 10 pixels. And 10 pixels is the fixed distance between the circles. 

After explaining the two prominent peaks, the initial peak feature from 0 up till 0.05 𝑝𝑖𝑥𝑒𝑙−1 is 

still not understood very well and requires further investigation. The final observation from these 

plots is that the noise (or the random up and down features of the curve) increases with the decrease 

of the window size. A possible reason deduced is that the controlled correlations (the fixed nearest 

neighbor distance) in the larger images dominate the random unintended correlations. Whereas for 

the smaller images, the occurrence of controlled and intended correlations does not hugely 

outweigh the occurrence of random unintended correlations.  
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Figure 3-8: a-c are images with circles of radius 4, and window sizes of 200, 400, and 600 respectively. 

d-f are their respective Fourier transforms. 

 

Figure 3-9: SDF plotted for the three cases showed in Figure 3-8.  
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3.2.2.4 Effect of increasing the number of circles 

In this study 𝑁 was varied while rest of the factors remained constant: Shape= Circle, 𝑆= 

4, 𝑊= 400, and 𝑑𝑛𝑛= 10. Looking at the SDF of three cases in Figure 3-11, there is no major 

difference between the three. One subtle difference is that as the number of circles increased, the 

peak at 0.1 𝑝𝑖𝑥𝑒𝑙−1   (corresponding to the physical size of 10 units which is the nearest neighbor 

distance) became more prominent. This directly suggests that if the frequency of the correlation 

incidents is higher, i.e. the number of times two particles are found at a fixed distance would be 

larger, it will result in a greater magnitude of SDF peak. Again, like previous study, the peak to 

the left of 0.5 𝑝𝑖𝑥𝑒𝑙−1 is still left unexplained. 

 

 

Figure 3-10: a-c are images with circles of radius 4, and numbers of circles as 570, 800 and 1100 

respectively. d-f are their respective Fourier transforms. 
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Figure 3-11: SDF plotted for the three cases showed in Figure 3-10. 

3.2.2.5 Effect of changing the local geometry 

In this study the shape, or local geometry, was varied while rest of the factors remained 

constant: 𝑁 = 200, 𝑆= 4, 𝑊= 400, and 𝑑𝑛𝑛= 10. Four shapes were selected: Octagon, circle, 

diamond and square. Their Fourier transforms are shown in Figure 3-12, and the SDFs are plotted 

in Figure 3-13. Octagon, diamond, and circle result in a very similar SDF. A small difference 

occurs near the third peak around 0.26 𝑝𝑖𝑥𝑒𝑙−1 region where the circle deviates from the other 

two. This third peak was previously believed to be related to the size of the circle, so this difference 

is understandable as diamond and octagon are a bit different in size. Square on the other hand does 

not have a third peak around the same region because its smaller size (side=4). Its third peak is 

located at roughly 0.38 𝑝𝑖𝑥𝑒𝑙−1(which is equal to 2.6 units – almost equal to half the diagonal of 

the square). Additionally, also because of the smaller size, the third peak is not very prominent. 

Another important observation here is that the SDF of the square image has a relatively smaller 

first peak, while the circles create the biggest first peak. This leads to the deduction that the very 
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first peak corresponds to the connectedness of the particles; the more connected the particles, the 

higher the first peak. The last finding here suggests that the distance of the correlation also has a 

significant contribution. If the correlation is the same at lengths 5 pixels and 10 pixels, the peak 

corresponding to 10 pixels would be much larger. The next study confirms this hypothesis. 

Figure 3-12: a-c are images with 200 intrusions in the shape of circles, squares, diamonds, and octagons 

respectively. d-f are their respective Fourier transforms. 
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Figure 3-13: SDF plotted for the three cases showed in Figure 3-12. 

3.2.2.6 Effect of changing only the nearest neighbor distance 

To verify the hypothesis in previous study, images with only dots were created with two 

different nearest neighbor distances: 𝑑𝑛𝑛=20 and 25. Rest of the factors remain unchanged: = 40, 

𝑆= 1, 𝑊= 200. Instead of using only one image for each nearest neighbor distance, two statistically 

equivalent images were used. The resulting images along with their SDFs are shown in Figure 

3-14. 

Because the number of particles (N) are the same, the occurrences of controlled correlations 

are same. If there is no other factor involved, then the peaks formed should have the same 

magnitude even though the locations would be different. But looking at Fig. 12(e), this is not what 

is observed. The peaks of = 25 have a higher magnitude confirming the hypothesis stated in earlier 

study i.e. distance of correlation has an impact on magnitude of the curve; the larger the distance, 

the greater the magnitude.  

Though this study confirms the explanation of magnitude, but it raises another question 

about the peaks that precede and follow the main peak. The peaks to right of this main peak should 
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be indicative of correlations at even a smaller length scale. But there does not exist any feature at 

a length scale shorter than the nearest neighbor distance. This requires a more detailed 

investigation and continuation of the SDF study.  

One last observation is that the main peak for 𝑑𝑛𝑛=20 occurs around 0.05 (which 

corresponds to 20 pixels), and for 𝑑𝑛𝑛=25 occurs at 0.04 (which corresponds to 25 pixels). This 

further validates the understanding of the most dominant peak. 

 

Figure 3-14: (a) and (b) are images created with nearest neighbor distance of 20. (c) and (d) are images 

created with nearest neighbor of 25. The number of dots/clusters is fixed to 40. (e) represents the SDF of 

the (a-d) images. 

3.3 SDF based design framework 
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 Under the framework of MSD [8], materials are viewed as a complex structural systems 

that can be optimized for achieving improved performance. In this section, we present an SDF 

based microstructure design framework (Figure 2) that can be employed for the design of quasi-

random microstructural systems considering its PSP relation. For the framework discussion that 

follows, we select OPVC as our material of interest.  

 

 

Figure 3-15: SDF-based design framework to find optimal processing conditions of any quasi-random 

material. 

The key idea of the framework (Figure 3-15) is to use SDF to reduce the dimensionality of 

the OPVC microstructures and enable inverse design through forward PSP prediction. The 

framework begins by fabricating a set of samples by changing the processing conditions such that 

the produced samples are representative. Next, microstructure details are captured by imaging 

techniques which enables the microstructure to be characterized by SDF. A crucial role of SDF is 
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that it generally allows to be parameterized by a handful of parameters (2 to 4 for certain materials). 

This allows us to link the microstructure to processing conditions i.e., Process-Structure (PS) 

mapping. Another benefit of SDF is that it enables us to reconstruct a statistically equivalent 

microstructure (2D or 3D) very efficiently which can be a representative volume element (RVE).  

To evaluate the performance of an RVE, a model is developed that accounts for structural features 

in addition to device physics and material properties. For OPVCs, the core performance indicator 

is IPCE. This can be achieved by using an IPCE computation tool that predicts the IPCE value for 

a given microstructure 𝑿 [14]. This tool computes the influence of microstructure on known 

physical phenomenon of light conversion which can be used to establish the Structure-Property 

(SP) relationship that forms the basis for performance optimization. Depending on the size of the 

RVE and its resolution, the computational cost of the performance model could be considerable. 

For example, an RVE having 1000 pixels in each of the 3 dimensions can take up to 1 hour to 

compute. To mitigate this cost, a surrogate model can be built and used for design optimization.  

Design optimization is performed with the pre-determined design variables: volume fraction and 

parameterized SDF variables. The output from the design optimization are the optimal 

microstructure parameters corresponding to the best IPCE value. As the optimal microstructure 

parameters are the SDF parameters, they can be mapped back to the processing parameters using 

the already established PS model.  

In the presented SDF based material design framework, the role of SDF is to leverage its 

characterization, parameterization, and reconstruction ability to enable PS and SP mapping. This 

in turn facilitates the design of materials with quasi-random microstructures. A key assumption of 

this framework is that the material microstructure can be sufficiently characterized by SDF. 



58 
 

  
 

3.4 SDF frequency resolution enhancement 

One major benefit of using statistical methods including Fourier-based methods for material 

characterization is that theoretically the significant features of a microstructure can be captured by 

a much smaller sample from a large image of a microstructure given enough details are present 

inside the smaller sample. As shown in Figure 2, the SDF of a large microstructure and the sub 

sample both have the same approximated shape i.e., a step function, with the same width. Only the 

magnitudes differ which is mostly irrelevant for the purpose of characterization using SDF. 

Consequently, we observe how a smaller microstructure can be used for characterization.   

But material design most often does not stop at characterization and very often a 

reconstruction is required either to enhance the dataset or to evaluate properties from the digital 

image. To reconstruct the statistically equivalent microstructure, SDF is constrained by the 

sampling frequency. The sampling frequency depends upon the number of samples, and that in 

turn depends upon the number of pixels of an image. Taking examples from Figure 3-16, the 

Figure 3-16: Comparison of the SDF at different length scales of the same material. The SDF of the full 

microstructure (Figure 2A) is represented by the blue function (Figure 2B), and the SDF for the red inlay 

(Figure 2A) is represented by the red function (Figure 2B). 
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original image of the microstructure has 200 pixels in each direction, and the smaller one has only 

half of that i.e., 100. As a result, SDF has 100 frequency bins from original image, and 50 

frequency bins from cropped image.  As per the Nyquist frequency limit, the maximum frequency 

for both is: 𝑓𝑚𝑎𝑥 =
1

2 𝛥
 , where 𝛥 is the physical distance represented by one pixel in the 

microstructure image. Since 𝛥 is same for both images,  𝑓𝑚𝑎𝑥 is will also be the same. However, 

because the number of bins is different, each of these bins has a size of 3. 33 × 10−6  𝑛𝑚−1 and 

6.67 × 10−6   𝑛𝑚−1, for original and cropped image respectively. Because of this difference in 

the two SDFs, if we were to reconstruct an image using the SDF from a small sample, we would 

only be able to reconstruct a microstructure of similar size i.e., 50 𝑛𝑚.  

To overcome this limitation, we propose an SDF frequency enhancing technique which 

will help us reconstruct a larger microstructure from the original sample. Since the final size of the 

microstructure depends on the frequency-resolution of the SDF function, we propose a new 

technique to enhance it. This can be achieved by duplicating the elements in each frequency bin 

Figure 3-17: SDF frequency resolution enhancement. (A) Duplicating values in each bin of SDF to 

increase the number of frequency bins by two. (B) Comparing the SDF of the original full image of 

microstructure with the enhanced SDF of the cropped image of microstructure. Note that x-axis here is 

only the index of frequency bin and not the frequency itself.  
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multiple times to add the missing information. As seen in Figure 3-17 A, we repeat each element 

in a bin two times to extend the SDF to double its size. For the given example it means that we 

have divided the increment of 6.67e-6 𝑛𝑚−1 into two bins of 3.33e-6 𝑛𝑚−1, and thus doubled the 

number of total bins to 100. If we compare this new extended SDF with the original SDF of the 

entire image from Figure 2A, we see that they match very accurately in Figure 3B.   

To demonstrate the efficacy of this approach, we present another example in Figure 3-18 

of an actual OPVC microstructure. We start by a 20 nm CGMD simulation and characterize its 

microstructure using SDF. Then we extend the SDF by a factor of four and use that for 

reconstruction. The resultant microstructure is thus 20 x 4 = 80 nm. If we crop a 20 nm sample 

from the large microstructure and compare its SDF, we can observe that it looks identical to the 

original SDF of the 20 nm simulation. Hence in this section we conclude the evidence of the 

efficacy of using frequency enhancement to reconstruct larger samples from a small sample using 

SDF. 
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 A caveat with this approach is that we are extending the SDF curve by trying to add 

artificial information for the small frequency indices so there is some approximation of the SDF 

curve of the larger sample. Thus, these reconstructions cannot entirely replace the larger 

simulations. Another approach to extend the SDF could be to interpolate between the missing 

frequencies to get a smoother curve, but the result would only be slightly different.  

3.5 Multi-fidelity optimization for OPVC 

Figure 3-18: Top: Starting from a small 20 x 20 x 20 nm CGMD simulated microstructure, a large 80 x 

80 x 80 nm is reconstructed using SDF frequency resolution enhancement. From the large reconstruction 

a smaller 20 x 20 x 20 nm sample is cropped for comparison. Bottom: SDF comparison of the original 

microstructure with cropped microstructure. 
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 Based on the SDF-based design framework (Section 3.3), we attempted to find the optimal 

processing conditions of a solar cell in the previous study [63]. However, using the high-fidelity 

simulations (i.e., 100 nm structures) directly, would be too computationally exhaustive. In this 

section, we address this challenge by introducing a three-stage multi-fidelity design scheme that 

includes the use of low-fidelity simulations (i.e., 20 nm structures) to improve tractability as well 

as high-fidelity simulations to improve computational accuracy. 

 

 

Figure 3-19: Three-step multi-fidelity optimization framework. The initialization of the optimization 

problem is to use the low-fidelity model to infer the range of intermediate structure parameters. 

Subsequently, in the next step, we find the optimal performance by maximizing the IPCE with respect to 

the volume fraction 𝑉𝐹∗  and the intermediate modeling parameters {𝑃, 𝐷}. Finally, the optimal 

annealing temperature 𝑇∗ is found by maximizing the entire PSP link using the high-fidelity model.  

The PSP linkage as presented in Figure 3-19 is an acyclic multimodal design problem [64] 

that contains three models: (1) low-fidelity process to structure model {𝑃, 𝑅, 𝐷}𝑇 = 𝜓𝑙(𝑇, 𝑉𝐹) 

where 𝑃, 𝑅 and 𝐷 are respectively the SDF peak point, relative high difference of the first two 

peaks, and decay parameters (Section 3.5.2.1), (2) high-fidelity process to structure model 

{𝑃, 𝑅, 𝐷}𝑇 = 𝜓ℎ(𝑇, 𝑉𝐹), and (iii) structure to property model 𝐼𝑃𝐶𝐸 = 𝜙(𝑃, 𝐷, 𝑉𝐹). Subsequently, 

by solving the optimization problem 
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 max
𝑇,𝑉𝐹∈𝛀

𝜙(𝜓ℎ(𝑇, 𝑉𝐹), 𝑉𝐹), (3-3) 

for the domain {𝑇, 𝑉𝐹} ∈ [50, 170] × [0.25, 0.75] = 𝛀, a designer can identify the optimal 

processing settings. We infer this range by from literature; 𝑇 usually varies between 50 °C and 170 

°C in experiments. However, the range of 𝑉𝐹 in experiments is a bit narrow in the authors opinion, 

so a wider range is selected from 0.25 to 0.75 to search the unfamiliar design space. However, 

optimizing Equation 3-14 using evolutionary (e.g., genetic algorithm, simulated annealing, and 

particle swarm) or gradient-based methods (e.g., gradients descent, Newton’s methods, and 

sequential quadratic programming) is unpractical as they would require too many costly function 

evaluations. A computationally more efficient class of methods is Bayesian optimization, but for 

problems of this dimension even Bayesian optimization requires dozens of function evaluations in 

the case of homoscedastic noise [65] and hundreds in the case of heteroscedastic noise [43]. In our 

problem, we need to consider noise as the process to structure model (i.e., the CGMD simulation 

model) that has randomized initial conditions that are evaluated over a finite length and timescale. 

Table 3-1: Computational cost for individual CGMD simulations using low and high-fidelity approaches. 

 Total wall time (hrs.) Number of CPUs (cores) Total core-hours 

Low fidelity (20 nm) 120 560 67,200 

High fidelity (100 

nm) 

300 2800 840,000 

 

To reduce the computational complexity, we make two observations: (i) the computational 

cost (core-hours) of the high-fidelity process to structure model is more than 12 (Table 3-1) times 

larger than the low-fidelity model and the structure to property model, and (ii) all simulations 
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modes share the composition input 𝑉𝐹. Leveraging this insight, we propose the following three-

step multi-fidelity inverse design scheme: 

1) Identify the domain 𝝎 of intermediate model variables 𝑃, 𝑅, 𝐷 ∈ 𝝎 (i.e., the range of 

the SDF peak parameter 𝑃 and decay parameter 𝐷) through a small set of samples 

obtained from the low-fidelity structure to property model 𝜓𝑙(⋅). 

2) Identify the optimal composition 𝑉𝐹∗ by optimizing the structure to property model 

𝜙(⋅) using the domain of intermediate model variables 𝝎, as identified in Step 1. 

3) Identify the optimal annealing temperature 𝑇∗ by optimizing the high-fidelity linked 

process to structure to property model 𝜙(𝜓ℎ(⋅),⋅) over a reduced dimensional design 

space.  

Concerning the initial Step 1, we start by creating a design of experiments for the low-

fidelity CGMD process to structure simulation 𝜓𝑙(𝑇, 𝑉𝐹). Specifically, using an optimal Latin 

hypercube design [66] containing nine samples we uniformly cover the domain of processing 

settings 𝛀. By evaluating these samples using the low-fidelity CGMD process to structure 

simulation we can identify the range of the intermediate modeling variables as 𝑃, 𝑅, 𝐷 ∈ 𝝎 ⊂

ℕ × ℝ2. Assuming that this range is representative for the intermediate modeling variables, we 

can identify the optimal composition 𝑉𝐹∗ and structure {𝑃∗, 𝑅∗, 𝐷∗}𝑇 (Step 1) as 

 𝑉𝐹∗, 𝑃∗, 𝑅∗, 𝐷∗ = argmax
𝑉𝐹∈[0.3,0.8]

𝑃,𝑅,𝐷∈𝝎

𝜙(𝑃, 𝑅, 𝐷, 𝑉𝐹). (3-4) 

With the optimal composition 𝑉𝐹∗ known we need to identify the optimal annealing 

temperature 𝑇∗. Originally, this would have been a costly procedure as it required the evaluation 

of the high-fidelity CGMD process to structure simulation at different levels of composition 𝑉𝐹 
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and annealing temperature 𝑇 in the domain 𝛀. However, by identifying the optimal composition 

using Equation 3-4, we can simplify the problem into a one-dimensional optimization (Step 2) as 

 𝑇∗ = argmax
𝑇∈[50,170]

𝜙(𝜓ℎ(𝑇, 𝑉𝐹∗), 𝑉𝐹∗). (3-5) 

Optimizing Equation 3-5 will require fewer function evaluations than Equation 3-3 for two 

reasons: (i) the search space has been reduced from two to one dimension without changing the 

roughness of the objective function, and (ii) we only need to create one structure as an input to the 

high-fidelity CGMD structure to property simulation that we can evaluate at different temperatures 

𝑇. Although we have significantly reduced the complexity of the optimization problem, the 

computational cost for evaluating 𝜓ℎ(⋅) is still nontrivial, and so we use a set of nine high-fidelity 

processes to structure to property simulations, obtained from an optimal Latin hypercube design 

for 𝑇 ∈ [50, 170], to train a Gaussian process model 𝑓(⋅). Consequently, by substitution of 𝑓(⋅) 

into Equation 3-5 we can find the optimal annealing temperature as 

 𝑇∗ = argmax
𝑇∈[50,170]

𝑓(𝑇). (3-6) 

The validity of the three-step multi fidelity inverse design scheme introduced in this section 

depends on two implicit assumptions. First, by identifying the optimal structure (Step 1), we 

assume that all structures described by 𝑃, 𝑅, 𝐷 ∈ 𝝎 can be synthesized through processing settings 

in the domain 𝛀. This decentralized approach greatly limits the computational cost but selecting a 

domain that is too small risks converging to a suboptimal design. In contrast, selecting a domain 

of intermediate modeling variables that is too large risks converging to a structure that cannot be 

synthesized from the admissible processing settings. Second, it is assumed that the domain of 

intermediate modeling parameters 𝝎 is independent of composition 𝑉𝐹. Specifically, when 

solving Equation 3-4, we assume that for any value of the composition 𝑉𝐹 there exists a structure 
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with any SDF parameters 𝑃, 𝑅, 𝐷 in the domain 𝝎. Despite these limitations, the introduced three-

step multi-fidelity inverse design scheme can identify the processing settings associated with 

strong properties through a manageable number of function evaluations.  

3.5.1 CGMD Simulations 

Due to the reduced number of total particles (coarse-grained interaction sites) relative to 

all-atom molecular dynamics, CGMD allows us to simulate larger systems (∼ 10-1000 𝑛𝑚 each 

side) containing millions of beads (also known as superatom) for longer time scales (∼ 1-10 μs) 

spanning millions of timesteps. Hence the investigation of morphological features based on 

different processing conditions such as the annealing temperature and volume fraction (weight 

ratio ) is achievable using chemically informed CGMD simulations [67,68]. One can also 

investigate the trend in morphological evolution during the typical solvent evaporation and thermal 

annealing process to construct correlations between processing, structure, and performance. In this 

work, all the CGMD simulations are carried out using Gromacs molecular dynamics package [69], 

visualized using VMD [70], and post-processed in MATLAB. 

3.5.1.1 Multi-Fidelity Simulations 

Low-fidelity CGMD simulations are employed to simulate the blend morphology 

formation and evolution within a smaller length scale (~20 𝑛𝑚 each side). Organic semiconducting 

polymer Poly(3-hexyl-thiophene) (P3HT) in combination with phenyl-C61-butyric acid methyl 

ester (PCBM) are initially solvated in Chlorobenzene (CB) solution. Finer-than-traditional CG 

beads and the corresponding interatomic interactions, as described by Martini force fields [71], are 

considered to model P3HT, PCBM, and CB molecules. While larger domains simulated for a 

longer time scale (high-fidelity) can describe the morphology comparable to experiments, 
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performing these high-fidelity simulations would be arduous given the enormous amount of 

computational time that they require. Additionally, we believe that our low-fidelity simulations, 

as described in earlier efforts by Munshi et. al. [72,73], can unravel the fundamental physical trends 

in the microstructure evolution driven by the intermolecular interactions at finite temperature. That 

is why we believe they are sufficient for finding the representative microstructure features to 

extract the underlying SDF shape. 

3.5.1.2 Large-Scale High-Fidelity Simulations 

While the low-fidelity CGMD simulations are an excellent choice to extract 

microstructural features and provide fundamental insights into the trends in overall exciton 

diffusion to charge transport process, these are seldom comparable to the experimental 

characterization. To address this challenge, high-fidelity CGMD simulations are employed to 

mimic the physical experiments of OPVC design. Akin to the low-fidelity approach, P3HT and 

PCBM are initially solvated in organic CB solution. Following energy minimization and 

equilibration at constant temperature and pressure conditions (also referred to as the number of 

particles, pressure, and temperature (NPT) equilibration), CB molecules are evaporated gradually 

from the system to simulate a typical solvent evaporation process. Finally, the 100 nm thick 

solvent-free P3HT: PCBM bulk heterojunction nanomorphology is heated up to a specific 

temperature, 𝑇 (thermal annealing) and gradually cooled down to room temperature (𝑇 =  25ᵒ𝐶). 

For all these simulations, the x and y-dimension are kept constant at 100 nm while the z-direction 

(thickness) is initialized at ~800 nm for the solvated ternary mixture. The final solvent-free and 

thermally annealed structure, in absence of the CB solvent molecules, reduce to the thickness of ~ 

100 nm leading to simulation box volume of ~ 100 nm3.  In contrast to the low-fidelity CGMD 
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simulations, large-scale simulations consider large number of interaction site thus making the high-

fidelity simulations highly sensitive to the interaction parameters between the CG beads. To 

stabilize the large-scale systems and accurately capture the dynamics during evaporation and 

annealing process, we varied the Martini bead radius for the P3HT and PCBM molecules along 

with a subtle variation in the Lennard-Jones (LJ) cutoff distance implemented using Verlet scheme. 

While in our previous efforts for low-fidelity CGMD simulations [71], we found a LJ cutoff 

distance of 1.1 nm to achieve P3HT: PCBM system density in agreement with experiments, for 

the high-fidelity CGMD simulations a cutoff distance ~ 1.4 nm was found to be optimum. The 

increase in the total number of interaction sites and the cutoff distance account for the large 

difference between the overall computational cost between the two variants of CGMD simulations. 

Finally, these large-scale high-fidelity simulations, in this work, are directly compared with 

experimental observations such as cross-sectional scanning tunneling microscope (X/STM) 

images to investigate microstructure evolution through solution processing techniques, such as 

spin coating, typically employed in experiments of OPVC design. 

3.5.2 Results and Discussion 

In this sub-section, we discuss the result obtained when we apply the design framework 

introduced in Section 2.2 to design an OPVC with optimal IPCE performance. First, we need to 

identify the range of SDF parameters estimated from a small number of low-fidelity CGMD 

simulations (Section 3.7.2.1). Next, we identify the optimal microstructure morphology by 

optimizing the structure to property model with respect to the SDF parameters and volume fraction 

(Section 3.7.2.2). Subsequently, we optimize the property with respect to the processing conditions 

using the high-fidelity CGMD model (Section 3.7.2.3). Lastly in Section 3.7.2.4 we conclude this 
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study by comparing the optimal processing conditions with experimental results reported in the 

literature.  

3.5.2.1 Step 1: Inferring the range of SDF parameters 

In beginning of Section 3.7 it was assumed that the SDF functions could be characterized 

by a two-dimensional parametric function. This approximate SDF function was established by 

observing the similarity between the SDF of the microstructures obtained from the nine low-

fidelity CGMD simulations, as documented in  

Table 3-2. Specifically, in Figure 3-20A we have plotted all nine normalized SDF functions 

(i.e., the area under the plots has been normalized to equal on). Note that we can normalize the 

SDF function as the reconstruction depends on the relative frequency of material features and not 

the absolute frequency. We extracted the salient features of the nine curves to match them with the 

properties (IPCE values), using the following approximation 

 

𝜌̂(𝜅, 𝐷, 𝑅, 𝑃) = {

0,                                𝜅 = 0

1 −
𝜅 − 1

3
,                0 < 𝜅 < 𝑃

𝑅𝑒(−𝐷(𝜅−𝑃)),            𝑃 ≤ 𝜅        

 

(3-7) 

where 𝐷 is the frequency of the second peak, 𝑅 is the ratio between the first and second peak, and 

𝐷 is a variable to governs the decay of the SDF at higher frequencies. Note that the lower 

frequencies contain the largest degree of inconsistency when compared with the target structure in 

Figure 5A. However, we believe that this noise influences the IPCE of the reconstructed 

microstructures only marginally. The reason that the low frequency has limited influence on the 

IPCE is that they are associated with features that have a long length scale and less samples, and 

hence are more prone to noise and are less consequential to the microstructure morphology. It is 

for this reason that the exponential decay term of the parametrized SDF 𝜌(⋅) captures the most 
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important features. In Figure 3-20B we have plotted the SDF of one low-fidelity CGMD structure 

(blue function) and shown that we can get a good fit with the approximate SDF (red dashed 

function). Note that in this plot we have normalized the plot to show its consistency with the 

experimental structure. Moreover, minimizing the mean squared error for each of the nine low-

fidelity CGMD structures we can find the 𝑃, 𝑅 and 𝐷 parameters as shown in fourth, fifth and sixth 

column of  

Table 3-2. Using these intermediate modeling parameters, we reconstructed the initial nine low-

fidelity structures and simulated their IPCE property. Subsequently, we calculated the relative 

error with respect to the IPCE values of the target microstructure responses as shown in the ninth 

column of Table 2. The maximum observed relative error is <3% and as such we can conclude that 

the parametrized SDF provides an accurate approximation of the microstructures.  

 

Figure 3-20: Parametrization of the SDF of low-fidelity CGMD microstructures. The SDF of the nine 

microstructures obtained from low fidelity CGMD simulations (Figure 8A) shows a remarkable 

consistency among the microstructures. Subsequently, this similarity can be captured through a 

parametric function that can be used to approximate the original SDFs (Figure 8B). 
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Table 3-2: Design of experiments used to explore the potential microstructures using the low-fidelity 

CGMD simulation model. 

  Process Structure Property 

# 
𝑉𝐹 𝑇 (℃) 𝑃 𝑅 𝐷 𝜙(𝜓𝑙(𝑇, 𝑉𝐹), 𝑉𝐹) 𝜙(𝑃, 𝑅, 𝐷, 𝑉𝐹)  

Relative  

error (%) 

1 0.375 50 5 0.522 0.217 0.3558 0.3649 2.56 

2 0.5625 65 4 0.337 0.244 0.3333 0.3379 1.38 

3 0.625 170 5 0.385 0.295 0.3133 0.3216 2.65 

4 0.25 140 4 1.245 0.224 0.3403 0.3481 2.29 

5 0.6875 125 3 1.332 0.321 0.2863 0.2909 1.61 

6 0.4375 155 4 0.675 0.213 0.3531 0.3584 1.50 

7 0.3125 95 4 0.344 0.259 0.3512 0.3563 1.45 

8 0.5 110 4 0.564 0.276 0.3446 0.3494 1.39 

9 0.75 80 4 0.271 0.402 0.2543 0.2591 1.89 

3.5.2.2 Step 2: Structure-Property Optimization 

To find the optimal microstructure using Equation 3, we need to identify the range of 

intermediate modeling parameters 𝛚. From the fourth, fifth and sixth column in Table 2 we can 

infer the range for the intermediate modeling parameters by expanding the design space from the 

original samples as 𝑃, 𝑅, 𝐷 ∈ [3, 5]  ×  [0.271, 1.332] ×  [0.213, 0.402] =  𝝎. Specifically, the 

second index of peak frequency variable in the SDF is a natural number in the range 𝑃 ∈ [3,5], the 

exponential decay variable in the SDF is a real number in the range 𝐷 ∈ [0.213, 0.402], and the 

ratio between the first and second peak is a real number in the range 𝑅 ∈ [0.271, 1.332]. Using 

the range of the intermediate modeling parameters 𝝎 we can optimize Equation 3, to find the 

optimal microstructure. Before optimization, we first need to increase the sample size to make it 
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comparable to experiments. The typical thickness of spin coated OPVC is of 200 𝑛𝑚, so we use 

the SDF frequency enhancement (Section 3.6) to increase the size of the smaller samples 103-fold.  

While the SDF improves the efficiency of the microstructure reconstruction, the 

computational cost for evaluating the IPCE is still not trivial. Consequently, we use a surrogate-

based optimization framework by training a Gaussian process model on a set of 30 IPCE function 

evaluations assigned through an optimal Latin hypercube design. Subsequently, using a multi-start 

sequential quadratic programming optimization approach we find the optimal microstructure as 

{𝑉𝐹∗, 𝑃∗, 𝑅∗, 𝐷∗} = {0.4,5,1.33,0.213}𝑇, for which the Gaussian process model predicts an 

optimal IPCE value of 0.195. To validate these results, we reconstructed a new microstructure 

using the optimal microstructure parameters and find an optimal IPCE value of  0.189. Compared 

with the Gaussian process model prediction, we have a relative error of <0.4%, and thus we can 

conclude that the Gaussian process is sufficiently accurate to approximate the globally optimal 

microstructure.  

3.5.2.3 Step 3: Process-Structure-Property Optimization 

 Using the optimal volume fraction 𝑉𝐹∗, we can identify the remaining optimal processing 

condition by optimizing the high-fidelity CGMD simulations with respect to a reduced 
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dimensional design space. Specifically, we can use a surrogate model-based optimization approach 

by training a Gaussian process model on nine equally spaced annealing temperatures and the 

predicted IPCE values. It should be noted that this means we train a surrogate model to directly 

predict the IPCE value as a function of the processing conditions. In addition, to run the low-

fidelity CGMD simulations we set the volume fraction at 𝑉𝐹∗ = 0.4 as identified in Step 1. The 

resulting Gaussian process model predictions are shown in Figure 3-21. The motivation for using 

a Gaussian process model is that it enables us to account for the prediction uncertainty in the 

CGMD simulations. Specifically, this can be observed in Figure 3-21 from the nonzero prediction 

uncertainty (blue shaded regions) at the observed training samples. The advantage of Gaussian 

process over other deep learning methods is its Bayesian assumption on the space of potential 

functions that provides a statistically rigorous approach to avoid over fitting or underfitting the 

data.  

Figure 3-21: Gaussian process model prediction for the IPCE as a function of temperature. The high-

fidelity CGMD simulations used the optimal volume fraction 𝑉𝐹∗ = 0.40 as identified in Step 1 of the 

introduced design framework. 

 From the response surface approximation shown in Figure 9, we can observe that the 

globally optimal IPCE value is found at an annealing temperature of 𝑇∗ = 170℃. In addition, the 

optimal IPCE value for the identified optimal processing conditions is 𝐼𝑃𝐶𝐸∗ = 0.3953. It should 

be noted that the optimal IPCE value is higher than what was predicted with the low-fidelity model. 

This is likely a result of the difference in the size of the simulated structures (100 𝑛𝑚, and 200 

𝑛𝑚), as thinner structures are expected to trap the light more effectively. Since we are interested 

in the trend rather than the exact value of IPCE for optimization, it is less consequential. 

Nevertheless, the introduced three-step multi-fidelity design framework facilitates microstructure 
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sensitive design using previously intractable models. Because, because the globally optimal IPCE 

was found at an already simulated annealing temperature we do not need further validation. Lastly, 

the SDF parameters (𝑃∗  =  4, 𝐷∗  =  0.36, 𝑅∗  =  0.33) of the optimal CGMD simulation are also 

well within the design space 𝝎. This is evidence of the efficacy of step 1 where smaller CGMD 

simulations were used to extract the range of SDF parameters. 

3.5.2.4 Validation of results 

To validate the findings of the introduced three-step multi-fidelity design framework we 

compare the optimal processing conditions (i.e., 𝑇∗ and 𝑉𝐹∗) with those reported in the 

experimental literature. First, we note that the identified optimal volume fraction 𝑉𝐹∗ = 0.4 is 

relatively similar to 0.8:1 PCBM:P3HT (0.38) loading as reported in [74]. Concerning the 

annealing temperature, comparison to literature is more difficult as reported values range from 140 

to 160 degrees Celsius [75,76]. While this matches relatively well with the optimal annealing 

temperature in this study (i.e., 𝑇 = 170℃), additional investigation is warranted. From a modeling 

perspective, this difference could come from three reasons (i) a systematic model bias because of 

the inherent assumptions in the CGMD model, (ii) the Voronoi tessellation approximation that 

represents the PCBM and P3HT molecules as irregular polyhedral, or (iii) the inherent assumptions 

in the IPCE model. In contrast, we can also note from comparing the results presented in the 

seventh column of Table 2 with the high-fidelity observations plotted in Figure 9, that annealing 

temperature has only a small influence on the IPCE compared to the volume fraction. This could 

explain why multiple optimal values for the annealing temperature have been reported in the 

literature, as observations would become more sensitive to experimental noise. Nevertheless, the 
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presented CGMD is highly consistent with the experimental observations and as such provides 

designers with a reliable OPVC design tool.  

 To validate the efficiency of the three-step multi-fidelity design framework we compared 

the computational cost. In the presented study we used nine low-fidelity and nine high-fidelity 

simulations. Evaluating the low-fidelity simulations and the high-fidelity simulations required 

approximately 120 hours and 300 hours, respectively. Comparing this with two hypothetical 

scenarios: (A) the same study using only high-fidelity simulations, and (B) using Bayesian 

optimization for stochastic functions [43] in conjunction with the high-fidelity model. 

(A) Doing high-fidelity simulations to identify the range of the intermediate modeling 

parameters requires function evaluations for different values of 𝑉𝐹 and 𝑇. Evaluating the 

high-fidelity response for the same design of experiments would have taken approximately 

nine times more core hours as seen in Table1. While this would have improved the accuracy 

of the identified intermediate modeling parameters, its influence on the identified range 

would have been marginal. In addition, it would not have been enough to train an accurate 

surrogate model and find the optimal processing conditions directly.  

(B) Our previous study required 305 simulations at 46 unique volume fractions. Assuming 

that both length-scales behave similarly resulting in same number of simulation 

requirements, we can calculate the total time to be greater than 91000 (300x305) hours 

using low-fidelity simulations compared to approximately 3780 (120x9 + 300x9) hours 

for this study.  

 The substantial difference in cost not only provides practical validation for the efficiency 

of the introduced approach but also shows how information about a material’s microstructure can 
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be leveraged to expedite the design process. Note that in the above comparison we did not consider 

the cost of the IPCE model as it only a fraction of the simulation cost and is therefore 

inconsequential to the stated conclusions.  

3.5.3 Optimization-study conclusion 

In this section, we presented a coarse-grained molecular dynamic (CGMD) based three-

step multi-fidelity design framework for the design of an organic photovoltaic cell (OPVC) that 

has optimal performance with respect to acceptable processing conditions. The contributions of 

the presented work are: (i) simulating large-scale (100 × 100 × 100 𝑛𝑚3) high-fidelity 

simulation whose performance predictions conform with experimental length and time-scales (ii) 

we introduced a multi-fidelity design framework that enables design of an OPVC with respect to 

its processing conditions at a predictive fidelity that was previously intractable with CGMD 

simulations, and (iii) we used an SDF frequency-enhancement technique to reconstruct large 

samples from smaller ones. The introduced design framework reduces the computational 

complexity by using low-fidelity CGMD simulations to gain insight into the potential 

microstructures that can be achieved from admissible processing conditions. Consequently, we 

leverage this insight to reduce the input dimensionality of the high-fidelity CGMD simulations by 

finding the optimal microstructure using the relatively faster structure to performance model. 

Reducing the input dimensionality of the high-fidelity model facilitates the identification of the 

optimal processing conditions with significantly fewer costly high-fidelity CGMD function 

evaluations.  
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 The introduced design framework can be employed for other microstructure design 

applications when the following four assumptions are valid: (i) the process to structure model and 

the structure to performance model have shared design variables, i.e., volume fraction of the OPVC 

compositions (ii) the structure to performance model is much faster to evaluate than the process to 

structure model, (iii) the microstructure features can be accurately characterized through their 

spectral density function (SDF), and (iv), the range of the SDF parameters used to characterize the 

microstructures are independent of the design variables shared by the PS and SP models. The 

authors believe that (iv) is the most limiting assumption which can be accounted for by establishing 

the underlying relationship between the parameters and design variables by performing more 

simulations in the next step of this study. 

3.6 Summary 

 In this chapter, the SDF curve is studied to improve its understanding so that it can be more 

effectively applied in design of materials. Next, we introduce an SDF-based design framework 

which can be used for the design of a quasi-random microstructure system. Using this framework, 

we aim to optimize an organic photovoltaic cell (OPVC).  

But since the experimentation of the solar cell is very computationally expensive, it inhibits 

the use of this framework. This restriction led to another novel contribution in the use of SDF , 

i.e., SDF-frequency enhancement which allows us to take SDF from a relatively smaller sample 

and yet reconstruct much larger samples. Leveraging this capability, we introduce a three-step 

multi-fidelity design framework that enables a designer to efficiently explore the space of 

admissible processing conditions, using coarse-grained molecular dynamics (CGMD) simulations, 

to identify the optimal OPVC design. Using the material characterization and a novel multi-scale 
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reconstruction capability of spectral density function, the framework enables the sequential 

optimization of the microstructure using a low-fidelity CGMD simulation with a smaller window 

size, followed by the optimization of the processing conditions using the high-fidelity simulation. 

The division in two steps and two fidelities enables the optimization of CGMD simulations at 

previously intractable lengths and timescales. We validate our results by demonstrating that the 

CGMD model predictions are consistent with physical experiments reported in the literature and 

corroborate that the computational complexity is reduced by one order of magnitude. 

 In this chapter our focus was on quasi-random material systems. Another microstructural 

material system is that of alloys which could be called granular. The microstructure consists of 

grains that have varying sizes, orientations, and phases. It encapsulates a much higher dimension 

information than quasi-random material systems, and thus, SDF is not sufficient to sufficiently 

characterize it. In the next chapter we discuss a different characterization technique that can help 

in analyzing and designing such material systems.  
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Chapter 4 Characterization and Design of Granular 

Microstructures in Additive Manufacturing Systems 

4.1 Introduction 

  Additive manufacturing (AM) is a break-through technology that has the potential to 

completely change the landscape of manufacturing science and technology by enabling the 

production of near-net shape and intricate geometries. However, as an emerging technology, AM 

of metals and metallic alloys has many barriers to overcome to be fully implemented in large scale 

manufacturing. One of the main challenges in metal AM is the same as any other manufacturing 

process which is to establish the process-structure-property (P-S-P) relationship. Building this 

relationship can help save a lot of time for material exploration compared to the Edisonian 

approach.  A strong stochastic nature of the produced parts with AM is one such bottleneck. This 

is attributed to the varying microstructure. This variability in microstructure is attributed to 

complex multi-physics and multiscale nature of the AM process. To make the AM process useful, 

researchers have been trying to come up with methodologies that can characterize these 

variabilities in model validation and model prediction to explore the vast design space. Once the 

material variability is better captured, it can be used to build a more accurate P-S-P model. 

Since AM experiments are time-consuming and expensive, numerical models to predict 

microstructure formation are good alternatives to enhance the study of process-structure 

correlation. There are several numerical models of microstructure prediction, such as the phase-

field method (PFM) [77,78], the cellular automaton (CA) model [79–81], and the kinetic Monte 

Carlo method (KMC) [37]. Among them, the PFM is a diffuse interface model defined by a system 
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of partial differential equations, which are applied to predict dendrite structure and grain growth 

[82]. However, the small length scale of dendrites and grains limits the ability of the PFM to predict 

microstructure in meso-scale efficiently. The CA model simulates grain nucleation stochastically, 

which requires less computational expense compared with PFM and achieves good accuracy [80].  

Unlike KMC, the CA model includes a physically meaningful time step, which is easier to interpret 

the predictions and couple with the thermal models [80,83]. All these models require calibration 

in order for them to be meaningful, and currently the calibration process is not automated. 

 We dedicate this chapter to explore and enhance microstructure characterization techniques 

to (i) build predictive P-S-P models, and (ii) to automate the calibration process of CA simulation 

models.  

4.2 Granular Microstructure Characterization and Dissimilarity Score 

4.2.1 Chord Length Distribution (CLD) 

For metals, grain sizes and morphology are directly linked to mechanical and physical 

properties [7][6]. Thus, it is important to be able to characterize the grain features in order to 

understand their effects on properties. Instead of using equivalent spherical diameter (which 

approximates the size of the grain) and grain statistics (which include distribution of grain sizes 

and texture), we select angularly resolved chord length distribution (ARCLD) [16] to statistically 

characterize the microstructures. ARCLD is an extension of Chord Length Distribution (CLD), 

which is essentially the probability of finding chords of specified lengths in the microstructure. 

CLD is calculated by throwing horizontal lines in the microstructure, finding the grain boundaries 

intersection with the line, and then calculating the distances between two consecutive intersections. 
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ARCLD builds upon this approach by varying the angles of the lines to be thrown inside the 

microstructure [16]. Compared to the aforementioned grain descriptors, the main advantages of 

using ARCLD for characterizing microstructures include (1) generic application regardless of the 

shape of grains, (2) the measure provides directional information, and (3) ARCLD has established 

relationship with plastic[84]  and transport properties [85] for heterogeneous materials.  

In this proposed methodology, instead of calculating ARCLD for 360 degrees as in Latypov 

et al [16], we limit our calculation to four selective angles. This approach resembles that of 

Talukdar et al [86] who uses CLD only at four angles to guide the microstructure reconstruction 

process. Furthermore, to cater for the local noise, we calculate the CLD for five consecutive angles 

and average them as:   

 
𝐶𝐿𝐷𝜃 =

1

5
(𝑐𝑙𝑑𝜃 + 𝑐𝑙𝑑𝜃+1 + 𝑐𝑙𝑑𝜃+2 + 𝑐𝑙𝑑𝜃+3 + 𝑐𝑙𝑑𝜃+4), 

(4-1) 

Where 𝒄𝒍𝒅𝜽 is the chord length distribution at angle 𝜽. 

 Because of symmetry, we calculate 𝐶𝐿𝐷𝜃 for the following four representative angles, i.e. 

00, 300, 600, and 900. Thus, for every image, four CLDs are calculated as seen in Figure 4-1 which 

is presented as an example.  
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Figure 4-1: The microstructure on top (a) is simulated using CA model. The bottom four curves (b-e) are 

the CLDs at the four representative angles. The x-axis is the length of chord and y-axis is the probability. 

The method presented up untill now was only for 2D images.  We calculate the ARCLD of 

a 3D image by averaging the ARCLD of all sliced 2D images for a particular angle: 

 𝐶𝐿𝐷𝜃
𝑎𝑣𝑔

=
1

𝑁
∑ 𝐶𝐿𝐷𝜃

𝑖𝑁
𝑖=1  , (4-2) 

where 𝐶𝐿𝐷𝜃
𝑖  is the 𝐶𝐿𝐷𝜃 for plane i, and N is the number of planes. 

4.2.2 Microstructure Difference Quantification using Dissimilarity Score (DS) 

Many computational frameworks have been proposed [5,87] to model process-structure-

property-performance in AM. However, computational methods face the challenge of accurately 

predicting the microstructures for any giving process parameters. Among the several methods that 

have been developed to predict grain growth  [5,32,87], the Cellular Automaton (CA) method 

offers a good compromise between computational expense and desired accuracy[34]. However, 

validation of simulated microstructure against experimental microstructure is a challenging task. 
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So far, researchers have done this validation qualitatively [38] ,however, a quantitative metric is 

more desirable. Specially, the candidate microstructures in question may vary locally while being 

statistically similar on a larger scale. On the other hand, without a proper numerical measure, it is 

hard to gauge how accurate the parameters of the model are and how those parameters can be 

improved so that the model becomes more reliable.  

The overarching goal of this section is to propose a validation metric, termed “Dissimilarity 

Score” (DS), to measure the differences of stochastic features between two microstructures, 

obtained from either a computer simulation or a physical experiment. In this work, we show that 

our proposed metric can distinguish between dissimilar (in both statistical and physical sense) 

microstructures and identify similar ones. We also apply this feature to test how accurate the 

microstructures generated from computational method (CA) is when compared to actual Electron 

Backscatter Diffraction (EBSD) data of real AM microstructure. Characterization of grain 

structures using the Angularly Resolved Chord Length Distribution (ARCLD) and the use of Earth 

Mover’s Distance (EMD) as the metric of Dissimilarity provide a novel approach for improving 

the computational modeling of AM.   

Once ARCLD is calculated, which can be considered a distribution, the next step is to 

quantify the difference between different ARCLDs. Three popular methods of differentiating 

between distributions are Manhattan Distance (MD) [88], Kullback-Leibler divergence (DKL) 

[89], and Earth Movers Distance (EMD) [90]. MD is defined as: 

 𝑀𝐷(𝑃, 𝑄) = 𝛴 |𝑃(𝑖) − 𝑄(𝑖)|, (4-3) 

 where P and Q are two different distributions. The limitation with MD is that it is not able 

to do a cross-bin comparison. In a cross-bin comparison, neighboring bins are also accounted for 
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while calculating the difference between distributions. We present an example in Figure 4-2 to 

visualize this limitation. Consider the distributions 𝑥, 𝑦 and 𝑧 represent the number of points in a 

class of 19 students. The average points of these distributions would be 1.95, 2.32, and 3.05 for 

𝑥, 𝑦 and 𝑧 respectively. Thus, the difference in the scores between 𝑥 and 𝑦 (Figure 2-1A) is much 

less than between 𝑥 and 𝑧 (Figure 2-1B). This subtlety is not captured by MD and that results in: 

𝑀𝐷(𝑥, 𝑦) = 𝑀𝐷(𝑥, 𝑧). On the other hand, since EMD considers cross-bin comparison, it is 

observed that EMD gives a higher figure between x and z. This cross-bin comparison is highly 

desired in our difference metric because the bins in ARCLD are associated with physical 

similarities in the microstructure.  

The next metric, DKL is defined as: 

Figure 4-2: Quantifying difference between two set of distributions using EMD and MD. (A) Difference 

between distribution x and y. (B) Difference between distribution x and z. 
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𝐷𝐾𝐿(𝑃, 𝑄) =  ∑ 𝑃(𝑥) log (

𝑃(𝑥)

𝑄(𝑥)
)

𝑥𝜖𝑋

. 
(4-4) 

The critical limitation of using DLK is that it is not symmetric i.e., 𝐷𝐾𝐿 (𝑥, 𝑦) ≠

𝐷𝐾𝐿(𝑦, 𝑥). Whereas, for a difference metric operating on microstructures this cannot be the case 

because the difference between two microstructures should be the same no matter which one is 

taken as a standard. EMD however is symmetric and capable of cross-bin comparison as well, and 

therefore it is the preferred choice in this study. EMD is based on a solution to the well-known 

transportation problem [91]. Suppose that several trucks, each with a given amount of earth, are 

required to fill several holes, each with a given limited capacity. For each truck-hole pair, the cost 

of transporting a single unit of earth is given. The transportation problem is then to find a least-

expensive flow of earth from the trucks to the holes that fulfils the demand. EMD [90] can be 

defined as follows: 

 
𝐸𝑀𝐷(𝑃, 𝑄) = min

𝐹={𝑓,𝑗}

𝛴𝑖,𝑗𝑓𝑖𝑗 ⅆ𝑖𝑗

𝛴𝑖,𝑗𝑓𝑖𝑗
 . 

(4-5) 

Subject to: 
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 𝑓𝑖𝑗 ≥ 0 (4-6) 

 ∑ 𝑓𝑖𝑗

𝑗

≤ 𝑝𝑖 
(4-7) 

 ∑ 𝑓𝑖𝑗

𝑖

≤ 𝑞𝑗 
(4-8) 

 

∑ 𝑓𝑖𝑗

𝑖,𝑗

= 𝑚𝑖𝑛 {∑ 𝑝𝑖

𝑖

, ∑ 𝑞𝑗

𝑗

} , 

(4-9) 

where 𝑓𝑖𝑗 denotes a set of flows. Each flow 𝑓𝑖𝑗 represents the amount transported from the i-th 

supply to the j-th demand. 𝑝𝑖 and 𝑞𝑗 are locations of the supply and demand. We call ⅆ𝑖𝑗 the ground 

distance between the locations 𝑝𝑖 and 𝑞𝑗. Constraint (4-6) ensures that supplies can only be moved 

from 𝑃 to 𝑄. Constraint (4-7) and (4-8), respectively, limits the amount of supplies that can be sent 

by P, and can be received by Q. Lastly, constraint (4-9) forces to move the maximum amount of 

supplies possible. We call this amount the total flow. Once the transportation problem is solved, 

and we have found the optimal flow 𝐹∗, the earth mover’s distance is defined as the resulting work 

normalized by the total flow (Equation 4-5). Since 𝑓𝑖𝑗 and ⅆ𝑖𝑗 are calculated for all i and j, this 

results in all cross-combinations of the positions, and it thus makes EMD a cross-bin comparison. 

Interchanging the probabilities does not affect the formulation which makes this metric symmetric. 

4.2.2.1 Formula for Dissimilarity Score (DS) 

To cut down on the computational cost and complexity we limit the ARCLD calculation 

to only four representative angles instead of the entire 360 degrees spectrum. But to accommodate 

for the local noise, for every angle position, the CLD is computed for the nearest five consecutive 

angles and averaged (Figure 4-3A): 



87 
 

  
 

 𝐶𝐿𝐷𝜃 =
1

5
(𝑐𝑙𝑑𝜃 + 𝑐𝑙𝑑𝜃+1° + 𝑐𝑙𝑑𝜃+2° + 𝑐𝑙𝑑𝜃+3° + 𝑐𝑙𝑑𝜃+4°), (4-10) 

where 𝑐𝑙𝑑𝜃 is the chord length distribution at angle 𝜃. Thus, 𝐶𝐿𝐷𝜃 becomes the averaged chord 

length distribution for the consecutive five angles starting from 𝜃. 

Because of symmetry, we only calculate 𝐶𝐿𝐷𝜃 for four representative angles i.e., 00, 300, 600, and 

900. Thus, for every image, four CLDs are calculated as seen in Figure 4-3 which is presented as 

an example.  

Figure 4-3: The microstructure on top (A) is simulated using CA model. The bottom four curves (B-E) are 

the CLDs at the four representative angles. The x-axis is the length of chord and y-axis is the probability. 

The method presented up till now was only for 2D images.  We calculate the ARCLD of a 

3D image/simulation by averaging the ARCLD of all sliced 2D images for a particular angle: 
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 𝐶𝐿𝐷𝜃
𝑎𝑣𝑔

=
1

𝑁
∑ 𝐶𝐿𝐷𝜃

𝑖𝑁
𝑖=1 , (4-11) 

where 𝐶𝐿𝐷𝜃
𝑖  is the 𝐶𝐿𝐷𝜃 for a cross-section i, and N is the number of cross-sections of the 3D 

simulation. Since experiments are 2D, this does not apply to them.  

Applying the EMD approach to our problem, we compute the Dissimilarity Score (DS) of two 

grain structures (Sample 1 and Sample 2) as: 

 𝐷𝑆 (𝑆𝑎𝑚𝑝𝑙𝑒 1,  𝑆𝑎𝑚𝑝𝑙𝑒 2) =
1

4
∑ 𝐸𝑀𝐷(𝐶𝐿𝐷1𝜃

𝑎𝑣𝑔
− 𝐶𝐿𝐷2𝜃

𝑎𝑣𝑔
), (4-12) 

where 𝜃 = 0°, 30°, 60°, and 90 °, and 𝐶𝐿𝐷1𝜃
𝑎𝑣𝑔

 and 𝐶𝐿𝐷2𝜃
𝑎𝑣𝑔

 are the average 𝐶𝐿𝐷𝜃 for two 

different samples/microstructures at a particular angle θ.   

4.2.2.2 Comparison of synthetic microstructures created from Dream 3D 

To show the effectiveness of the DS, we apply it on a synthetic granular microstructure 

simulated in Dream 3D. By varying the mean and variance of a grain distribution, we create two 

different sets of microstructures to test the effectiveness of our proposed metric. The first test 

composed of two statistically equivalent microstructures simulated using the same grain 

distribution (Case 1 and Case 2 in Figure 4-4A). The second set consisted of two different 

microstructures simulated using different grain distribution parameters (Case 3 and Case 4 in 

Figure 4-4B). DS is computed between the two sets of microstructures, and the results (see Table 

4-1) show that the DS between two similar microstructures is two orders of magnitude smaller 

than the DS between two different microstructures. Hence, we conclude that the metric 

successfully quantifies the difference between grain microstructures. 
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Table 4-1: DS calculated between similar microstructures (Case 3 and Case 4) and different 

microstructures (Case 1 and Case 2). 

Dissimilarity Score (DS) 

Different 

Microstructures 

Similar 

Microstructures 

4.74 0.04 

4.2.2.3 Comparing Microstructure from different Additive Manufacturing simulation inputs 

Next, the methodology was applied to distinguish between the two AM simulations (Figure 

4-5 B) with different input process parameters. The simulation is the single laser track on Inconel 

625 bare substrates. The microstructures were generated by CA solidification model coupled with 

thermal CFD model. For case A, the laser power is 150w, scan speed is 400 mm/s; for case B, the 

laser powder is 195w, scan speed is 800 mm/s. 

Figure 4-4: Artificial microstructure generated by Dream 3D. (A): Pair of statistically similar microstructures 

created from same set of input parameters. (B): Pair of statistically different microstructures created from two 

different sets of input parameters. 
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The DS score calculated between these two cases is 1.46. This score is relatively high, and thus 

indicative of the fact that the two microstructures are quite different.  

4.3 Building P-S-P modeling using Machine Learning 

 Based on the proposed microstructure characterization metric, a P-S-P framework (Figure 

4-6) for material design is formulated, and the relationships between P-S-P in AM are explored. 

The first step is to use the coupling of Thermal CFD-CA-SCA [92] methods to generate a large 

simulation database for multi-layer parts build of powder bed fusion AM process with varied 

Figure 4-5: Multiple slices of two cases that were simulated using the CA code. Instead of the 3D 

volume, slices are shown to represent how the ARCLD is computed i.e. plane by plane. 

Figure 4-6: Framework for P-S-P modeling of AM 
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process parameters (for example, laser power and laser scan speed). The simulation database 

includes thermal history, microstructure, final properties and performance (for example yield stress 

and ultimate strengths). From process to microstructure, a new parameterized form of thermal 

history is proposed to represent thermal history with different process parameters and locations in 

parts. The simulated microstructures are represented by the proposed microstructure 

characterization metric (Section 4.2.1). A neural network can be trained to find relationship 

between process and microstructure with thermal history parameters as the inputs and 

microstructure characterization metric as the output. From structure to property, neural networks 

will be used to link microstructure characterization metrics with simulated material property. In 

the end, the P-S-P framework for material design will be established and we will be able to observe 

how different thermal history influence microstructure and then the final properties and 

performance.  

4.3.1 Creating the dataset 

For database generation, 4 multi-layer powder bed depositions with different laser power 

and laser scan speed were simulated for material In625. Each simulation is called a ‘case’. For 

each case, there are 10 layers of deposition and a single track for each layer. The details for each 

case are shown in the Table 4-2. Temperature field, microstructure, and mechanical properties such 

as young’s modulus and yield strength were predicted for each case by our models. The sampling 

scheme is also illustrated in Figure 4-7. 
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Table 4-2: Experimental details of the four builds.  

Case 
Laser 

power (W) 

Laser 

speed 

(mm/s)  

Layers 

Layer 

thickness 

(mm) 

Total tracks in 

each layer 

Total domain for 

microstructure (mm) 

1 300 1230 10 0.04 5 mm x 1 [0.99,0.165,0.446] 

2 300 1529 10 0.04 5 mm x 1 [0.99,0.165,0.446] 

3 241 1529 10 0.04 5 mm x 1 [0.99,0.165,0.446] 

4 241 1230 10 0.04 5 mm x 1 [0.99,0.165,0.446] 

The thermal-CFD model was used to predict thermal history for the thin wall. The thermal-

CFD model was calibrated using a Proper Generalized Decomposition (PGD) method against the 

experiment data from Air Force Research Laboratory (AFRL). To calibrate a CA model using 

experiments, the substrate grains were first calibrated so that the solidification model was 

performed based on the accurate grain substrate (as mentioned in Section 4.3.1). In order to 

calculate the mechanical response using Direct Fourier Transform (DFT) at different points on thin 

wall, representative volume element analysis was selected. We used the experimental data from 

Figure 4-7: Sampling scheme for RVEs. In each layer 12 samples are taken with 

4 varying x-axis locations and 3 varying y-axis locations. 
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Air Force Research Laboratory Additive Manufacturing Challenge 3 and 4 for Inconel 625 to 

calibrate the material law. 

4.3.2 Parameterizing the temperature history 

After observing the thermal history data, the temperature parameterization technique was 

revised to include a new set of parameters which are as follows: 

1) Peak Temperature  

2) Lowest Temperature  

3) First Decay Variable  

4) Number of Peaks  

5) Mean Heat Gap  

6) Relative Peak Variable 1  

7) Relative Peak Variable 2  

8) Relative Peak Variable 3  

9) Relative Peak Variable 4 

 

Figure 4-8: Visual explanation of the thermal history parameters. 
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The thermal history data was analyzed for all the 960 samples. When parameterization was 

applied, it did not work for the data points located on the top layer of the wall because those data 

points only had one peak. For that reason, only three out of the nine parameters were calculated, 

and others were not applicable (NA). To solve this issue, we removed these erroneous data points. 

From the entire set of 960 data points, we were left with 856.  The remaining data points were 

parameterized and were then analyzed. The first analysis we conducted was to list the highest 

temperature from all the data points (Figure 4-9).  

Figure 4-9: Highest and lowest temperature scatter plot of all the data points. The x-axis sample number 

represents sample number of each case/wall. 

As can be seen in Figure 4-9, there are three distinct clusters based on the location along 

the y-direction. The cluster in the middle with the highest temperature corresponds to the sample 

taken at the middle of the wall. Next, looking at the Figure 4-10, we observe nine different clusters 

corresponding to the nine locations of the sample in the build direction i.e. one sample per layer. 

Lastly, the mean heat gap is presented in Figure 4-11. The two distinct heat gaps were formed 

because of the two different scan speeds that were selected for the initial design of experiments. 
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From the preceding discussion, we conclude that the parameters capture very critical information 

about location as well as processing condition. 

Figure 4-10: Scatter plot for number of peaks observed in temperature history. Nine clear clusters along 

y-axis are observed which are related with the layer number. 

 

Figure 4-11: Scatter plot for number of mean heat gap observed in temperature history. Two distinct 

levels are observed corresponding to the two different scan speeds. 

4.3.3 Principal Component Analysis 

The nine initial parameters were deemed sufficient to capture the information in the 

temperature profile, but additional correlation analysis was done to make sure the smallest possible 
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set of parameters are used for our design purposes. Failing to find a strong correlation between the 

variables, we moved on to performing the PCA on the parameters. It was observed that the first 

five Principal Components (PCs) are enough to explain more than 95% of the variation of the data. 

Similar PCA was done on ARCLD data of the microstructures. Instead of having 4 CLDs (each 

being 15 dimensional), 24 PCs were used to represent the microstructure. Following section will 

discuss the Machine Learning model efficacy of current feature engineering. 

4.3.4 Process-Structure relationship 

The third task is to develop a reduced order model for process-structure in AM based on 

microstructure characterization technique described above. Linking process parameters directly is 

difficult because it is hard to represent microstructure by grain size and orientation. Therefore, 

microstructure characterization was done using ARCLD. Principal Component Analysis (PCA) 

was used to reduce dimension of microstructure characteristics. Then, several machine learning 

methods were employed and compared to investigate relationship between process parameters and 

microstructure. 

After the mechanical properties simulation, we developed a database of 534 samples as 

few of the samples did not have a good convergence in mechanical property simulation. In the 

final database, thermal history, microstructures, and mechanical properties were reduced to 9 × 

534, 23 × 534, and 2 × 534 matrices, respectively. Before formulating the proposed composite 

neural network, we built smaller networks to see their predictive performance with the current 

data. For all the neural networks we used one hidden layer with varying neurons per layer, 

hyperbolic tangent activation functions from input to hidden and hidden to output layers, and loss 

function was mean squared error between the ground truth and predicted values. For all the cases 
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we used a 70%-15%-15% training testing and validation split of the data. We used PyTorch to 

build the neural networks. The result is not too encouraging as the R-squared value is low 0.31 

Figure 4-12. 

 

Figure 4-12: Process-Structure mapping using neural networks. 

Upon investigation, it was revealed that the RVE size is too small to capture the salient 

features of microstructure. However, having a larger RVE also has its pitfalls: larger RVE results 

in fewer samples from the build wall, and larger samples are more expensive to compute their 

properties. Carefully considering the above restriction, the size of RVE was increased by three 

times and the regression was performed again. The results are much improved as seen in Figure 

4-13A. The results can further be significantly increased if instead of using PCAs, the original 

parameters of the computed ARCLD are used which give an r-squared value of 0.99 Figure 4-13B.  
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Figure 4-13: Process-Structure mapping using neural networks with larger RVEs. (A) using 23 PCAs. (B) 

using 56 CLD parameters. 

Next step is to build the Structure-Property mapping to complete the PSP link. We built two 

separate models for the two separate properties: Yield Strength and Young’s modulus. The results 

are very poor as seen in Figure 4-14. 

 

 

Figure 4-14: Structure-Property mapping using neural networks. (A) Yield Strength prediction. (B) 

Young's Modulus prediction. 

Alternatively, we attempted to build direct Process-Property mapping using neural 

networks. The results are slightly better, but still not significant. Upon looking at the property 

distribution, it was noticed that the property values are too random, and this is adding too much 
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noise to the model making it difficult to predict the properties accurately. The probable cause of 

these erroneous values is the underlying assumption of symmetric boundary conditions. The small 

RVEs that we have extracted are not at all symmetric. Thus, the property predictions are almost 

constant without any major deviation between them as seen in Figure 4-16.  

 

Figure 4-15: Process-Property mapping using neural networks. (A) Yield Strength. (B) Young's Modulus. 

 

Figure 4-16: Young's Modulus of the dataset against sample number. 

In the future work of the current framework, we can retry to compute the mechanical properties 

using a model other than FFT. Another approach could be to use much larger RVE size, so the 

effect of the boundary condition assumption is not significant. Once, the property values are 

accurately calculated, we can have the complete PSP link which can be an efficient tool for 
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studying the effect of processing conditions on the properties of metal AM parts. While the 

methods used in this case study are specific for the dataset presented, they can be altered to suit a 

variety of investigations and data types. 

4.4 Application in Cellular Automaton (CA) model Calibration 

  The CA model consists of two sub-models: (i) the nucleation model and, (ii) the grain 

growth model [80,93]. In the nucleation model, nucleation sites are randomly distributed in space 

with a given density. Grains nucleate from the nucleation sites when undercooling (the temperature 

difference between the liquidus temperature and the local temperature) is higher than a critical 

undercooling value, also chosen randomly for each site from a given distribution, as are the crystal 

orientations of newly nucleated grains. For the grain growth model, the growth velocity is 

governed by a physically based dendrite tip growth kinetics law. However, some physical 

parameters in the CA model, such as nucleation site density and dendrite growth rate coefficients, 

are unknown and hard to measure directly from experiments. Therefore, it is necessary to calibrate 

the physical parameters in the model using microstructure images from experiments to simulate 

the microstructure evolution accurately.  

The question is how to quantitatively assess the difference between the microstructures 

from simulation and experiment, respectively. Without a single, easy-to-interpret scale measure of 

error, it is challenging to compare simulated and experimental microstructures to calibrate the 

unknown physical parameters in the model. The microstructure simulation model is often validated 

by visually comparing the morphology of grains in experiments and simulations. To automate this 

process, and to increase accuracy and robustness, it is necessary to develop models to 

quantitatively characterize microstructures, compare the results from both simulations and 
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experiments, and then calibrate (infer) the unknown parameters in the CA model. The first step of 

this approach is to identify descriptors to characterize the high-dimensional microstructural 

features. There are some popular descriptors readily available that can extract these features from 

a given microstructure such as equivalent spherical diameter [94], elongation ratio [95], and other 

area-based grain statistics. But these methods have limitations, e.g., despite its wide use, equivalent 

spherical diameter[94] fails to capture the anisotropy of a grain: an absolute spherical grain and an 

oval grain both can theoretically have the same equivalent spherical diameter. Equivalent spherical 

diameter also does not capture the critical grain shape orientation information of the grains under 

study. Elongation ratio [95] measures the ratio of major and minor axis by assuming the shape of 

the grain as an oval, whereas the grains in AM do not conform to any generalized shape. Other 

grain area-based statistics are similarly unable to provide any information about the shape of the 

grain. To overcome these limitations, we look towards another method, angularly resolved chord 

length distribution (ARCLD) [96] which has been talked at length in the previous section (4.2). 

Another challenge is that when calibrating the parameters in the CA model, it is difficult 

to manually tune the CA model parameters through trial-and-error. An automated approach is 

needed to tune the model parameters to match microstructures between simulations and 

experiments. This can be achieved by casting the calibration problem as an optimization problem 

with the objective of minimizing the difference between responses from simulations and 

experiments. The most prevalent optimization techniques such as linear and quadratic 

programming could be used to find the optimum, but the well-known drawback of these 

approaches is that they are expensive and can get stuck at a local minimum. Other global 

optimization algorithms, such as genetic algorithm [97], can achieve the global optimum. 
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However, genetic algorithm is best suited for problems where the underlying function evaluation 

does not take a lot of time, which is untrue for the expensive CA simulation. A single CA 

simulation of additively manufactured microstructure implemented with parallelized C++/MPI 

codes in this work can take up to 10 hours on a high-performance computing Linux workstation 

with 6 computing processors. Alternatively, Bayesian optimization (BO) [98] is a very efficient 

optimization algorithm that requires minimum function evaluation and can also find the global 

optimum. An additional relevant feature of BO is that it works well with highly nonlinear 

functions, which is often expected of the calibration problems. In the literature, BO has been used 

to calibrate computational models [99], including material simulation models such as physics-

based precipitation model [100]. However, the application of Bayesian optimization in CA 

calibration is limited [101,102].  

In this work, a 3D Cellular Automaton method is used to predict microstructure evolution 

during the laser scan of a bare plate, representative of track melting and solidification during an 

additive manufacturing process. To calibrate the CA model, a grain characterization method 

combined with a Bayesian optimization framework is proposed to quantitively compare 

microstructure images from simulations and experiments and automatically calibrate parameters 

in the CA model. In detail, the Angularly Resolved Chord Length Distribution (ARCLD) is applied 

to characterize grain structures which consider both grain size and orientations. To quantitively 

compare the ARCLDs for microstructures from simulation and experiments, a Dissimilarity Score 

(DS) is created using the Earth Mover’s Distance (EMD) method as the metric of dissimilarity. 

The Bayesian optimization algorithm is used to tune parameters in the CA model to efficiently 

calibrate the model by minimizing the DS. The results show the effectiveness of the proposed 
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calibration framework and the improved performance of the microstructure prediction. The 

novelty of our work is two-fold: (i) we introduce the DS metric to quantitatively differentiate 

between granular microstructures, and (ii) we use this metric in conjunction with Bayesian 

optimization to calibrate the CA model parameters efficiently and accurately. 

4.4.1 CA simulations 

The CA method is used to simulate the evolution of grain growth during the AM process. 

The CA method can predict columnar, equiaxed and mixed grains. In our simulations, a predefined 

microstructure (usually equiaxed grains) is first generated to represent the pre-existing 

microstructure in the substrate. Material within the melt pool region is then melted, and new grains 

grow from the existing substrate grains and new nucleation sites during resolidification. Columnar 

grains are more likely to form than equiaxed grains formed under high thermal gradients in the 

melt pool region.  

The CA model consists of two models: (i) heterogeneous nucleation model, and (ii) grain 

growth model. The nucleation model determines the number of nucleation sites, locations of 

nucleation sites, and crystal orientations. The nucleation site density (𝑛𝜌)  usually must be 

calibrated based on experimental grain measurements. In the grain growth model, for computation 

efficiency, the dendrite tip growth rate is described with a polynomial approximation following 

the dendrite tip growth kinetics law:  
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 𝑣(∆𝑇) = 𝜆1 ∙ ∆𝑇 + 𝜆2 ∙ ∆𝑇2,  (4-13) 

where 𝑣 is dendrite tip growth rate (mm/s); 𝜆1 (mm/(s K)) and 𝜆2 (mm/(s K2)) are coefficients of 

grain growth rate that must be calibrated based on dendrite tip growth kinetics; ∆𝑇 is undercooling 

(K), ∆𝑇 = 𝑇𝑙 − 𝑇; 𝑇 is the local temperature; and 𝑇𝑙 is the liquidus temperature.  

In this work, single-track bare plate laser scans (no powder) on Inconel 625 are simulated 

for three cases. The laser scan parameters for Cases A, B, and C, corresponding to experimental 

cases published by NIST [103] as described in the next section, are listed in Table 1. The beam 

diameter is 100 µm. The beam diameter is the full width at half maximum with Gaussian 

distribution. The velocity and temperature fields during each scan are simulated using a thermal-

fluid model, details of which can be found in [104]. To predict the microstructure during the 

solidification process of each case, the resulting temperature field is transferred as the input to a 

cellular automaton (CA) model. with domain size [0.3, 0.20, 0.067] mm in the [x, y, z] coordinates. 

The x direction is the laser scan direction. The CA mesh uses cubical cells of side length 0.5 µm, 

giving 3.216 × 107 cells. The computational domain of the CA model is smaller than the thermal-

fluid model, allowing a finer cell size; linear interpolation method is used to transfer the 

temperature field from the thermal-fluid model to the finer CA mesh. More details of the CA 

method can be found in the authors’ previous papers [80,93].  

In the CA model, an initial substrate microstructure must be created before modeling the 

solidification process in AM. These grains are created through a separate CA simulation by 

uniformly cooling the substrate from above the liquidus temperature, with a constant cooling rate 



105 
 

  
 

of -20.3 K/s. The critical undercooling values of nucleation sites are selected randomly from a 

Gaussian distribution: 

 𝑑𝑛

𝑑(Δ𝑇)
=

𝑛𝜌

Δ𝑇𝜎√2𝜋
exp [−

1

2
(

Δ𝑇−Δ𝑇𝑚𝑒𝑎𝑛

Δ𝑇𝜎
)

2

], 

 

(4-14) 

where 𝑛 is the nucleation site density (number per volume); Δ𝑇 is undercooling; 𝑛𝜌 is the mean 

nucleation site density (mm-3);  Δ𝑇𝜎 is the standard deviation of the distribution; Δ𝑇𝑚𝑒𝑎𝑛 is the 

mean nucleation critical undercooling. For initial substrate, Δ𝑇𝜎 = 0.5 K and Δ𝑇𝑚𝑒𝑎𝑛 = 2.0 K; for 

the laser scan simulations,  Δ𝑇𝜎 = 5.0 K and Δ𝑇𝑚𝑒𝑎𝑛 = 18.0 K. The total number of nucleation 

sites in the bulk, 𝑁𝑣, is calculated by  

 𝑁𝑣 =  𝑛𝜌𝑉, (4-15) 

where 𝑉 is the volume of the microstructure domain. Since 𝑛𝜌 is unknown and hard to measure 

directly in experiments, we need to calibrate 𝑛𝜌 based on the experimental microstructure. 𝑛𝜌 is 

different for substrate creation and the laser scan simulation, which need to be calibrated 

separately. More details are discussed in Results section.  

In the CA model, nucleation sites are activated (begin growing) when the critical 

undercooling for that site is reached. Grains grow with a velocity given by Equation (4-14). During 

the laser scan simulation, existing grains can be remelted and resume growing when the local 

temperature drops below the liquidus temperature; new grains can also be nucleated from sites in 

the melt pool.  
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The mean nucleation site density (𝑛𝜌) and two grain growth rate coefficients 

(𝜆1 anⅆ 𝜆2) are unknown and must be calibrated against experiments. For the sake of calibration 

efficiency, because growth rate depends more strongly on 𝜆2 than 𝜆1, only two parameters are 

calibrated: 𝑛𝜌 and 𝜆2.  

4.4.2 Model Calibration Framework 

The calibration of CA model parameters is a sequential process: (1) The model parameters 

are calibrated for the substrate microstructure only, and (2) the calibration is repeated for the laser 

scan microstructure, using the substrate microstructure as an initial condition. Figure 4-17 shows 

the schematic of the framework for calibrating the CA microstructure model in AM using the 

Dissimilarity Score (DS) for each of steps (1) and (2). The basis of our framework lies in 

formulating the objective function to incorporate the dissimilarity score as a function of the to-be-

identified calibration parameters: 

 

 Y(𝑥) = 𝐷𝑆 (𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑥) ,  𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡)

=
1

𝑁
∑ 𝐷𝑆(𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑗(𝑥),  𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑗) , 

(4-16) 

 

where 𝑥 are the calibration parameters, 𝑗 is the index of experimental images and corresponding 

simulations with the same unique processing conditions, and 𝑁 is the total number of such unique 

experiments. To gauge the predictive capability of the calibration, it is advised to have at least one 

experiment set aside which can act as a test set.  
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 We begin with a set of experimental images that act as ground truth. Next, the set of 

parameters, 𝑥, that are most consequential to the model calibration are determined based on 

literature and experience with CA modeling. Based on the range of these parameters, we perform 

an initial design of experiments and generate a small set of 𝑥 values with which to perform CA 

simulations. For each value of 𝑥, the resulting microstructure images from simulations are 

compared with all available ground truth images and their DS and then the objective function Y(𝑥) 

are calculated. For the laser scan calibration, equation (18) is computed by averaging over the two 

experimental cases compared with the corresponding simulations. However, for the substrate 

material calibration, only one simulated microstructure is computed, and therefore in (18) each 

experimental substrate is compared with a single simulation, i.e., the simulation data is the same 

for all value of 𝑗.  

 

 

Figure 4-17: Framework for model calibration of Additive Manufacturing microstructure simulation using 

Dissimilarity Score. 
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BO can be used to optimize 𝑥 to minimize the objective function defined above. In BO, first a 

surrogate model is built using the initial data points of parameter 𝑥 and responses Y(𝑥). As 

explained in Section 2.3, BO provides us with the next point to sample, 𝑥∗, which is then input 

into the CA model to perform new simulations to calculate Y(𝑥∗). This is repeated iteratively until 

reaching some termination criteria, which could be the number of iterations, improvement in 

activation function or objective function, etc.  

Though the framework is not restricted by the number of images or the parameters, in our 

study there are only three experimental images with unique processing conditions (𝑁 = 3), and 

two calibration parameters 𝜃: nucleation density (𝑛𝜌) and grain growth rate coefficient (𝜆2). Based 

on experience and the literature [93,105,106], we set two different ranges of these parameters for 

the two separate calibrations (substrate formation and laser scan). For substrate formation the range 

is set as {𝑛𝜌, 𝜆2 } ∈ [1 × 106, 2 × 107] × [1.5 × 10−4, 2.5 × 10−4], while for the laser scan it is 

{𝑛𝜌, 𝜆2} ∈ [3 × 103, 1 × 108] × [0.3, 1.5]    

4.4.3 Results and discussion 

The result section is divided into two parts: (1) Calibration of CA model parameters for 

substrate microstructure, and (2) Calibration of CA model parameters for laser scan 

microstructure. As previously mentioned, though the framework for calibrating both is same, but 

the design space and BO intricacies differ. 

4.4.3.1 Substrate calibration 

The calibration process was initiated by selecting four sampling locations of nucleation site 

density (𝑛𝜌) and grain growth coefficient (𝜆2) as shown in Figure 4-18. For the grain growth model 
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in equation (1), 𝜆1 = −5.44 ×  10−5 𝑚𝑚/(𝑠𝐾) is chosen for the substrate microstructure. The 

value of 𝜆1 is chosen based on experience within the parameter range from −6.0 × 10−5 𝑚𝑚/

(𝑠𝐾) to 3.0 ×  10−5 𝑚𝑚/(𝑠𝐾) for nickel-based alloy from literature [93,105–107].  

Using these initial values, CA simulations are carried out to predict the substrate 

microstructure. As the output of CA simulation is 3D, we slice the microstructure perpendicular 

to the laser scan direction and extract the resultant 2D images. As we are only interested in the 

substrate region, we crop it out. Then, using equation (4-11), we average out the CLD of all the 

cropped-out cross-sections. Then using equation (4-12), DS is calculated by comparing the 

substrate region of one simulation against the extracted substrate microstructures from the three 

available experiments three available experiments. The three experiments are with different 

processing conditions but the substrate area are identical since the substrate microstructures are 

not affected by the laser scan. The DS results of the initial four simulations are listed in Table 4-3. 

One cropped out sample from each simulation (Figure 4-19 A) along with the ground truth images 

(Figure 4-19 B) are shown in Figure 4-19. Though it is hard to visually compare these 

microstructures with the three ground truth cases, one prominent result that can be drawn is that 

Sample 4 has the biggest grains amongst all the simulations, and it is also very different from the 

ground truth images. The resulting largest DS value for Sample 4 is yet another proof of the 

efficacy of DS.  
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Figure 4-18: Initial design space of parameters for substrate grains calibrations. 

Table 4-3: Initial calibration parameters and dissimilarity scores for substrate grains calibration. 

 Parameters Dissimilarity Score (substrates) 

# 
Nucleation 

Density (mm-

3) 

Growth rate 

Coefficient 

(×
10−4 mm/(s 

K2)) 

Case A Case B Case C Average (Y) 

1 1.37 × 107 2.50 2.1254 4.1399 1.5031 2.589 

2 2.00 × 107 1.83 3.5073 6.2229 3.1618 4.297 

3 7.33 × 106 1.50 2.1024 4.3446 1.5535 2.666 

4 1.00 × 106 2.17 7.4062 4.6889 7.7441 6.613 
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Figure 4-19: Four initial simulation vs experimental substrate microstructures. (A) Select cross-sections 

of simulated substrate microstructures; (B) Experimental substrate microstructures for Case A, B, and C. 

The average DS values from the three images is our target function Y to minimize using 

BO.  The initial values of the parameters along with Y is used to build the GP surrogate model for 

BO. Using EI as our activation function, Y was optimized in 17 iterations at which the termination 

criteria were met. The resulting history of Y is plotted in Figure 4-20. It is observed that in just six 

iterations, a close-to-optimal solution was discovered. We note the typical exploration VS 

exploitation behavior of BO in the consecutive peaks and troughs. A 3D representation of the 

calibration space is shown in Figure 4-21. The resulting surrogate model exhibits a very non-linear 

shape which would have been very difficult to optimize if a non-BO approach had been applied. 

The optimal value of Y obtained by our model is 1.88, and the optimal value of parameters 𝑥∗ 

is: 3.68 × 106 𝑚𝑚−3 and  2.5 × 10−4 𝑚/(𝑠 K2). 
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Figure 4-20: History of Dissimilarity Score computed for CA parameters calibration. 

 

 

Figure 4-21: Calibration space of Bayesian optimization process. The surface plot represents the GP 

model of DS, and the blue spheres represents the samples. 

 

4.4.3.2 Laser scan calibration 
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Similar to substrate calibration, we begin laser scan microstructure simulation model 

calibration by selecting four sampling locations of nucleation site density (𝑛𝜌) and grain growth 

coefficient (𝜆2) as shown in Figure 4-22 and tabulated in Table 4-4. For the grain growth model in 

equation (1), 𝜆1 = −0.89 mm/(s K) is used for the laser microstructure, and the range of design 

parameters 𝑛𝜌 and 𝜆2 is different from the previous calibration: {𝑛𝜌, 𝜆2} ∈ [3 × 103, 1 × 108] ×

[0.3, 1.5] = 𝛀. The units of 𝑛𝜌 and 𝜆2 are mm-3 and mm/(s K2) respectively. The parameter range 

of 𝑛𝜌, 𝜆2 and value of 𝜆1 are chosen based on the material properties of Inconel 625 in additive 

manufacturing.  

Using the initial four values, CA simulations are carried out to predict the laser scan 

microstructure. Just like in previous calibration, we slice the 3D microstructure perpendicular to 

the laser scan direction and extract the resultant 2D images. Using equations (4-11) and (4-12) we 

evaluate the DS of each simulation against only two experiments compared to three experiments 

in the substrate calibration. One set of experiment data is left out for validating the calibration 

results. The DS results are summarized in Table 4-4. 
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Figure 4-22: Initial design space of parameters for laser scan microstructure calibrations 

Table 4-4: Initial calibration parameters and dissimilarity scores for laser scan microstructure 

calibration. 

Parameters Dissimilarity Score 

# 

Nucleation 

Density (mm-3) 

Growth 

rate 

Coefficient 

Case B Case C 

Average 

(Y) 

1 3.33 × 107 0.3 4.086 1.441 2.764 

2 1.00 × 108 0.7 3.611 1.429 2.520 

3 3.00 × 103 1.1 1.654 1.277 1.465 

4 6.67 × 107 1.5 3.202 1.309 2.255 

Similar to the previous substrate simulation calibration, BO was performed on the initial 

dataset and iterated until we reached the termination criterion i.e., 10 iterations. Additionally, we 
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observe that there was no significant gain in expected improvement after the fourth iteration as 

seen in Figure 4-23.  

 

 

The DS results of all the iterations are plotted in . It is observed that we had reached close 

to the optimum in the first iteration (Simulation # 5) after the initial four samples (DS=1.2734), 

Figure 4-23: Maximum Expected Improvement Score for each iteration of Bayesian Optimization. 

Figure 4-24: Dissimilarity Score of each iteration for calibration of the entire laser scan microstructure. 
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and further runs did not improve the score too much. This proved the efficacy of using BO which 

can find the optimal result in minimal possible runs. If we had terminated the run sooner, the loss 

in accuracy wouldn’t be too significant. Depending on the computational budget, one can decide 

to either run more simulations or just use the very next suggested point in BO. The best score was 

1.2717 with the corresponding optimal point as 𝑥∗ is: 3 × 103 mm-3 (𝑛𝜌) and  0.3 mm/(s K2) (𝜆2) 

at simulation number 11. The final calibrated microstructure from simulation for Case B and Case 

C are shown in Figure 4-25 A and C. The cropped experiment microstructures with the same 

domain size of simulated microstructures are also shown in Figure 4-25B and C for Case B and C, 

respectively. We test Case A with the calibrated design parameters. The simulated and experiment 

microstructures for Case A are shown in Figure 4-26. The DS score for Case A is 0.8857, which 

demonstrates that the simulation agrees well with experiment images for Case A. 

 

Figure 4-25: Calibrated microstructure for case B and C compared with experimental images. 
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Figure 4-26: Calibrated microstructure for case A compared with experimental images as the testing 

case. 

4.5 Summary 

 In this chapter, we expanded the use of Chord Length Distribution (CLD) to not only 

characterize the microstructure more efficiently, but also to develop a novel metric, named 

“Dissimilarity Score”, which can differentiate between granular microstructures quantitatively. 

Previously there was no metric which could do this quantitative differentiation, and the state-of-

the-art involved error-prone visual comparison. This hindered not only model accuracy, but also 

the calibration process. Because of the development of this novel metric, the calibration process 

of microstructure simulation model can be automated. We presented an application of this 

calibration framework using DS in its center to calibrate the Cellular Automaton (CA) simulation 

model. The calibration of CA is two step process where the first step involves calibration of the 

substrate and the second step involves calibration of the build microstructure.  

We also modified the CLD to enable the effective, yet reduced, microstructure 

presentation. Based on this reduced order effective representation, we endeavored to build a 

Process-Structure-Property model for metal AM to save the cost of expensive process-structure 

and structure-property simulation.  Though we achieved encouraging results for process-structure 

relationship, but the whole PSP chain could not be completed because of the noise in property 
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calculation occurring due to the small size of RVE. In future, the PSP model could be completed 

with a better property dataset.  

In the previous chapters we discussed characterization techniques for quasi-random and 

granular microstructures but there are some microstructures do not fall in any general category and 

can be classified as complex microstructures. For such microstructures, it is almost impossible to 

characterize them using the traditional tools that we have talked about so far. In the next section 

we explore the possibility of using advance machine learning tools such as transfer learning to 

characterize the complex microstructures so that they can be used for design. 
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Chapter 5 Transfer Learning for Complex Multi-Scale 

Microstructures with Limited Data 

5.1 Introduction 

 Silicone rubbers are extensively used due to their  durability under different conditions 

and applications including cookware, sound damping materials and medical devices. In such 

applications, silicone elastomers are often used under dynamic loading conditions, and they often 

fail due to fatigue. During a fatigue process, the factor that determines the lifetime of usage is  the 

gradual growth of minor cracks over long periods of time. The goal of this study is to use image 

samples of such surface cracks to build and quantify their relationship with mechanical properties 

and environmental factors. 

There have already been extensive studies on elastomer viscoelastic properties [108–112], 

elastomeric fracture and fatigue in order to determine the factors and underlying mechanisms that 

influence the process of crack propagation [1-5]. One such theory of analysis is Linear elastic 

fracture mechanics (LEFM) which describes the fracture behavior of brittle materials and assumes 

linear elasticity in the bulk material except for the crack tip region where the crack tip propagation 

is characterized by the Griffith energetic criterion [113]. The Griffith crack propagation theory 

argues that fracture energy Γ is equilibrated by the strain energy 𝒢 such that Γ = 𝒢  at the point of 

failure. This theory can be extended for soft materials that form blunt crack tips with large strains 

and non-linear behaviors at the crack tips. Accordingly, energy dissipation is determined by 

different length scales near the highly stretched region of the blunt crack, as described by Creton 
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and Ciccotti [114]. In the far-field loading zone, bulk energy dissipation occurs, and can be 

described by the viscoelastic properties of the material. Details of the crack propagation process 

dominate the behavior close to the crack tip. In a small region very close to the crack tip, material 

damage takes place at the molecular level. The related meso-scale material damage includes 

cavitation, fibrillation and the formation of secondary cracks [114,115], resulting in distinct 

fracture surface morphologies. For this reason, we hypothesize that images of the fracture surface 

morphology contain information about the fracture process that be mined by subsequent analysis 

of the fracture surface. 

Fracture surfaces are historical imprints of a crack front that has traversed through the 

bulk material. Like the grooves of vinyl records, information during fracture can be traced along 

the fracture surface pattern, giving us a more detailed overview. Many studies described their 

observations and tried to explain the underlying mechanisms. In the 1950s, Thomas and 

Greensmith [116] reported the transition from a rough, irregular torn surface to a smooth surface 

along with the increase of crack speed in natural rubber and styrene-butadiene rubber. In addition 

to the irregular roughness, step-like, faceted surfaces were also found to commonly exist in 

amorphous materials, forming so-called crosshatch patterns [117–119]. Quite a few mechanisms 

have been proposed to understand the crack surface formation process. Seitz et al. [118] and 

Baumberger et al.[120] attributed to the strong anisotropy generated with certain angles in the 

stress field [118,121,122]. Gent et al., Tanaka et al., and many other researchers elucidated by 

discussing the mode mixites and the intersection of secondary cracks ahead of the tip 

[115,117,122–124]. Although given such extended discussions about fracture surfaces, the field 

of discussion is mostly limited to fast fracture of gels or crosslinked elastomers, and very few 
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focused on fatigue experiments. Additionally, because of the time-consuming nature of fatigue 

experiments, learning the fatigue fractography will not only help build a better correlation 

between the measured mechanical responses of the material and the created surface pattern, but 

also provide a possibility to reversely predict the fatigue properties from a fracture surface in 

future applications, so that repetitions in fatigue studies can be avoided or reduced.   

In this study, we focus on previously reported crack surfaces of silicone rubber samples 

that were collected from fatigue experiments under different temperatures [125]. In the previous 

work, a change in crack surface morphology under different temperature and loading conditions 

was found, that when temperature increases, fatigue samples under the same strain show the 

transition from rough, cross-hatched surfaces to smoother surfaces. Here, we aim to identify the 

strong correlation between the collected mechanical properties and the observed patterns and to 

find the most important determining factors relevant to the formation of the surface morphologies. 

To this end, the first step involves using the right tools to characterize the underlying 

microstructure of the fracture surface. 

 The selection of the characterization techniques has two considerations: (i) the nature of 

material, and (ii) the properties under study. If the material possesses a regular pattern, then 

physical descriptors like principal axis orientation angle, elongation ratio [10] etc. could be used. 

However, if the pattern of the material appears to be random but still has an underlying spatial 

correlation, then statistical functions like the two-point correlation function [10] could be used. 

However, sometimes the microstructures are not amenable to characterization by regular methods. 

Under such circumstances, machine learning methods such as Convolutional Neural Networks 

(CNNs) can be used to characterize microstructure images. 
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The microstructure of the crack surface is one such material system that is not trivial to 

characterize. In literature, the basic features of complex surfaces have been characterized by using 

spectral density function [126] and extracting the h-2 value [127]. Alternatively, some researchers 

have tried to extract special descriptors such as dendrite length [128] etc to describe complex 

surfaces. The limitation of such studies is that they are looking at one particular aspect among all 

the available features at one time. Such crack-surfaces can be thought of having two different 

scales as seen in Figure 5-1: (i) meso-scale consisting of the general shape of the ridges, and (ii) 

micro-scale involving the minute changes in roughness occurring at high spatial frequencies. The 

characterization techniques mentioned earlier generally target one or the other, and that too only 

partially. The h-2 value only gives a superficial metric of the local roughness, whereas the spectral 

density function could be a more effective representation of these roughness features, especially 

at the micro scale. Similarly, dendrite lengths are also very limited in capturing only certain 

statistics of the crack geometry, but they are not all inclusive. Alternative methods to characterizing 

the macro-scale property could be through image-based toughness analysis, such as using 

convolutional neural networks s as mentioned in the previous paragraph. 
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Figure 5-1: Extracting multi-scale features of a fractured surface of filled silicone rubber. A: Grey scale 

height image of a silica rubber sample. The red line is a line scan that provides 1D height 

information(C). B: Meso-scale features which capture the step-like patterns. C: Local roughness 

computed by scanning the red line over the original image in (A). 

 

Before discussing CNNs use in image-based toughness analyses, there have been other 

studies which have attempted to link microstructures to their properties through fracture surface 

images. One such image-based study by Jandesjek et al [129] implemented a 2D Digital Image 

Correlation (DIC) method for analyzing fracture parameters of metal materials. However, DIC 

requires sequential images with special surface treatments for them to produce good results. 

Another study by Zhang et al. [130] used real microstructure images when designing a Finite 

Element Model (FEM) to predict fracture toughness. The study found that the FEM could make 
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more accurate predictions compared to using simplified image representations.  However the study 

didn’t provide a machine learning approach for end-to-end image-property prediction, for which 

we propose to overcome the limitation using machine learning algorithms like transfer learning on 

CNN as mentioned in 2.2. 

In transfer learning, a pre-trained model (i.e., a model whose weights are calibrated) is used 

to carry out a task which it was not originally trained to do. For example, a model that was trained 

on classifying items like pencils, cars, etc., is used to classify skin lesions [55]. Because the use of 

TL for image analysis is a fairly new trend, so far it has not been employed for rubber crack surface 

in any way, as per the author’s knowledge, In this study we aim to employ the concept of TL for 

crack-surface analysis of rubber.   

However, one limitation of TL is that the original model should be trained on a dataset that 

is broad enough so that it can be useful for the transfer learning task. One well-known dataset for 

images for successful image-based transfer learning is known as “ImageNet”, created by Deng et 

al. in 2009 [56]. This dataset consists of tens of millions of cleanly sorted and accurately labeled 

images. Based on the ImageNet dataset, there is a ImageNet Large Scale Visual Recognition 

Challenge [57] which is a benchmark in object category classification and detection. The challenge 

has been held annually since 2010 and has produced a lot of efficient deep learning models. Some 

of the widely used deep learning models include: VGG16 and VGG19 [58], Inception [59], 

Xception [60], etc. 

 These pre-trained neural networks have been used for a variety of tasks such as predicting 

material properties [131], classification of skin lesions [55], microstructure reconstruction [132], 

and structure-property mapping [131] etc. In this study we propose to characterize. the meso-scale 
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features of surface roughness using transfer learning for the first time. To take into account for 

micro-scale features, we propose to first extract the 2D Spectral Density function (SDF) [10] to 

capture the fine details of roughness, which are otherwise not discernable, and then apply transfer 

learning on it. The rest of the chapter is outlined as follows: Methods are explained in Section 5.2 

including experimental details, post-processing of images, SDF generation, and transfer learning 

details; Next, we apply the current scheme on two datasets and present the results in Section 5.3.1 

(artificial dataset) and Section 5.3.2 (silicone rubber experimental dataset); Lastly, we present 

conclusion and future directions in Section 4 

5.2 Methods 

5.2.1 Experiment Setup 

Sample preparation: Silicone rubber samples were tested as received from Beijing Institute of 

Aeronautical Materials (BIAM). The silicone rubber components include 120-1 Phenyl silicone 

rubber (Shanghai resin factory, China), Cr2O3 (Tianjin Fengchuan Chemical Reagent 

Technologies, China), GY-209 hydroxyl-ended polysiloxane (Zhonghao Chenguang Research 

Institute of Chemical Industry, China) Bis(tert-butyldioxyisopropyl)benzene (BIPB) (Shanghai 

Farida Chemical Co., China) and its filler is Aerosil 380 silica (Degussa, Germany). Detailed 

compositions are shown in Supplemental information. The filler content was controlled to be 37 

phr (parts per hundred rubber) of silica filler and crosslinking agent to be 0.8 phr of peroxide. The 

components were mixed on a two-roll miller at room temperature. The compounds were press-

molded into a 1 mm-thick plate at 170°C for about 10 minutes, and post-cured in an air-circulated 

oven at 100°C for 2 hours. 
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Mechanical tests: To obtain the fracture surface of the specimens, mode I fatigue tests were 

performed to obtain the crack growth behavior of the rubber samples. The tests were performed 

on an Electroforce linear motor from TA Instruments with an environmental chamber to control 

the temperature. The temperature varied from 22°C (Room temperature) to 100°C for the silicone 

rubber samples. The samples have dimensions of approximately 25.4 mm × 25.4 mm × 1mm and 

loaded in pure shear geometry as shown in Figure 3(A), where 𝑙0 is the width, ℎ0 is the gauge 

length between two clamps (5 mm), and 𝑎 is the crack. Cyclic sinusoidal displacements at a 

frequency of 2 Hz were applied on the samples with a displacement amplitude of 𝛿0 (Varied from 

1.25 mm to 5 mm). A pre-conditioning step of 2000 cycles was first applied to the sample without 

introducing a notch to minimize the influence of Mullins effect in the bulk material. After the pre-

conditioning cycles, a razor blade was used to introduce a ~2 mm pre-crack on one edge of the 

sample. Then, another round of cyclic loading with the same 𝛿0￼ and frequency was applied. The 

fatigue test continued until substantial crack propagation was observed. 

Data acquisition: The fatigue crack surfaces were visualized with an Olympus 3D laser confocal 

microscope with a 10× objective lens. Figure 5-3(B) shows the schematic of the setup. For each 

rubber specimen, multiple square-shaped crack surface images can be collected depending on the 

crack length after the fatigue experiment. Each picture has a dimension of 1024 × 1024 pixels (~ 

1.2 mm length). Figure 5-3 shows a set of representative sample images of one intensity image 

and one height image. Intensity image captures the brightness and luminance change of the figure, 

therefore recording details based on light source quality. Here, only height images are used for the 

machine learning  process because the height images are presented in color gradients based on the 
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height variations in 3-dimension.  In addition, a datafile of the height data can also be exported so 

that the height image can be reconstructed using coding tools.  

 

Figure 5-2: The experimental setup. (A) Model I fatigue test in pure shear geometry. The middle white 

area is the test area. An initial pre-crack ‘a’ was introduced before the fatigue test. (B) Schematic of the 

fatigue crack surface observation process using a 3D microscope. 

 

 

Figure 5-3: Sample sets of one intensity image and one height image from a 3D scan. 

 

5.2.2 Post processing of images 
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While the 3D microscope has provided an abundant variety of details, the raw images 

provided cannot be directly used for transfer learning. The absolute heights of the samples are not 

all the same, and their length scale needs to be normalized in order to provide comparison between 

different specimens. Moreover, random noises have been detected for many images and need to 

be removed in analysis. 

 

Data Cleanup: The height measurements from each sample must be post-processed in a 

standardized method to remove statistical inaccuracies and ensure reliable results. First, each 

instance was cropped to the same size (696 × 696) to exclude height values the microscope 

recorded off the samples. For each instance, the 1st and 99th percentile height values were found 

and any measurement in the instance that was outside this range was raised or lowered to the 

corresponding threshold to prevent statistical outliers from affecting the height range of each 

instance. Finally, height values from each instance had their 1st percentile subtracted to give every 

instance a common minimum of 0. This cleanup was done with the raw height data, before 

transforming it into an image. 

Height Image: To use the height images as input to a DNN model we need to adjust the dimension. 

For this the post-processed data from each instance must be turned into an image with intensity 

values of 0-255. We divided each data point by the maximum height range found in our dataset 

before scaling by 255 to ensure the intensity value of each data point was on the same physical 

length scale. For this dataset, most height ranges were considerably smaller than the maximum as 

160 of the 194 images have an intensity range less than 120 when linearly scaled, and 189 of the 

194 have a range of less than 200. A piece-wise scaling function was applied to the intensity values 
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to improve contrast for TL. The scaling function in Figure 5-4Error! Reference source not 

found. amplifies the growth rate of intensity values from 0-120 and decreases it for values from 

120-255. Ultimately, an intensity of 120 is shifted to 200.  

Spectral Density Function: The SDF of each image was calculated by performing a Fast Fourier 

Transform (FFT) on the post-processed data. A Hann window was applied after the FFT to dampen 

spectral leakage as the height data cannot be represented by a periodic function. The resulting SDF 

was then normalized by its maximum value and scaled logarithmically. 

 

 

Figure 5-4: Visualization of post-processing steps for height images 

 

5.2.3 Transfer Learning methodology using Pruning for Feature Extraction 

 In this section we introduce the proposed method to employ TL for extension of 

microstructure features critical for structure-property ML. Here we use a widely pre-trained model, 

VGG 19, as an example to how it can be employed for TL in the context of building structure-

property relations. The network configuration of VGG 19 is shown in Figure 5-5 A. As the name 
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suggests the model consists of nineteen layers from which the first sixteen are convolution layers, 

and the remaining three are fully connected dense layers. These layers are divided into six blocks 

with the first five blocks having max-pooling at the end of each block. A block is visualized as the 

connected layers without having any space in between them, as depicted in Figure 5-5. As the total 

number of trainable parameters for VGG 19 are over 100 million, it will be impossible to train 

them on a small dataset. To transfer the knowledge of the pre-trained network, we can use the 

weights of the first sixteen layers and only train the last three layers (Figure 5-5 A). Using pre-

trained weights of certain layers is commonly referred to as “freezing the layers”. Another 

approach of using VGG19 could be that only the first sixteen layers are used, but the last three 

layers are replaced by a totally different set of layers as seen in Figure 5-5 B. The customizations 

of pre-trained networks often require trial-and-error to obtain satisfactory ML results. 
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Figure 5-5: Examples of VGG 19 model customizations. The names of the layers are written inside the 

sub-blocks. (A) the weights of the first 16 layers are frozen, while the last three layers are trainable. (B) 

The first layers are used as in (A), but the last three layers are replaced with custom two layers. 

 

Apart from simply modifying the final layers, alternate approaches can be applied to 

Transfer Learning. Since each layer and block extracts certain specific features from the models 

[133], it is possible to prune the model at any layer and extract only the features at that specific 

layer. Previous studies such as Zarski et al. [134] have already found pruning to be effective with 

CNNs in Transfer Learning applications. This process is referred to as pruning because it 

effectively cuts out the contributions of a pruned layer to the whole architecture [135]. In this sense 

pruning can be viewed as a form of compressions as it decreases the number of parameters in a 

model [136]. This method can also be used to remove the final layers of a model so that focus can 

be brought to the output of an intermediate layer. This intermediate layer can be any type of layer 

such as the pooling or convolution layers shown in Figure 5-5. 
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 The use of pruning with Transfer Learning can be necessary at times due to a structural 

mismatch between the source task of the pre-trained model and the target task it is being transferred 

to [135]. This mismatch exists when the target task uses significantly less data than what the pre-

trained model was trained on. However, there are tradeoffs to consider when determining how to 

prune a model. Pruning can remove unimportant weights so that a model avoids the risk of 

overfitting while becoming more relevant to its target task, but this also leads to a drop in the 

accuracy of the model [135]. One study by Gordon, Due, and Andrews [136] further explored this 

trade off and found that the ideal pruning amount was 30 – 40% before an increase in loss occurred. 

To ensure a pre-trained model is useful, some extent of its inductive bias from its pretraining must 

be maintained. 

Different from past studies that are primarily focused on pruning only weights whereas this 

study prunes whole layers considering how filters behave in different convolution layers of any 

deep CNN. Filter identifies where certain features are present and produces a feature map 

indicating their locations [132]. The filters in the first layer focus on simple features such as edges, 

corners, and dots which vary depending on the surface texture of the material. The filters deeper 

into the model extract more complex and less visually interpretable features [132]. This is 

illustrated in Figure 5-6 where the feature map becomes quite vague compared to the original 

image as we go deeper into the model. Why later feature maps become increasingly complex is 

because the filters in later layers are identifying patterns from the features maps provided by filters 

in the previous layers. For example, a filter farther in the model may combine the edge features 

found in the first filters to create patterns of shapes. The process of pruning can help us extract 

specific features from the model. If the feature under study is simpler, then the model can be pruned 
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at the start, whereas if the feature is more complex, then it has a higher chance of being 

characterized by deeper layers. As such this study will also consider how pruning to different layers 

affect the model’s performance. 

 

Figure 5-6: Features extracted from different layers in a pre-trained VGG 19 model with a sample input. 

 Another feature to consider when extracting features by pruning is the size of the output. 

Depending on where we prune the model, we can have different sizes. As seen in Figure 5-6, the 

output varies hugely. This high-dimensional output goes against the concept of transfer learning 

as this huge dimensional characterization will potentially require a huge dataset. The first step in 

reducing the dimension of these feature maps is to apply GlobalAveraging2D which is a built in 

function in keras [137], and computes one value from each filter. Thus, the output is reduced to 

the number of filters. For example, the output of Block 2 would just be of the size 128, and the 

output of Block 5 would be 512. However, these dimensions are still large enough to inhibit 

modeling on a small dataset because a general rule-of-thumb is to have data at least ten times the 
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dimension of input. To this end, we propose to apply Principal Component Analysis (PCA) to 

further reduce the characterization dimension. At the end, if we have roughly 𝑛/10 parameters to 

represent the microstructure, then it is believed that a meaningful structure-property relationship 

can be built, where 𝑛 is the number of datapoints.  

  Building on the transfer learning methodology introduced earlier, we present in Figure 5-7 

our characterization framework for extracting the meso-scale features of fracture surface based on 

the structure-property relation. We start by N images of the fracture surface and input them into 

the transfer learning model. We prune the model as previously described at a certain block, and 

then extract the feature map at that location. After that we apply to GlobalAveraging2D to reduce 

the dimension to the number of filters at that location. To further reduce the dimension, we apply 

PCA. One can have different threshold levels for PCA to reduce the dimensionality. We 

recommend keeping the explained variance to around 70-80 % for PCA. Using the explained 

variance as a variable, we can further control the dimensionality of our input. Now that we have 

minimum possible parameters to represent the microstructure, we compute its property if it is a 

simulation or measure the property if it is an experiment. Using the reduced set of microstructure 

parameters as input and property values as output, we train multiple linear and non-linear 

regression models to see how well the model explains the variance in the data. Though primarily 

we could be looking at R-squared value, but other metrics such as RMSE should also be 

considered. We repeat the same procedure by pruning the pretrained model at a different location. 

This is done iteratively until we find the optimal pruning location, where the R-squared value is 

maximized. To mitigate the stochasticity and sample bias, we can repeat the regression part with 

different training and testing datasets. In this study, we repeat the train-test split along with PCs to 
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property regression thirty-five times. This number is a balance between the computational cost and 

reliability of our results.  

 

 

Figure 5-7: Framework for extracting microstructure features using pruned Transfer Learning models. 

 

5.3 Result and Analysis 

5.3.1 Artificial Dataset 

 To study the efficacy of our approach to characterize microstructure, we present a test 

example in this section. The idea is to create artificial digital microstructures, compute their 

properties and apply the proposed framework to observe the effect of pruning and optimizing a 

pretrained model. To create artificial microstructures, we use the reconstruction capabilities of 

SDF [15]. The backbone of SDF is Fourier transform (FT). Just like FT decomposes a waveform 

into sum of sinusoids of different frequencies, SDF decomposition of microstructures would 

represent its dominant microstructural features.  A simple shape of SDF has been used which can 
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be thought of as a step-function having two primary tunable parameters as seen in Figure 5-8: W, 

which is the width of the peak, and P, which is the index of the start of the peak. We can use W 

and P to reconstruct microstructures having very different shapes as seen in Figure 5-9. 

 

 

Figure 5-8: Shape of SDF used to reconstruct artificial microstructures. 
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Figure 5-9: Unique artificial microstructures created from different SDFs which are controlled by two 

tuning parameters W and P. 

The property of interest for this test example is optical absorption associated with solar cell 

design which takes a scalar value between 0 and 1. It is calculated using the Rigorous Couple 

Wave Analysis (RCWA) as detailed in [12]. For more details on RCWA the readers are directed 

to [138]. To summarize, the input for our model will be the microstructure image and the output 

is a scalar value representing 2D material property. To build the structure-property prediction 

model, we created a dataset of 224 artificial microstructures and their corresponding properties, 

split into training and test set with the ratios 80% : 20%. 

Next, we implement the pruning technique introduced in Section 5.2.3. The level of variation 

explained by principal components was set to 99% and that controlled the number of principal 

components at a pruning location. Table 5-2 shows a few representative prediction results of the 
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model. As can be seen, the best model is given by the pruning location: Block3_Pool I which leads 

to a test r-squared accuracy of 0.9. It is also evident that as we move deeper into the model, the 

number of principal components increase for this material type. A big jump is evident from Block 

3 to Block 4 in the number of principal components and that may have played a big role in the loss 

of accuracy in the model. Because a small dataset of 156 training images is not sufficient to train 

43 parameters using regression. It is also noted that the best achievable r-squared accuracy is from 

the Random Forest regression method. This suggests that the underlying model has non-linearity.  

 

Table 5-1: Test R-squared results for different pruning locations. The results are color coded with green 

being good and red being worse and yellow in-between. 

Pruning 
Location 

Number of 
PCs 

Random 
Forest 

Lasso Ridge 
Gradient 
Boosting 

Block1_Pool 1 0.72 0.43 0.22 0.74 

Block2_Pool 4 0.80 0.74 0.76 0.85 

Block3_Pool 5 0.90 0.8 0.82 0.82 

Block4_Pool 43 0.75 0.82 0.66 0.8 

Blovk5_Pool 78 0.66 0.72 0.53 0.78 

 

Next, we try to test the limits of our approach by decreasing the size of the dataset. We 

tried four different dataset sizes: 224, 100, and 50. For each of these datasets we run the regression 

35 times at the pruning location identified from the previous exercise with the large dataset. As 

mentioned earlier, the repetition is to cater for stochasticity and data bias. The results are shown 

in Table 5-2. It is evident that the accuracy (test R-squared value) decreases with decrease in data 

size. Another important observation is that the decrease in accuracy is very subtle when the dataset 

is decreased to 100 images from 224 as the best test R-square value changes from 0.812 to 0.793. 

However, decreasing further to 50 results in a big loss of accuracy as the test R-square value 
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changes from 0.793 to 0.4999. We note that even with just 100 images we were able to build a 

predictive model with average test r-squared accuracy of 0.793. This shows the robustness of the 

methodology even for a very small dataset. It should be noted that, besides data size, the accuracy 

is expected to depend on the complexity of a microstructure and the nature of its relationship with 

the property. In this case, the structure-property relation is relatively straightforward link, and the 

property is solely dependent on microstructure. 

 

Table 5-2: Test r-squared values of predictive models with varying total number of images.     The results 

are color coded with green being good and red being worse. 

Number of 
Images 

Random 
Forest 

Lasso 
Gradient 
Boosting 

Ridge 

224 0.812 0.662 0.623 0.808 

100 0.793 0.563 0.434 0.792 

50 0.499 0.311 -0.842 0.403 

 

5.3.2 Experiment Dataset – Silicone Rubber 

 In this section, we first describe the observed mechanical behavior of our test specimen, 

silicone rubber in the designed fatigue test and explain the important mechanical parameters to be 

included as features for model training purposes. Then, we apply the methodology introduced in 

early section to perform two main tasks for silicone rubber: (i) To analyze the surface and calculate 

correlations of crack surface with different properties, and (ii) To build a predictive model that can 

estimate the mechanical conditions responsible for the fatigue crack propagation.  

5.3.2.1 Experimental Data Interpretation 
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 A complete experimental analysis of the same dataset can be found in [124]. Its 

mechanical behavior is summarized in short in this section, which can all be found in detail in 

[124]. The cyclic displacement will generate hysteresis loop on a stress-strain plot, with the area 

between the loading and unloading curve showing the amount of energy dissipation.[124] From 

the small strain regime of the loading curve during the cyclic displacement, the effective elastic 

modulus 𝐸 can be obtained from the slope of the stress-strain curve. The modulus E decreases with 

the increase of strain amplitude due to the Mullins effect [124] and can be thought to be related to 

the concentration of bonds/matrix-filler interactions required to be damaged for fatigue crack 

propagation. The fatigue fracture behavior is described by plotting the crack propagation speed 
𝑑𝑎

𝑑𝑛
 

(nm/cycle, n is cycle number) as a function of the input energy Γ. In [124] we further proposed to 

plot the crack speed 
𝑑𝑎

𝑑𝑛
 as a function of  𝒢 as the stored elastic energy at the crack tip. The silicone 

rubber fatigue data points overlaid onto a power law relation at room temperature (22° C) with a 

power law index of 1.5, while the high temperature data points deviated from the power law 

relation: 

 
𝑑𝑎

𝑑𝑛
= 𝑎0 (

𝒢

𝐸ℎ0
)

1.5
 

This deviation can be correlated with the corresponding fracture surface morphology 

differences.[124] The extent of deviation is quantified by an arbitrary pre-factor 𝑎0 with a unit in 

microns. Here, crack surface height profile, strain and temperature are selected for training, mainly 

because they are the easiest observable environmental parameters when a prediction is needed 

based on the crack surfaces. In addition, 
𝑑𝑎

𝑑𝑛
, 𝐸  and 𝑎0 are selected as important features for 

correlation analysis as they are shown to be the most representative to describe a fatigue process.  
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5.3.2.2 Structure-Property Correlation Analysis 

 The main objective of this study is to quantify the relationship of different features with 

the three properties of interest: 
𝑑𝑎

𝑑𝑛
, 𝐸, and 𝑎0. In the author’s hypothesis there are two different 

features of interest as mentioned in Figure 5-1: meso-scale and micro-scale. To capture the effects 

of each scale, we built three different types of regression model based on the framework introduced 

in Figure 5-7. In one type of model, the input is only the height images from the experiments. In 

the next model, the input is the SDF of the height images. And in the last model, the input is the 

height image as well as the SDF of the height image. The output for all these models are the 

aforementioned three properties of interest. We repeat the model building 35 times for each model 

using six different regression techniques to ensure we can capture different complex relationships 

and cater for shortcomings of any single regression model. We focus on the average R-squared 

value as well as the standard error of R-squared value from these models. The results are presented 

in Table 5-3 below. 

It is observed that with the height image as input, we can have an average R-squared value 

as high as 0.6357 for 
𝑑𝑎

𝑑𝑛
 with standard error around 0.03 using ridge regression. This means that 

the height images alone can explain 64% variation in the 
𝑑𝑎

𝑑𝑛
 with 95% confidence interval of ±6%. 

For the elastic modulus 𝐸, the best average R-squared value is 0.2895 which shows a lower 

correlation. Lastly, for 𝑎0 The best average R-squared value is 0.55 using Gaussian Process. This 

shows that the underlying relationship is highly non-linear.  

As shown in Table 5-3 , when we build model using SDF as input then we observe that the 

best average R-squared value is decreased to 0.2993 and the standard error is increased to 0.0572. 
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This implies that the underlying relationship of 
𝑑𝑎

𝑑𝑛
 with SDF is weaker than with height images. 

We also observe that there is no correlation with the remaining two properties.  

 

 

 

Table 5-3: Model accuracy results using the Transfer Learning framework with Height Image, SDF, and 

both combined as inputs. The results are color coded with green being good and red being worse. Some 

results are omitted because the results were too bad and skewed the color scheme. 

 
 Average Test R-squared Std Error of Test R-squared 

  RF Lasso Ridge GB GP Linear RF Lasso Ridge GB GP Linear 

Height 

𝑑𝑎

𝑑𝑛
 0.2888 0.5762 0.6357 0.3646 0.3528 0.5332 0.1322 0.0442 0.0308 0.0557 0.0555 0.0690 

𝐸 0.2374 0.1907 0.2895 
-

0.0053 
0.0480 0.1290 0.0651 0.0899 0.0508 0.0839 0.1011 0.0888 

𝑎0 0.1505 
-

0.2076 
0.2457 

-
0.5804 

0.5496 
-

0.5831 
0.1490 0.2268 0.1413 0.5940 0.0732 0.4707 

SDF 

𝑑𝑎

𝑑𝑛
 

-
0.0068 

0.0370 0.2993 0.1743 
-

0.6317 
0.1509 0.1413 0.1362 0.0572 0.0386 0.1537 0.1110 

𝐸 
-

1.0867 
-

0.5585 
-

0.5999 
-

0.3550 
-

1.3169 
-

0.4865 
0.3868 0.2191 0.1236 0.1051 0.2702 0.1142 

𝑎0 - - 
-

0.2294 
-

0.4019 
- - - - 0.2108 0.4773 - - 

SDF + 
Height 

𝑑𝑎

𝑑𝑛
 0.5049 0.4563 0.3475 0.4291 0.2920 0.6961 0.0462 0.1069 0.1769 0.0638 0.0663 0.0246 

𝐸  0.0728 
-

0.2847 
0.3108 0.2089 

-
0.2006 

0.1654 0.0842 0.1347 0.0709 0.0548 0.1859 0.0945 

𝑎0 -0.243 -0.581 -0.013 0.506 -0.185 0.105 0.511 0.550 0.318 0.082 0.447 0.159 

 

In the last model, we combine both inputs to verify whether there is some unique information in 

each of height image and SDF. Since the best R-squared values is highest at 0.6961 for 
𝑑𝑎

𝑑𝑛
, it is 

evident that there is some unique information which has increased the model accuracy overall. 

Apart from the average R-squared value, the standard error is also lowest at 0.0246 which shows 

that it is a much more robust model and less susceptible to changes in data. The best average R-
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squared value for 𝐸 also increases which further strengths the case of SDF capturing unique 

information which is not captured by the feature extraction of the raw height image using Transfer 

Learning. For 𝑎0, we observe that R-squared values are lower than the first model. This is perhaps 

because of the small dataset size and the increase in predictors. If the new predictors do not add 

value to the model, then the accuracy of the model can be affected negatively in the case where 

the dataset is limited.  

In the above analysis we perform a quantitative analysis on the relationship of 

microstructure features with the properties of a crack surface for the first time in the author’s 

knowledge. The authors acknowledge that the R-squared values may differ if there was a much 

larger dataset, but as is the case with most material science problems we usually have a small 

dataset to study. This study primarily acts as test-bed example of the framework. In future, we 

could replicate this study on another material having a very large dataset and then we can also 

study the effect of the size of the dataset. 

 

5.3.2.3 Predictive Model 

 The primary objective of this study is to build a predictive model which can accurately estimate a 

given property only with height image and environmental conditions as an input. This can be 

critical for forensic analysis of crack surfaces. To find the model with the best input, we employ a 

stepwise linear regression.  

 We start by building a model using the same framework as in the previous section. In the 

first model, we used only the height image as an input. We then added environmental features such 
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as temperature and strain and observe the prediction accuracy. The results are tabulated in Table 

5-4. We note that when we add temperature along with height as input the average R-squared value 

for 
𝑑𝑎

𝑑𝑛
 increases but for the other two, it decreases. This is perhaps because the temperature is not 

adding significant value in addition to the height image for the other two properties. If we add 

strain to the height image, we notice that prediction accuracy increases for all properties. The best 

model is the one which has all the features i.e., height image, strain, and temperature. The best 

average R-squared values are 0.85, 0.79, and 0.72 for 
𝑑𝑎

𝑑𝑛
, 𝐸 , and 𝑎0, respectively.  

Table 5-4: Model Accuracy results for the different predictive models having different inputs. 

  Average Test R-squared 

  RF LASSO RIDGE GB Gaussian Linear 

Height + 
Strain + 

Temperature 

𝑑𝑎

𝑑𝑛
 0.6742 0.7720 0.8353 0.7946 0.7915 0.8504 

𝐸  0.6565 0.7049 0.7903 0.7828 0.6394 0.7819 

𝑎0 0.2487 -0.2650 -0.0812 -0.0092 0.7181 -1.7368 

Height 
+ 

Strain 

𝑑𝑎

𝑑𝑛
 0.4366 0.7308 0.7825 0.5233 0.6438 0.7721 

𝐸  0.7266 0.7832 0.8190 0.7178 0.6020 0.8243 

𝑎0 0.2965 0.2247 0.1009 -1.2495 0.6307 -0.3179 

Height  
+ 

Temperature 

𝑑𝑎

𝑑𝑛
 0.6313 0.5039 0.7276 0.4291 0.4946 0.7062 

𝐸  0.0304 -0.0015 0.1447 -0.1895 -0.4644 -0.0069 

𝑎0 -0.1266 -0.8167 -1.3801 -0.6021 0.4272 - 

Height 

𝑑𝑎

𝑑𝑛
 0.2888 0.5762 0.6357 0.3646 0.3528 0.5332 

𝐸  0.2374 0.1907 0.2895 -0.0053 0.0480 0.1290 

𝑎0 0.1505 -0.2076 0.2457 -0.5804 0.5496 -0.5831 

 

Even with such a small dataset, we have successfully achieved accuracy of 0.85 test R-

squared value. This shows the efficacy of transfer learning in doing prediction modeling for crack-
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surface analysis and prediction. With a larger dataset, this value can be even higher, and thus it 

can be a very reliable tool for forensic analysis of crack surfaces. 

5.4 Summary 

 In this chapter, we explore the possibility of using Transfer Learning (TL) to augment 

crack-surface analysis of complex microstructures with limited image data, where complex 

morphology cannot be characterized by the widely used microstructure characterization 

techniques. To overcome the challenge that pretrained models in TL cannot necessarily be used 

directly for the required purposes as their weights are tuned for a specific purpose.  To use TL for 

structure-property mapping, we propose to manually prune the pre-trained  model to retain the pre-

trained weights of the convolution layers so that only a  few weights of our custom layers are 

needed to extract relevant underlying microstructural features with limited data. The extracted 

features are determined based on how strongly they are correlated with the properties of interest.   

We first apply this technique to a test dataset for which the microstructures are created 

using the spectral density function (SDF) and the optical property is calculated by physics-based 

simulations. Even on a small dataset of 224, we were able to achieve 90% test R2 value, 

demonstrating the effectiveness of our approach. Next, we apply the framework on the crack 

surface of silicone rubber to achieve two goals: (i) to analyze the surface and calculate correlations 

of crack surface with different properties, and (ii) to build a predictive model that can estimate the 

input conditions responsible for the crack surface. For (i), for the first time we are able to quantify 

the relationships between the two microstructure features (meso-scale and micro-scale) with 

properties of interest associated with fatigue fracture behavior. For (ii), we build predictive models 

using height images, strain, and temperature , which gives us test R2 accuracy of 0.85. This 
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accuracy is achieved with only 194 images of which only 70% are used as training. This shows 

the efficacy of our approach. With more data, we anticipate building an even more accurate model. 

Thus, this study acts as a testbed to use TL for microstructure analysis and prediction. Some 

limitations include the complexity of the microstructure and its relationship to the property of 

interest. If the microstructure is too complex, or if it is hard to distinguish one from the other, then 

it will require a lot more data to train. And it is obvious that the properties of interest should have 

an underlying relationship with the microstructure in order to perform the analysis.  
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Chapter 6 Conclusions and Future Work 

6.1 Contributions 

 To facilitate the creation of P-S-P relations as well as the design of complex microstructural 

material systems, the overarching contribution of this work is to develop and enhance 

microstructural analysis techniques as presented in Chapter 1. We have developed (i) a 

computational structure – property model to estimate OPVC performance, (ii) an efficient three-

phase microstructure reconstruction tool using SDF, (iii) an SDF based design framework to 

optimize materials such as solar cells, (iv) a metric which quantifies the dissimilarity between 

granular microstructures, (v) a model calibration framework using dissimilarity score for granular 

microstructure simulations, and (vi) a transfer learning based technique to perform analysis, and 

build predictive models, for complex microstructures. 

The prominent research contributions made in each chapter are summarized as follows: 

a) In Chapter 3, we start by studying the relationship between SDF and physical descriptors 

which gives us insight into the different changes in shapes of SDF. Next, we extend the use 

of SDF for efficient reconstruction of three-phase microstructures. Lastly, we introduce an 

SDF-based design framework to find optimal processing conditions of any quasi-random 

material. To demonstrate the efficacy of our framework, we use OPVC as an example 

material system to optimize its incident photon to converted electron (IPCE) ratio. To 

efficiently implement the framework, we use coarse grained molecular dynamic (CGMD) 

simulations to bypass the costly experiments. Furthermore, to balance the accuracy and 
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efficiency of CGMD simulations, we modify the original SDF framework to present a 

multi-fidelity version of it.  

b) In Chapter 4 we extend the use of chord length distributions (CLD) by modifying it to 

characterize granular microstructures efficiently. Leveraging this modification, we present 

a novel dissimilarity metric, Dissimilarity Score (DS), that can quantitatively differentiate 

between granular microstructures. Building on this quantified difference of granular 

microstructures, we present a framework for calibrating the granular microstructure 

simulation parameters. Using Inconel 625 alloy as an example, we demonstrate the efficacy 

of our framework by calibrating the Cellular Automaton simulation parameters. We used 

NIST testbed data as ground truth to validate our work. In the same chapter, we present a 

framework to build P-S-P mapping of additively manufactured alloys. We show 

encouraging results of P-S mapping but could not complete the S-P mapping because of 

inaccurate property simulation. 

c) In Chapter 5, we modify and apply the Transfer Learning approach to characterize complex 

microstructures which cannot be characterized by other methods such descriptors or SDF. 

We show the effectiveness of characterization by pruning a pre-trained model on a artificial 

dataset. We further study the effect of data size on the accuracy of the structure-property 

model. Lastly, we use the presented technique on actual data of Silica Rubber for (i) novel 

quantitative analysis of crack-surface to quantify relationship with different properties, and 

(ii) building a predictive model that can estimate the environmental conditions which 

resulted in a particular crack-surface.  
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6.2 Future Work 

 There are several open-ended questions and opportunities identified during the formulation 

of this dissertation. Some of them are described below:  

a) So far in this dissertation, the focus had been to use 1D SDF for isotropic materials as SDF 

efficiently reduces the design space of such materials. However, for anisotropic materials 

there is no method out there that can reduce the 2D representation of SDF to a lower order. 

Iyer et.al. [15] have presented a simple approach to characterize as well as reconstruct 

anisotropic materials using SDF. However, these materials are aligned in a particular 

direction, but that is not necessarily the case for some of the material systems out there e.g., 

in the case of crack surfaces [121], there is no directional preference and yet the overall 

microstructure is anisotropic. One such possibility is using convolution neural networks to 

directly use these anisotropic SDFs similar to how Ieracitano et.al. used in their study [139]. 

But this approach restricts design and lacks interpretability. For design, GANs [131] could 

be used to create custom SDFs, but interpretability is a more challenging problem to solve. 

b) The Structure-Property map could not be built in Chapter 4 because of the erroneous 

property data. The error originated from the assumption about the RVE: DFT-based 

property calculation assumes that microstructure is isotropic which is not the case in that 

small size of simulation. But if the size of simulation is increased, the number of data points 

decreases, and the calculation time increases. To overcome the effect of data reduction, 

more simulations can be performed i.e., a few more single-track walls can be simulated to 

augment the data. However, there is no obvious solution for overcoming the cost of 

simulating the properties of this dataset. Once we have larger RVE, even the 
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characterization using CLDs would be much more accurate since there will be more 

boundaries to detect.  

c) The granular microstructure simulation framework presented in Chapter 4 was 

implemented on a very small dataset from NIST. One out of 3 images was treated as a test 

image. This creates data bias i.e., depending on the data to be separated for test, the results 

could be very different. To be more confident on the proposed approach, it should be 

applied on a larger dataset so that a few images could be separated out as a test set. 

Additionally, the current images from NIST have visual defects (grain boundaries), and 

these can create noise in the data. A post-processing should be performed on all the ground 

truth images to remove these twin boundaries.  

d) The entire dissertation has focused on characterizing microstructures with the assumption 

that the microstructures are devoid of any defects. Whereas this is not the case for many 

material systems. In literature a lot of work has been done to characterize defects separately 

[140,141], but there is a need to characterize microstructure features along with defects  to 

represent the microstructure holistically. In most design scenarios, we do not just want to 

characterize the microstructure, but also reconstruct it. The reconstruction of such a 

microstructure would be even more challenging. Akin to how this thesis is divided into 

three different material types, there would be different solutions to characterize and 

reconstruct different material types with different types of defects. 

e) For the characterization of crack-surfaces in Chapter 5, we have used Transfer Learning 

technique. Based on the popularity, we directly used VGG19 architecture as our underlying 

pre-trained neural network. However, there exist many other pre-trained model for 

different purposes [142] that could have also been used. In fact, there is a possibility that 
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another pre-trained model could have provided a better accuracy for characterizing the 

complex crack-surface. This possibility needs to be explored by trying multiple pre-trained 

models and comparing their accuracy. Moreover, these multiple models could be modified, 

or pruned, in various ways this increasing the number of choices for feature extraction 

many-folds. Thus, an efficient automated method similar to AutoML [143] tools could be 

developed to automate the process of feature extraction by quickly checking through 

multiple pretrained model options.  

This thesis contributes to the current MCR techniques by expanding the understanding of 

current tools, developing new tools for MCR, as well as employing novel uses of current 

established and developing techniques. As MCR techniques are material dependent, this thesis 

primarily focuses on three general material types: continuous, granular, and complex 

microstructures. These contributions are expected to directly help in the design of such material 

systems as well to provide the scientific community with diverse ideas of using MCR to accelerate 

computational material design for all materials. 
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Appendix 

A.1 Nanomine Repository 

Developing and understanding a tool that can help other scientists is one thing but bringing 

it to their doorsteps in a very user-friendly way is a totally different feat. Keeping in view the 

accelerated materials development [2] framework, it is extremely important that all the data and 

related tools are made available universally. Towards this goal, SDF is incorporated as one of the 

MCR tools on the NanoMine portal.  

 With the advent of Materials Genome Initiative (MGI) in the United States and a similar 

focus on material development around the world, quite a few materials data repositories and tools 

have been made available online [144–147]. While most of these repositories concentrate on 

computational data, NanoMine [148] is an open source platform with the goal of storing and 

curating widely varying experimental data on polymer nanocomposites. The information stored 

from papers and other resources includes physical properties, microstructures, and processing 

conditions. The flexible data schema allows to incorporate data from other existing scientific 

metadata. Additionally, NanoMine also makes available tools to characterize and analyze the 

microstructure data which can be very useful in nanocomposite design. A collection of module 

tools for microstructure characterization & reconstruction and simulation software to model bulk 

nanocomposite material response augments knowledge generated by experimental data.  
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Figure A-1: The flowchart highlights the key features of MCR tools in Nanomine, starting from 

binarization of a TEM image using either of the two techniques (Otsu or Niblack). After that, the image 

can be characterized using the three broad methods (Correlation Function, Physical Descriptors, and 

Spectral Density Function). Lastly, a statistical equivalent of the microstructure image can be 

reconstructed in 2D or 3D to enable FEA simulations. 

The MCR techniques developed in IDEAL lab have been incorporated into NanoMine to 

provide parsimonious microstructure analysis workflow for researchers as shown in Figure A-1. 

We provide two popular binarization tools namely, Otsu’s Method [149] and Niblack’s Method 

[150], as well as three microstructure characterization and reconstruction techniques: correlation 

function, physical descriptors, and spectral density function. These MCR techniques are applicable 

to two-phase, isotropic nanocomposites. They provide quantitative descriptors of the structure that 

can be used for data comparison or analysis. 
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Each tool is accompanied by detailed instructions on how to interact with the tool as well 

as recommendations for how to select tools best suited for their microstructure. The newly added 

“Intelligent Characterization” tool selects the most suitable characterization method between the 

“physical descriptors” [151]  and the SDF approaches based on analyzing the user uploaded 

image(s). The example result in FigureFigure A-2 shows that SDF is preferred over physical 

descriptors for this particular microstructure.  Characterization results such as those shown in 

Figure A-2 (c), generated on SDF parameterization, can be easily passed to the NanoMine 

Database for subsequent use in machine learning and other data mining procedures. 

 

Figure A-2: (A) Transmission electron microscopy (TEM) image of a (B) The results page of Intelligent 

Characterization using the input image in (A) shows the binarized image as well as some basic 

information; (C) The output (downloadable excel file) containing detailed description of the SDF 

parameters. 

The MCR tools can also be used for reconstructing statistically equivalent 2D or 3D images 

for a given isotropic microstructure image. Figure A-3 shows an example of the result page for 
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microstructure reconstruction using the physical descriptor-based method. Minor discrepancies of 

the two correlation functions (original versus reconstructed) are contributed by the noise in the 

original image and the approximation introduced by using the descriptors. Such reconstructed 

images can serve as inputs to structure-property simulations to predict material behavior and 

therefore are key components of material design workflows. 

 Our MCR tools have several user-friendly features that make these tools attractive for 

researchers. For example, all computations are performed on the NanoMine server; all tools 

support commonly used image file formats (PNG, JPEG and TIF) and the ability to analyze zip 

files containing a batch of images; and NanoMine provides e-mail alerts to users upon completion 

of their requests.  Our system’s capability of storing and characterizing multiple (batch of) images 

from the same material sample is very useful for understanding the material heterogeneity and 

providing an informative statistical description.  

 

Figure A-3: TEM Image reconstruction using Nanomine. (Left) TEM micrograph of silica in poly 

(ethylene oxide) (Middle) One 2D slice from the 3D reconstruction of the original image using Physical 
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Descriptor technique. (Right) Comparison of two-point correlation functions between reconstructed and 

original (target) images. 

 

 

A.2 Three-phase characterization and reconstruction 

The material systems studied in the previous sections were purely two-phase, i.e., each 

element of the microstructure consisted of either one phase or the other. In this section the SDF 

study was advanced to incorporate and aid in the characterization and reconstruction of materials 

that consist of three phases. The material system under study is Organic Photovoltaic Cells 

(OPVCs). 

OPVC materials are generally regarded as two-phase materials i.e. donor and acceptor 

[152,153] (see Figure A-4 (a)), but there is also evidence of a third phase  [154] which may behave 

slightly differently. If there were to exist a third phase, then we can assume that this phase would 

be placed like an interphase, i.e., it would occur at the boundary of the two materials. Arbitrary 

thresholding was done on an analogue XSTM image of OPVC specimen to create a three-phase 

microstructure image (Figure A-4 (b)). 

From literature, one way to characterize a three-phase microstructure is to use any three 

independent two-point correlation functions from the nine available [155]. The nine available two-

point correlation functions for any three-phase material are: P11,P12,P13,P21,P22,P23,P31,P32,P33. The 

three auto-correlations (P11, P22, P33) are fairly easy to calculate using SDF because of the 

relationship mentioned in Section 2.1. The problem, however, is to calculate the remaining cross-

correlation functions efficiently because the traditional brute-force method is very expensive 

especially if it used inside a simulated-annealing reconstruction.  



157 
 

  
 

Figure A-4: (a) is a binarized XSTM image of a sample of OPVC material, (b) is the three-phase image 

obtained after arbitrarily adjusting the threshold of the XSTM image. 

Using available information on SDF, Fast Fourier Transform (FFT) and their relationship, 

a new FFT-based method is developed in this work to calculate the SDF equivalent of a cross-

correlation function such as P21. 

Comparing the definition of two-point correlation function from [156] : 

 𝑓2(ℎ, ℎ′|𝑟𝑡) = ℑ−1[ℵ𝑘
ℎ̅̅ ̅ℵ𝑘

ℎ′
] , (6-1) 

Where ℵ𝑘
ℎ= ℑ(𝑀𝑠

ℎ), ℵ𝑘
ℎ̅̅ ̅  is the complex conjugate of ℵ𝑘

ℎ, and h donates the phase 

and [10]:  

 𝑆2(𝑟) = ℑ−1(𝜌(𝑘)) = 𝑓2(ℎ, ℎ′|𝑟𝑡) , (6-2) 

where 𝜌(𝑘) is the SDF, and ℎ and ℎ′ are the same.  

This leads to the relationship:  

 𝜌∗(𝑘) =  ℑ(𝑀1) ∗ ℑ (𝑀2) , (6-3) 

which is named cross-SDF for ease of reference. 
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After the development of cross-SDF to cater for efficient calculation of cross-correlation 

function, now a sample microstructure is considered as a test case (Fig. 16 (b)). Because the blue 

phase, i.e., the interphase, always divides the other two phases, red phase will always lie inside of 

green phase. This implicit correlation leads to the hypothesis that only two correlation functions 

are sufficient to characterize and consequently reconstruct the three-phase material. But the 

definition of the two-phase will be slightly different from the original and intuitive understanding 

of a phase. As seen in Figure A-5, the microstructure is divided into three phases: phase 1 is the 

original green phase, phase 2 is the combination of blue phase and red phase, and lastly phase 3 is 

the red phase. 

 

Figure A-5: Three phase material is broken down into three phases. 
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To characterize the microstructure, first the SDF of green phase is calculated which is 

equivalent of P11. Next, the cross-SDF of blue and red phase is calculated as shown in Figure A-

6. This concludes the characterization process for the three-phase material.  

The strategy for the reconstruction of the three-phase microstructure is shown in Figure A-

7. It involves first creating the green phase by using the SDF reconstruction method explained in 

section 2.1. In the next step, simulated annealing is done to place red particles inside the blue 

phase. The cost function used is the error of the cross-correlation function between the blue and 

the red phase. Lastly, both the images are coalesced into a three-phase microstructure.  

Figure A-6: (a) is the green phase of the three-phase microstructure, (b) is the blue and red phase of 

the microstructure, (c) is the SDF of (a), and lastly (d) is the cross-SDF of blue and red phases. 
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Figure A-7: The scheme for reconstructing a three-phase material microstructure. 

Figure 6-1: (a) is the original image. (b) is the reconstructed image. (c, d, and e) are the two-point 

correlation functions P23, P13, and P12 respectively. 

 To verify the reconstruction, three of the nine available two-point correlation functions 

were selected which were not used in the reconstruction technique. They are: P13, P12 and P23. 

Additionally, instead of using the efficient SDF based correlation functions, brute-force method 

was selected to calculate the correlation functions. The results (Figure A-8) show a good agreement 
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of the original image with the reconstructed image as per the three independent two-point 

correlation functions selected. 
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