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ABSTRACT

Problems in phase change thermodynamics and fluid instability: application to

anti-icing, Leidenfrost collapse, interfacial temperature, and aortic aneurysms

Tom Y. Zhao

My research goal is to develop first principles frameworks to interrogate multiphase,

multiscale systems. One of my main focus areas is to consistently deconstruct highly

nonequilibrium problems into their fundamental components. By using analytical, com-

putational and experimental tools to grasp the key levers controlling such phenomenon,

I aim to build pipelines of research projects from a foundation upwards approach.

Specifically, my work addresses the key thermodynamic, instability, and molecular

mechanisms that drive the nonequilibrium evolution of mechanical phenomenon. In many

cases, these problems defy straightforward description because nanoscale effects cannot be

assumed to “average out”. Instead, features at the smallest length and time scales often

provide vital, deterministic contributions to the system at large. By adopting a nano-

to-macro mode of analysis, I seek to formulate ab-initio design and diagnostic principles

to control these systems. This paves the way for collaborative conceptualization, valida-

tion and application of novel process-structure-function paradigms in the development of
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diagnostic platforms that forecast cardiovascular disease; the fine, predictive control of

engineered surfaces to control the adjacent fluid phase; and the rational design of heat

transfer systems based on nonlinear thermodynamic frameworks.
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B. The interface between the two phases is located at x = d[t]. A
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constant temperature TW and the piston at temperature TP . The radius

of curvature of the interface R can be nonzero. 106

3.2 The components of the entropy production rate at the two phase

interface are plotted as a function of the liquid and vapor side interface

temperatures. The width of the vapor and liquid domains are both

1 mm. The piston cooling the liquid reservoir is held at a constant

temperature 350 K and pressure 7.3×103 Pa, while the wall temperature

heating the vapor is 389.4 K.A) The entropy production rate ∆LV (eqn.

3.24) at the liquid-vapor interface reaches a maximum for finite values of

the interface temperatures TSV and TSL.B) The first component of the

entropy production rate ∆1 arises from the difference in phase entropies

between the liquid and vapor. This term decreases for larger values of

TSV and TSL.C) The second component of the entropy production rate

∆2 reflects the kinetic energy contribution. Due to the small mass flux

ṁ relative to the other quantities, this term is negligible.D) The third

component of the entropy production rate ∆3 is due to heat transfer

from the interface. This term increases for larger values of TSV and

TSL. The opposite dependencies of ∆1 and ∆3 on TSV and TSL allow

the interfacial entropy production rate to reach a maximum value at

finite temperatures. The vapor and liquid properties of water (thermal

conductivities, latent heat of phase change, etc.) as a function of
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[136, 137, 124]. 117

3.3 The components of the entropy production rate at the two phase

interface are plotted as a function of the liquid and vapor side interface

temperatures. The width of the vapor and liquid domains are both

1 mm. The piston cooling the liquid reservoir is held at a constant

temperature 350 K and pressure 7.3×103 Pa, while the wall temperature

heating the vapor is 389.4 K.A) The entropy production rate ∆LV

(eqn. 3.24) at the liquid-vapor interface is negative for interface

temperatures TSV and TSL away from the maximum. These states

are not thermodynamically accessible, but can be reached transiently

under local violation of the second law of thermodynamics.B) The first

component of the entropy production rate ∆1 arises from the difference

in phase entropies between the liquid and vapor. This term drives

∆LV for larger values of TSV and TSL.C) The second component of the

entropy production rate ∆2 reflects the kinetic energy contribution.

Due to the small mass flux ṁ relative to the other quantities, this term

is negligible.D) The third component of the entropy production rate

∆3 is due to heat transfer from the interface. This term drives ∆LV

for smaller values of TSV and TSL. The vapor and liquid properties of

water (thermal conductivities, latent heat of phase change, etc.) as a

function of temperature were referenced from the IAPWS formulation

[136, 137, 124]. 120
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3.4 The entropy evolution at the interface (eqn. 3.26) normalized by the

maximum value (∆′sLV =
∆s
LV

max
TS

(∆s
LV )

) as a function of the normalized

interface temperature T ′S. The entropy production rate ∆′C reaches a

maximum between T ′S = 1 (the wall temperature) and T ′S = 0 (the

saturation temperature) due to opposing dependencies between the

mass flux and the difference in phase free entropies on the interface

temperature. The temperature corresponding to the maximum ∆′sLS

drops towards the saturation value as the distance d between the wall

and interface increases to macroscale lengths. The vapor and liquid

properties of water (thermal conductivities, latent heat of phase change,

etc.) as a function of temperature were referenced from NIST[124]. The

boundary conditions and location were set to L = 0.1 m, Twall = 550 K,

Tsat = 373.15 K, pP = 1 atm. Linear temperature profiles are assumed

in the liquid and vapor domains. 121

3.5 The evolution of liquid and vapor side interface temperatures as a

function of the interface distance d from the superheated wall, predicted

by the maximum entropy rate principle proposed in this work and

measured via MD. The temperatures as averaged over 6 molecular

dynamics simulations from independent initial conditions are well

captured by maximizing the interfacial entropy production rate at

each time step. The vapor and liquid properties of water (thermal

conductivities, latent heat of phase change, etc.) as a function of

temperature were referenced from literature [136, 137, 124]. The
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boundary conditions were TW = 575 K, TP = 350 K, pP = 1 bar. Linear

temperature profiles were assumed in the liquid and vapor domains. 124

3.6 The temperature profiles in the vapor and liquid phases were measured

using molecular dynamics (MD) for a system being superheated on the

vapor side wall to T = 575 K and cooled on the liquid side piston to

T = 350 K. The piston applies a pressure of 1 bar. The assumption of

linear temperature profiles incurs error in calculating the heat fluxes for

both phases. However, it is the lowest order model that does not require

additional knowledge of the system outside of the applied boundary

conditions. Additionally, the interface temperatures calculated by

maximizing the entropy production rate at the interface while assuming

linear profiles are adequate in capturing the values measured by MD.

The vapor and liquid properties of water (thermal conductivities, latent

heat of phase change, etc.) as a function of temperature were referenced

from the IAPWS formulation [136, 137, 124]. 126

3.7 The evolutionary time scale of the interface τE,c as well as the diffusive

time scale τD,c, c ∈ L, V of each phases were measured using molecular

dynamics (MD) for a system being superheated on the vapor side wall

to T = 575 K and cooled on the liquid side piston to T = 350 K.

The piston applies a pressure of 1 bar. The diffusive time scales in

both phases are orders of magnitude smaller than evolution time of

the interface, such that the system can be considered as quasi-steady

relative to the interfacial temperatures. The time scales associated with
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not caught in the ballistic regime. The vapor and liquid properties of

water (thermal conductivities, latent heat of phase change, etc.) as a

function of temperature were referenced from the IAPWS formulation

[136, 137, 124]. 127

3.8 A) The temperature profile of an ice-liquid system as measured via

molecular dynamics by Wang et al[131] using the mW water model

and as calculated by the maximum entropy production interface

condition proposed in this work. The boundary condition in the

liquid water has been chosen at a location closer to the interface in

order to better estimate the interfacial heat flux. Note that molecular

dynamics places the interface temperature TSL,MD ≈ TSI,MD ≈ 267

K to be 15 K greater than the boundary temperatures TBC ≈ 250 K

but around 7 K less than the freezing point of mW water TF = 274.6

K. The temperature distribution is non-monotonic and yet cannot be

approximated accurately by the saturation temperature assumption.B)

The interfacial entropy production rate exhibits a maximum value at

T ∗SL = 265.2 K, T ∗SI = 263.1 K. The ice and liquid properties of water

(thermal conductivities, latent heat of phase change, etc.) were drawn

from the mW water properties reported by Wang et al. [131]. Linear

temperature profiles were assumed in the liquid and ice domains. 129

3.9 A) The temperature profile of an ice-liquid system as measured via

molecular dynamics by Wang et al[131] using the mW water model and
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as calculated by the maximum entropy production interface condition

proposed in this work. Note that molecular dynamics places the

interface temperature TSL,MD ≈ TSI,MD ≈ 267 K to be 15 K greater than

the boundary temperatures TBC ≈ 250 K but around 7 K less than the

freezing point of mW water TF = 274.6 K. The temperature distribution

is non-monotonic and yet cannot be approximated accurately by

the saturation temperature assumption.B) The interfacial entropy

production rate exhibits a maximum value at T ∗SL = T ∗SI = 263.2 K. The

ice and liquid properties of water (thermal conductivities, latent heat of

phase change, etc.) were drawn from the mW water properties reported

by Wang et al. [131]. Linear temperature profiles were assumed in the

liquid and ice domains. 130

3.10 A) The experimental temperature profile [114] of a two phase water

system is well described by the predicted interface temperatures for

the liquid (TSLM) and vapor (TSVM) side using the maximum entropy

principle. The interface is located at x = 0 micron, where a pronounced

temperature jump creates a non-monotonic temperature distribution

such that TSL is not bounded by the liquid or vapor temperatures in the

far field.B) The interfacial temperature jump is well described by the

maximum entropy principle. Only data sets that provided all necessary

information such as boundary conditions, distances to the interface, etc.

were included in the plot to avoid using any unknown properties to

’fit’ the data. Linear temperature profiles were assumed in the liquid
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and vapor domains. The vapor and liquid properties of water and

octane (thermal conductivities, latent heat of phase change, etc.) as a

function of temperature were referenced from the IAPWS formulation

[136, 137, 124]. 132

3.11 A) The experimental temperature profile [114] of a two phase water

system is well described by the predicted interface temperatures for

the liquid (TSLM) and vapor (TSVM) side using the maximum entropy

principle. The interface is located at x = 0 micron, where a pronounced

temperature jump creates a non-monotonic temperature distribution

such that TSL is not bounded by the liquid or vapor temperatures in the

far field.B) The interfacial temperature jump is well described by the

maximum entropy principle. Only data sets that provided all necessary

information such as boundary conditions, distances to the interface, etc.

were included in the plot to avoid using any unknown properties to

’fit’ the data. Linear temperature profiles were assumed in the liquid

and vapor domains. The vapor and liquid properties of water and

octane (thermal conductivities, latent heat of phase change, etc.) as a

function of temperature were referenced from the IAPWS formulation

[136, 137, 124]. 133

3.12 A) The experimentally measured temperature jump as well as the

distinct liquid and vapor side temperatures at the two-phase interface

are captured by the maximum entropy principle. This general agreement

between experiment and theory holds for evaporation (Exp # 1, 3, 7,
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8, 9)[132, 116, 133] and condensation (Exp # 4, 5)[116] of water;

evaporation of octane (Exp # 2) [134]; evaporation of water under

turbulent conditions (Exp # 6) [135]; and evaporation of water heated

on the vapor side (Exp # 10, 11, 12) [113].B) The average phase change

rate at the interface in units of mass per area, per unit time drawn

from the same experiments are also captured by the maximum entropy

principle. Only data sets that provided all necessary information such

as boundary conditions, distances to the interface, etc. were included

in the plot to avoid using any unknown properties to ’fit’ the data;

data points that overlapped significantly in the plot were also excluded

for clear visualization. The vapor and liquid properties of water and

octane (thermal conductivities, latent heat of phase change, etc.) as a

function of temperature were referenced from the IAPWS formulation

[136, 137, 124]. 134

3.13 The components of the maximum entropy production rate at the two

phase interface are mapped onto the average interfacial pressure and

temperature. The width of the vapor and liquid domains are both 1 mm.

The piston cooling the liquid reservoir is held at a constant temperature

of 350 K, while the wall temperature and piston pressure are varied.A)

The maximum entropy production rate ∆LV (eqn. 3.24) at the average

interface temperature (T ∗SV + T ∗SL)/2 exhibits a global minimum at the

intersection of the binodal, continuous interface temperature and zero

mass flux curves.B) The term ∆1, which encapsulates the difference
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in phase entropies, increases for larger average interface temperature

and lower interface pressure.C) The second component of the entropy

production rate ∆2 reflects the kinetic energy contribution. Due to

the small mass flux ṁ relative to the other quantities, this term is

negligible.D) The third component of the entropy production rate ∆3

is due to heat transfer from the interface. This term increases for

lower interface temperature and higher pressure. The vapor and liquid

properties of water (thermal conductivities, latent heat of phase change,

etc.) as a function of temperature were referenced from the IAPWS

formulation [136, 137, 124]. 137

3.14 For octane, the components of the maximum entropy production rate at

the two phase interface are mapped onto the average interfacial pressure

and temperature. The width of the vapor and liquid domains are both

1 mm. The piston cooling the liquid reservoir is held at a constant

temperature of 350 K, while the wall temperature and piston pressure

are varied.A) The maximum entropy production rate ∆LV,max (eqn.

3.24) at the average interface temperature (T ∗SV + T ∗SL)/2 exhibits a

global minimum at the intersection of the binodal, continuous interface

temperature and zero mass flux curves.B) The term ∆1,max, which

encapsulates the difference in phase entropies, increases for larger

average interface temperature and lower interface pressure.C) The

second component of the entropy production rate ∆2,max reflects the

kinetic energy contribution. Due to the small mass flux ṁ relative to the
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other quantities, this term is negligible.D) The third component of the

entropy production rate ∆3,max is due to heat transfer from the interface.

This term increases for lower interface temperature and higher pressure.

The vapor and liquid properties of water (thermal conductivities, latent

heat of phase change, etc.) as a function of temperature were referenced

from the literature [124, 142, 143]. 138

3.15 The nonequilibrium properties at the two phase interface are mapped

onto the average interfacial pressure and temperature. The distance

of the interface from the wall d and the distance of the interface to

the piston L are both 1 mm, corresponding to the widths of the vapor

and liquid domains. The piston cooling the liquid reservoir is held

at a constant temperature of 350 K, while the wall temperature and

applied piston pressure are both varied.A) The temperature jump at the

liquid vapor interface is generally nonzero. The interface temperature

is only continuous along the black contour.B) The mass flux due

to phase change across the interface is positive for evaporation and

negative for condensation. No phase change occurs along the white

contour.C) The logarithm of the maximum entropy production rate

at each interface pressure and temperature shows that the global

minimum is located at equilibrium on the binodal, where the continuous

interface temperature and zero mass flux contours intersect. The point

of intersection corresponds to a constant temperature profile equal to

the far field piston temperature 350 K in the liquid domain.D) The wall
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temperature TW is varied from 274 K to 646 K at different pressures to

obtain the phase diagrams of the interfacial temperature jump, mass

flux and entropy production rate. The vapor and liquid properties of

water (thermal conductivities, latent heat of phase change, etc.) as a

function of temperature were referenced from the IAPWS formulation

[136, 137, 124]. 141

4.1 The distensible blood vessel is modeled as a one-dimensional system

with internal pressure P and velocity u averaged across the radial

direction r, which is normal to the centerline coordinate x. The interior

area A = πR2 varies as a function of both space x and time t. 150

4.2 The viscous factor β as a function of Womersley number w0. Here, β

has been normalized by its value at w0=0, corresponding to a parabolic

velocity profile. 152

4.3 A)The marginal stability curve depicting the dispersion relationship

between the dimensionless wave number k′′ of the perturbation mode

and the dimensionless parameter Nω, which encapsulates the blood

viscosity, vessel diameter, pressure driven acceleration, and viscous

contribution under pulsatile waveform of the flow. For a give k′′, Nω

larger than the value on the marginal stability curve indicates that the

system is unstable as the perturbation amplitude will grow, and vice

versa. B) The imaginary component of the Floquet multiplier α on the

marginal stability curve. For small wavenumbers k′′, α = 0 indicates
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that only harmonic cases are relevant. Near order one k′′, the system

undergoes a Neimark-Sacker [163] or secondary Hopf bifurcation in

which 0 < α < 0.5. 161

4.4 Cross-sectional areas and mean velocity field from 4D flow MRI of the

aorta. (a) Time-averaged 3D geometry of the aorta. The red box marks

the ascending aorta. The axes units are in cm; (b) Point cloud (in blue)

showing the ascending aorta. The red curve shows the centerline, and

the red boxes show the planes normal to the centerline. These planes are

used to calculate the cross-sectional areas and mean velocities. The axes

units are in cm; (c) An example of the aorta cross-section on a normal

plane. Meshing is done using Delaunay triangulation to calculate the

cross-sectional area at the normal plane. The axes units are in cm; (d)

Variation of mean velocity as a function of time and length along the

ascending aorta. 170

4.5 A) The maximum SOV diameter recorded during each clinical visit. The

initial MRI was processed at year 0. B) The maximum MAA diameter

recorded during each clinical visit. C) A phase diagram of patients

with follow-up imaging data. The maximum growth rate of their

MAA and SOV in (cm/year) are visualized with respect to theoretical

prediction Nω,sp. If Nω,sp > 0, the patient’s marker is labeled by “x”.

Otherwise, the data point is labeled by “∇”. The circles indicate that

the patient experienced a surgical outcome after their initial MRI at

year 0. Nω,sp > 0 appears to correlate with larger growth rates for
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the MAA and SOV. D) Each patient has been labeled according to

whether Nω,sp > 0 accurately predicts a growth outcome, quantitatively

categorized as exhibiting a growth rate in SOV or MAA ≥ 0.29 cm/year.

This threshold is considered an indication for more frequent surveillance

as it lies outside the range of normal growth rates in the thoracic aorta.172

4.6 A) The distribution of the stability parameter Nω,sp in the patient and

normal subject cohorts. The median physiomarker value for the normal

subject cohort is shown to be significantly (p<0.005) smaller than that

for the patient cohort, via a one-tailed Wilcoxon rank sum test. 178
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CHAPTER 1

Anti-icing surfaces

Ice formation presents a persistent problem in processes where structures are subject

to cold conditions. Ice buildup on aircraft wings can cause a 25% increase in drag and

90% reduction in lift [1], while ice accretion on wind turbines can decrease annual energy

production by 17% [2]. Hence, there is a need for engineered surfaces that suppress ice

formation and reduce ice adhesion.

Topologically textured superhydrophobic surfaces have been shown to reduce both

ice nucleation and adhesion by enhancing liquid droplet roll-off and sustaining ambient

ice on top of the texture [3]. However, surface defects and homogeneous nucleation can

eventually trigger the formation of ice on the substrate [4]. Water can also condense

and freeze or desublimate in between surface texture, leading to ice occupation of the

roughness and significantly increasing ice adhesion to the material[5]. Lastly, de-icing

cycles erode surface roughness and degrade the ice-repellency of the substrate [6]. A

robust, icephobic design that minimizes ice adhesion to the surface must therefore ensure

that ambient ice does not fill the space between surface texture by impalement or phase

change, despite surface defects or damage.

De-icing a substrate has also been facilitated by introducing other species onto the

surface. Liquid impregnated textured surfaces (LIS [7]) and slippery liquid-infused porous
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surfaces (SLIPS [8]) can decrease ice adhesion by introducing a lubricant that more fa-

vorably wets a textured surface than water. In these methods, the lubricant must be

constantly replenished.

Surface science approaches have largely focused on rough hydrophobic surfaces with

the expectation that such surfaces would also be icephobic. However, hydrophobic sur-

faces are liquid-water-hating, which may not necessarily imply ice-hating. A fundamental

understanding of icephobic characteristics is missing. We address this gap.

Our approach to designing anti-icing surfaces is founded on texturing a surface so that

it is energetically favorable for ambient ice to melt in between roughness. This ensures one

of two cases will occur: either the ambient ice remains unimpaled by resting on top of the

surface roughness, or the ambient ice coexists in thermodynamic equilibrium with liquid

water confined between texture. This surface design reduces ice adhesion permanently,

remains robust against defects or damage, and does not require consistent application of

an external species such as oils, lubricants or salts.

In this work, heterogeneous nucleation theory in the form of the Gibbs-Thomson

equation gives the confinement length scale for which liquid water is stabilized between

surface texture as a function of material properties and operating conditions [9, 10]. In

this thermodynamic framework, a surface which can sustain liquid water as opposed to

ice in confinement is characterized by having an ice-liquid contact angle greater than 90◦.

This provides a physical basis for defining the icephobicity of a material.

Molecular dynamics simulations are then used to examine the interface between the

different water phases (ice, liquid, vapor) and a solid substrate to uncover the molecular

origin of icephobicity. The relationship between the various intrinsic contact angles of
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a substrate shows that both hydrophobic and hydrophilic substrates exhibit icephobic

properties and can be textured appropriately to reduce ice adhesion.

Although pores enclosed entirely inside the substrate have been simulated with molec-

ular dynamics,[11] this study examines periodic arrays of pores and pillars at the interface

between ambient ice and the material substrate. The confinement length scales for two-

phase equilibrium predicted from classical nucleation theory are shown to agree closely

with simulation results for both types of texture at the interface, suggesting the underly-

ing theoretical predictions may be generally applicable. We further elucidate how liquid

water confined in equilibrium within surface roughness impact the physics of ice adhe-

sion through an analysis of free energy and non-equilibrium steered molecular dynamics.

These procedures inform the rational design of textured, icephobic surfaces that reduce

ice adhesion to a minimum.

The mechanism for the reduction in ice adhesion is found to be due to the metastability

of liquid water. We demonstrate that for icephobic surfaces sustaining confined liquid

water, initiating cleavage of ice adhering to the textured surface activates a persistent

force propelling the adhered ice away from the surface. This is due to the change in

free energy associated with the phase transition of the liquid water to ice as it leaves

confinement. As a result, the strength of ice adhesion to the textured surface is decreased

by over a factor of twenty-seven from that to a perfectly smooth hydrophobic surface. A

robust, de-icing surface exhibiting strong resistance to defects and damage can be achieved

by texturing an icephobic substrate with deep pores or tall, periodic features with spacing

below the prescribed critical confinement length scale.
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1.0.1. Ice-Liquid Phase Equilibrium: Flat Surface

The critical confinement length scale below which liquid water is sustained in between

surface texture can be determined from heterogeneous nucleation theory. The theory

describes the change in free energy associated with the formation of an ice particle from

ambient, liquid water near a solid surface.

The maximum change in free energy with respect to the change in radius of the ice

particle (d∆G
dr

= 0) gives the critical energy barrier that must be overcome for ice nucleation

to occur (see the “Heterogeneous Nucleation” section of the Supporting Information):

(1.1) ∆Gcrit =
16πσ3

IL

3ρ2
I∆h

2
F

(
TF

TF − T

)2

g(θIL),

where ∆hF is the enthalpy of fusion [12], TF the bulk freezing temperature of water

associated with the saturation pressure, and T the temperature of the liquid water in

thermal equilibrium with the ice particle. The subscripts I, L, S denote the ice, liquid, and

substrate, respectively, such that ρI is the density of ice [13] and σIL the ice-liquid surface

energy. The term g(θIL) (equation (S6)) is a function of the intrinsic ice-liquid contact

angle θIL with the substrate surface. The critical radius of the ice particle corresponding

to this energy barrier is:

(1.2) rILcrit =
2σIL
ρI∆hF

(
1

1− T/TF

)
.

Ice particles with radii smaller than the critical value (r < rILcrit) will disperse and remain

in the liquid state, as the free energy decreases with a reduction of the particle radius. Ice
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particles larger than the critical size (r > rILcrit) form nuclei that initiate crystal growth,

as the free energy then decreases with increasing radius of the nuclei.

1.0.2. Ice-Liquid Phase Equilibrium: Cylindrical Pore

For simplicity, the surface texture considered will be a cylindrical pore on an otherwise

flat, icephobic surface (θIL > 90◦) adjacent to bulk ice. The subsequent analysis assumes

that the height of the pore is much larger than its radius. Although the cylindrical pore is

not a typical anti-icing surface roughness explored in current experiments, it will be shown

later that the critical pore radius derived from considering a cylindrical geometry provides

a good estimate of the critical confinement length scale for general surface texture. In

addition, the cylindrical geometry of the pore is a meaningful approximation for porous

substrates; the present study will show that porous surfaces can demonstrate robust de-

icing performance, motivating their use in future anti-icing experiments.

For the cylindrical pore to sustain liquid water in thermodynamic equilibrium with

the ambient ice phase, the pore radius R must be smaller than a critical value RIL
crit

to prevent the formation of solid nuclei in confinement that initiate growth of the ice

phase. Geometric considerations for the largest possible ice particle existing in mechanical

equilibrium in the cylindrical pore gives the Gibbs-Thomson equation [10]:

(1.3) RIL
crit(θIL, T ) = −rILcritcos(θIL) = cos(θIL)

2σIL
ρI∆hF

(
1

T/TF − 1

)

where the contact angle θIL of the ice-liquid interface with the icephobic surface should

be the equilibrium contact angle defined in equation (1.12). Therefore the confined phase
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is liquid if R satisfies:

(1.4) R < −rILcritcos(θIL).

The confined phase is ice otherwise. This criterion for the pore radius enforces thermody-

namic equilibrium between the confined liquid phase and the ambient ice. Ice particles do

not nucleate in the confined liquid water inside the pore and ambient ice does not grow

into the pore, instead forming a ice-liquid meniscus pinned at the top edge of the pore.

This analysis is similar to that for liquid-vapor phase change presented earlier [14, 15].

RIL
crit defines a critical confinement length scale informing the design of surface texture

which passively sustains liquid water in between surface roughness as a function of the

ambient temperature and pressure, as well as the intrinsic ice-liquid contact angle θIL of

the substrate material. As will be demonstrated by molecular dynamics simulations, RIL
crit

not only applies to general pore geometries, but also to pillar-type texture.

1.0.3. Condensed Water-Vapor Phase Equilibrium: Cylindrical Pore

To explore other possible phase transition pathways that could result in ice filling the

space between surface texture, we examine the coexistence condition between water vapor

and condensed water (ice or liquid), which describes the condition for desublimation or

condensation in confinement. The critical radius rCVcrit of the ice or liquid nucleus in its

surrounding vapor is [15, 16] :

(1.5) rCVcrit =
2vCσCV

R̄T log(pV
pS

)
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where the subscript C denotes the condensed phase (ice or liquid) and the subscript V

denotes the vapor. R̄ is the specific gas constant, vC the specific volume, pV the vapor

pressure, and pS the saturation vapor pressure at temperature T over the condensed

phase. Mechanical equilibrium between the condensed phase and water vapor across a

curved interface is described by the Young-Laplace equation:

(1.6) rCVcrit =
2σCV
pV − pC

.

Analogous to equation (1.3), the critical pore radius RCV
crit to sustain confined vapor in a

cylindrical pore is then given by:

(1.7) RCV
crit = −rCVcritcos(θCV ).

Therefore, the equilibrium confined phase is vapor if the pore radius R < RCV
crit. The

confined phase is liquid or ice otherwise. Typically, pV (vapor pressure) or pC is known

depending on whether the ambient phase outside of the pore is vapor or condensed water,

respectively.

Figure 1.1 shows the dependence of RCV
crit and RIL

crit on temperature. For RCV
crit, the

ambient phase outside of the pore is assumed to be ice or liquid at pC = 1 atm, and

the confined phase is vapor; for RIL
crit, the ambient phase is assumed to be ice, and the

confined phase liquid. RCV
crit then describes the confinement length scale below which

condensed water will not fill the space between the surface roughness through impalement

or phase change. Indeed, Supplementary Fig. S3 uses molecular dynamics to verify

that ambient ice or liquid initially resting on top of the surface texture will not fill the

pore if its radius R < RCV
crit, since the confined vapor and ambient condensed water
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outside the pore are in thermodynamic equilibrium. Note that a simplifying assumption

is made to compare the order of magnitude values of the three critical confinement length

scales: θLV = θIV = θIL = 120◦. This does hold not true in general for a specific

substrate; however, a relationship between these contact angles has not been established

experimentally or computationally in the literature. The assumption is not made for

subsequent analyses. Instead, this study will examine the relationship between the three

intrinsic contact angles between using molecular dynamics.

The critical confinement length scale for the reverse case, in which ambient vapor

outside the pore exists in equilibrium with the confined condensed phase, is shown in

Supplementary Fig. S4; this length scale is highly sensitive to the supersaturation of the

ambient vapor.

The critical confinement length scale for freezing RIL
crit is the most restrictive of the

possible pathways for confined ice to occupy the pore; any condensed phase that fills the

pore from non-equilibrium events such as rain or cloud droplet impacts will freeze into

confined ice if R > RIL
crit. A robust design requires that the surface be icephobic and that

the texture satisfy R < RIL
crit in order to prevent water from freezing in between surface

roughness.

1.1. Results and Discussion

1.1.1. Icephobicity: Liquid Wettability and Molecular Origin

Due to the difficulty in measuring the ice-liquid contact angle experimentally, it is desirable

to relate the intrinsic ice-liquid contact angle θIL (icephobic or icephilic) with the liquid-

vapor contact angle θLV (hydrophobic or hydrophilic) of a substrate. Since both θIL



39

240 245 250 255 260 265 270
Temperature (K)

100

101

102

103

104

C
rit

ic
al

 R
ad

iu
s 

(n
m

)

Ice-Liquid Phase Equilibrium
Ice-Vapor Phase Equilibrium
Liquid-Vapor Phase Equilibrium

Figure 1. The critical pore radii (RIL
crit , RLV

crit and RIV
crit ) for phase equilibrium between liquid, ice or vapor at pC = 1 atm as a

function of temperature. The critical confinement length scale for freezing RIL is the most restrictive of the three possible
two-phase equilibria; a robust anti-icing surface must therefore satisfy R < RIL. To compare the order of magnitude values of
the three critical confinement length scales, the material contact angles are taken to be the same for simplicity
(qLV = qIV = qIL = 120�). The actual relationship among the intrinsic contact angles is established subsequently using
molecular dynamics.

Figure 1.1. The critical pore radii (RIL
crit, R

LV
crit and RIV

crit) for phase equi-
librium between liquid, ice or vapor at pC = 1 atm as a function of tem-
perature. The critical confinement length scale for freezing RIL is the most
restrictive of the three possible two-phase equilibria; a robust anti-icing sur-
face must therefore satisfy R < RIL. To compare the order of magnitude
values of the three critical confinement length scales, the material contact
angles are taken to be the same for simplicity (θLV = θIV = θIL = 120◦).
The actual relationship among the intrinsic contact angles is established
subsequently using molecular dynamics.

and θLV are functions of temperature and pressure, the choice of ambient conditions

may be somewhat arbitrary. We have chosen to compute θIL at T = 255 K and pC =

1 atm, corresponding to the lower range of freezing depression induced by salts; and

θLV at T = 300 K and pC = 1 atm, corresponding to standard laboratory conditions.

The contact angles were calculated from equation (1.12) by using molecular dynamics

to determine the appropriate two-phase surface energies for a flat, planar interface [17].

This characterization of θIL offers insight into what makes a surface truly icephobic.

Figure 1.2 shows from our simulations that both hydrophilic and hydrophobic materi-

als are icephobic. From a minimum θIL > 90◦ at approximately neutral liquid wettability

corresponding to θLV ≈ 90◦, the intrinsic θIL increases both as θLV increases towards
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Figure 2. The intrinsic ice-liquid contact angle qIL of a material as a function of its intrinsic liquid-vapor contact angle qLV .
qIL is computed at T = 255 K, pC = 1 atm, while qLV is computed at T = 300 K, pC = 1 atm, both using equations ??, ??. The
error bars denote three standard errors.

Figure 1.2. The intrinsic ice-liquid contact angle θIL of a material as a
function of its intrinsic liquid-vapor contact angle θLV . θIL is computed at
T = 255 K, pC = 1 atm, while θLV is computed at T = 300 K, pC = 1 atm,
both using equations (1.11), (1.12). The error bars denote three standard
errors.

180◦ and as θLV decreases to 0◦. Supplementary Fig. S2 (a) shows that this icephobic-

ity occurs due to the lower density of water in the contact layer (within 5 Å from the

substrate surface) compared to bulk water density; water molecules favor positions in the

bulk rather than at the interface with the solid substrate. This lower contact layer density

penalizes the ice phase by deforming the lattice structure and introducing strain energy.

On the other hand, the liquid phase exhibits significantly greater mobility in the contact

layer compared to ice as indicated by the higher mean squared displacement < u2 >

of liquid water molecules (equation (S7)). This allows liquid water to achieve a lower,

preferred interfacial density than the ice phase, even though the bulk density of liquid

water is larger than that of ice. The favorability of liquid contact manifests in the ice-

substrate surface energy exceeding the liquid-substrate surface energy for hydrophilic and

hydrophobic materials, allowing both types of surfaces to sustain liquid water in between

surface roughness. Similarly, Supplementary Fig. S1 shows that both hydrophobic and
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hydrophilic surfaces can sustain vapor in confinement since the intrinsic ice vapor contact

angle θIV ≥ 90.

The non-monotonic dependence of θIL on θLV may occur in part due to the higher

viscosity of interfacial liquid water on hydrophilic surfaces compared to hydrophobic

surfaces[18], which is corroborated by the drop in mobility of liquid water in the contact

layer as θLV decreases (Supplementary Fig. S2). Li. et al. showed that this phenomenon

increased the rate of ice nucleation on a hydrophobic surface by reducing the activation

energy for diffusion of water molecules from the liquid to the ice phase. The change in

both interfacial viscosity and density as θLV increases may result in a minimum difference

in surface energy σIS − σLS and a corresponding minimum in the ice-liquid contact angle

θIL at neutral liquid wettability of the substrate.

1.1.2. Icephobicity: Freezing and Melting Point Hysteresis

The choice between hydrophilic and hydrophobic substrates in anti-icing applications is

settled by the need for robustness. Although both hydrophilic and hydrophobic surfaces

can sustain liquid water in confinement, it is known that hydrophilic materials like silica

support hysteresis between the melting and freezing temperatures [19]; however, such

hysteresis has not been observed experimentally for hydrophobic materials.

Supplementary Fig. S5 shows that for hydrophilic substrates, the confined melt-

ing temperature is higher than the freezing temperature, whereas the confined melting

and freezing temperatures are equal for hydrophobic substrates. In the former case, the

metastability of the confined ice may be attributed to the hydrophilic substrate providing
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insufficient surface energy to overcome the volumetric energy barrier for melting; Supple-

mentary Fig. S2 verifies that the surface energy of the substrate/ice interface is lower

and the contact layer density higher for hydrophilic substrates compared to hydrophobic

surfaces, such that the hydrophilic surface/ice interaction does not sufficiently perturb

the local ice lattice to induce melting.

This phenomenon shows that the theoretically derived RIL
crit from binodal coexistence

accurately describes the confinement freezing and melting temperature for hydrophobic

substrates. Although classical nucleation theory can also estimate the confinement freez-

ing temperature of hydrophilic substrates, capturing the confinement melting temperature

requires analysis of the spinodal metastability of the ice phase due to the demonstrated

hysteresis effect. Thus, the use of hydrophilic substrates in anti-icing applications necessi-

tates quantification of the confinement phase change hysteresis as a function of operating

conditions and surface hydrophilicity, which is out of the scope of the current study.

1.1.3. Icephobicity: Critical Confinement Length Scale

For icephobic substrates, molecular dynamics demonstrates that if R < RIL
crit is satisfied,

the liquid phase can exist between surface texture in equilibrium with the ambient ice.

Figure 1.3 shows two molecular dynamics simulations identifying the equilibrium phase

of water confined in a cylindrical pore on an icephobic substrate. Cross-sections are

visualized to clarify the three-dimensionality of the system. Temperature and pressure

are held constant at 255 K and 1 atm, respectively. The radius of the pore is chosen such

that R = 2.5 nm < RIL
crit.
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Initially for trajectory (1.3a), both the ambient and confined water are in the ice

phase. Ambient ice on top of the surface remains frozen as time progresses, whereas ice

inside the 5 nm diameter pore rapidly melts. Liquid water nucleates from the ice at the

bottom of the pore and grows upward to the top of the cavity. The new state of the

system persisted past 218 ns, the duration of the simulation.

Initially for trajectory (1.3b), both the ambient and confined water are in the liquid

phase, although an ice nucleus is artificially introduced to accelerate the dynamics; this

models ice accretion initiated by homogeneous nucleation [4]. Ambient liquid on top of the

surface freezes as time progresses, whereas water inside the 5 nm diameter pore remains

in the liquid phase. The new state of the system persisted past 10 ns, the duration of the

simulation.

The equilibrium coexistence states were sampled in molecular dynamics by continuing

the simulation well past the point where the count of molecules in the ice and liquid

phases remains constant with time (chemical equilibrium), the temperature of both phases

remain constant and equal (thermal equilibrium), and the ice-liquid contact angle with

the vertical pore wall is constant (mechanical equilibrium).

These trajectories along with Supplementary Fig. S3 show that if the critical confine-

ment length scale is satisfied by the surface texture, the space in between texture will

be occupied by either liquid water or vapor. There is no equilibrium state where ice is

confined in between roughness.

For two substrate materials with different θLV and θIL, Supplementary Table S1 and

Fig. S7 show that the theoretical critical radii match well with simulation results. Molec-

ular dynamics simulations also reveal that RIL
crit can accurately predict liquid wetting in
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Figure 3. Molecular dynamics simulation of confined liquid water stabilized in a 5 nm diameter cylindrical pore on a
substrate with qLV = 120.2� (computed at T = 300 K) and qIL = 134.0� (computed at T = 255 K). T = 255 K, and pC = 1
atm. Cross-sections of the simulations are presented in a and b. In trajectory a, ambient ice (blue) is initially placed adjacent to
a textured substrate (grey). In the cylindrical pore, the ice melts passively, producing amorphous glass (yellow) and liquid water
(red) within the pore. In trajectory b, liquid water is initially placed adjacent to a textured substrate, where an ice nucleus is
artificially introduced to initiate growth of the ice phase. The pore is initially empty with a liquid meniscus intruding from the
bulk phase; the pore wall is curved compared to the adjacent substrate material. Inside the pore, the water does not freeze,
instead remaining in the metastable liquid phase. Phases (lattice ice, amorphous glass, liquid) were colour coded using the
CHILL algorithm? .

Figure 1.3. Molecular dynamics simulation of confined liquid water stabi-
lized in a 5 nm diameter cylindrical pore on a substrate with θLV = 120.2◦

(computed at T = 300 K) and θIL = 134.0◦ (computed at T = 255 K).
T = 255 K, and pC = 1 atm. Cross-sections of the simulations are pre-
sented in a and b. In trajectory a, ambient ice (blue) is initially placed
adjacent to a textured substrate (grey). In the cylindrical pore, the ice
melts passively, producing amorphous glass (yellow) and liquid water (red)
within the pore. In trajectory b, liquid water is initially placed adjacent
to a textured substrate, where an ice nucleus is artificially introduced to
initiate growth of the ice phase. The pore is initially empty with a liquid
meniscus intruding from the bulk phase; the pore wall is curved compared
to the adjacent substrate material. Inside the pore, the water does not
freeze, instead remaining in the metastable liquid phase. Phases (lattice
ice, amorphous glass, liquid) were colour coded using the CHILL algorithm
[20].

surface texture as a function of the temperature (Supplementary Fig. S6). This agree-

ment between theory and computation demonstrates the usefulness of RIL
crit in specifying

the critical confinement length scale for surface texture as a function of the material

icephobicity θIL and the operating conditions.
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Due to the latent heat of fusion released (positive enthalpy difference) with phase

change from liquid water to ice, the presence of the liquid water in between the surface

texture should make this equilibrium state metastable. We show subsequently that sus-

taining liquid water in between surface texture corresponds to a local energy minimum.

It can be further shown that this metastability is useful in reducing the strength of ice

adhesion to the surface.

1.1.4. Ice Adhesion: Metastability of the Liquid Water

We now wish to sample the energy landscape of the system in search of a possible global

minimum away from the local minimum corresponding to confinement of liquid water in

the pore. Metadynamics was used to reconstruct the free energy landscape in the space of

a collective variable (CV) representing the vertical distance between the centers of mass of

the ambient ice and the substrate [21]. The method uses a history dependent potential to

bias the system away from local minima associated with particular values of the collective

variable.

Note that the choice of the CV does not fully capture the complexity of de-icing

pathways, which for instance can be expected to exhibit energy barriers in orthogonal

shear directions or may involve some degree of interfacial premelting. Establishing a free

energy landscape in the directions orthogonal to the ice/substrate interface necessitates

the use of orthogonal CVs. Interfacial premelting occurs at low undercoolings and must

be examined near the freezing point. Both analyses are outside the scope of this study.

Although the collective variable selected does not provide the most general description

of possible ice/substrate dynamics, it does effectively describe the change in free energy
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associated with the removal of the ambient ice from the substrate. The free energy

landscape in the vertical direction is used to probe the existence of local vs global energy

minimia for porous surfaces, in contrast to the single global energy minimum expected for

a flat substrate. Thus, the vertical distance between the centers of mass of the ambient

ice and the underlying material is an appropriate choice for the collective variable in this

context. The kinetics of ice detachment arising through shearing between the ambient

ice and the substrate will be explored subsequently in this study using nonequilibrium

simulations.
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Figure 4. Change in free energy DG as a function of the vertical distance between the centers of mass of the ambient ice and
the substrate. Cross-sections of the corresponding states in the molecular dynamics simulations are included for clarity. For a
flat surface, there is a single global energy minimum for which ambient ice is attached to the surface. For porous surfaces, there
are multiple local energy minima and a global energy minimum corresponding to ambient ice detached from the substrate and
the initially confined phase evacuated from the pore. The wall of the empty pore associated with the global energy minimum is
curved compared to the adjacent substrate material. T = 255 K, pC = 1 atm, qLV = 120.2 (computed at T = 300 K),
qIL = 134.0 (computed at T = 255 K). The heights of the pores are 7 nm. Metadynamics is carried out from 20 statistically
independent initial conditions to reconstruct DG. The mean is the black curve and three standard errors is given by the cyan
region.

Figure 1.4. Change in free energy ∆G as a function of the vertical distance
between the centers of mass of the ambient ice and the substrate. Cross-
sections of the corresponding states in the molecular dynamics simulations
are included for clarity. For a flat surface, there is a single global energy
minimum for which ambient ice is attached to the surface. For porous sur-
faces, there are multiple local energy minima and a global energy minimum
corresponding to ambient ice detached from the substrate and the initially
confined phase evacuated from the pore. The wall of the empty pore asso-
ciated with the global energy minimum is curved compared to the adjacent
substrate material. T = 255 K, pC = 1 atm, θLV = 120.2◦ (computed at
T = 300 K), θIL = 134.0◦ (computed at T = 255 K). The heights of the
pores are 7 nm. Metadynamics is carried out from 20 statistically indepen-
dent initial conditions to reconstruct ∆G. The mean is the black curve and
three standard errors is given by the cyan region.
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Figure 1.4 shows the change in free energy as a function of the vertical distance between

the centers of mass of the ambient ice and the substrate. The icephobic flat surface has

a single, global energy minimum where the ambient ice is attached to the surface. To

detach ambient ice from the substrate, a large external force must be applied to overcome

the significant energy barrier in moving the system out of the global potential well into

an unfavorable high energy state.

The 5 nm cylindrical pore satisfies R < RIL
crit and has a single, global energy minimum

where the ambient ice phase has mostly detached from the icephobic substrate and the

metastable liquid has frozen into ice after escaping the pore. The ambient ice adhering

to the textured surface with the liquid water confined in the pore corresponds to a local

energy minimum. To detach ambient ice from the substrate, a sufficient external force

must be applied to overcome the small energy barrier separating the local energy minimum

from the global potential well. As the ambient ice begins to cleave from the substrate, the

liquid water adhering to the ambient ice escapes confinement and freezes. This initiated

phase transition generates a force which drives the system down towards the global energy

minimum, corresponding to the detached ice state.

Thus, the change in free energy elucidates the mechanism by which liquid water con-

fined between surface texture reduces ice adhesion. Along with passively lubricating the

interface, the liquid water confined in between surface texture actively does work in push-

ing ambient ice off the substrate as the metastable phase undergoes a freezing transition

during the detachment process.

As the pore radius increases past the critical confinement length scale (R ≥ RIL
crit), the

fraction of confined liquid water in the liquid phase decreases dramatically. For the 10 nm
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cylindrical pore where confined water is dominated by the ice phase, the activation energy

to move the system out of the local energy minimum corresponding to attached ambient

ice is much larger than for the case in which the confined water is liquid. Additionally,

the numerous local minima in the path between the attached and detached states means

a consistent shear force must be applied to overcome a series of energy barriers; the

mechanical interlocking of the confined ice and surface texture hinders removal of the

ambient ice.

For a hydrophobic substrate, the vapor phase is preferred inside the pore compared

to the liquid phase (σSV < σSL) from a surface energy perspective. One may thus be

tempted to attribute the decrease in free energy associated with the detachment of the

ambient ice from a porous substrate sustaining confined liquid water to this decrease in

surface energy (σSV −σSL < 0). However, note that for an icephobic substrate, the liquid

phase is preferred inside the pore compared to the ice phase (σSL < σSI). Based on this

surface energy analysis, the detachment of the ambient ice from the substrate with the 10

nm cylindrical pore should therefore demonstrate the largest decrease in free energy, since

the initial confined phase inside the pore is ice (σSV −σSI < σSV −σSL). However, this is

not the case; the largest decrease in free energy occurs for porous substrates in which the

confined phase is liquid. Thus, it is the phase transition of confined liquid water to ice

that is responsible for producing the smallest energy barrier between the local (attached)

and global (detached) energy minima for porous surfaces.
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1.1.5. Ice Adhesion: Strength of Ice Adhesion

The strength of ice adhesion measures the stability of the ice/substrate interface under

shear, and is a practical engineering metric to quantify the de-icing capabilities of engi-

neered surfaces. It can be measured in experiments [22], which show that hydrophobic

substrates with θLV ≈ 120◦ exhibit strength of ice adhesion around 160 kPa at −15◦C.

Using molecular dynamics, ambient ice in each system was sheared from the substrate at

a constant velocity using a harmonic spring. One end of the spring was attached to the

center of mass of the ambient ice while the other end was attached to a reference point at

an equilibrium distance from the ice. The reference point is then displaced at a constant

velocity, so that the force applied to the bulk ice in the shear direction is proportional to

the spring deflection from the equilibrium distance (equation (S8)). The shear force was

processed through a Gaussian filter to remove the high frequencies attributed to thermal

fluctuations and the resonance frequency of the spring [23]. The strength of ice adhesion

was taken to be the maximum shear force at which ambient ice detaches from the surface

divided by the projected interface area.

Figure 1.5 shows that for the 5 nm diameter cylindrical pore in which the confined

phase is completely dominated by liquid water, the strength of ice adhesion can be reduced

by over a factor of four compared to that for the flat hydrophobic surface, which has

roughness on the order of 2.8 Å. As the radius of the pore increases past RIL
crit, the ice

phase fills the pore. The mechanical interlocking between ice and the substrate for the

10 nm diameter pore leads to an increase in the strength of ice adhesion. Thus, textured

surface can reduce or increase the strength of ice adhesion compared to a flat hydrophobic

surface depending on whether the confined phase is liquid or ice, respectively.
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T = 255 K). The error bars denote three standard errors. Cross-sections of molecular dynamics simulations with the
corresponding pore diameters are included for clarity; the visualized snapshots correspond to equilibrium conditions before
shear is applied.

Figure 1.5. Strength of ice adhesion for cylindrical pores embedded in an
icephobic substrate, compared with that for a flat surface (radius = 0
nm). T = 255 K, pC = 1 atm, θLV = 120.2◦ (computed at T = 300
K), θIL = 134.0◦ (computed at T = 255 K). The error bars denote three
standard errors. Cross-sections of molecular dynamics simulations with the
corresponding pore diameters are included for clarity; the visualized snap-
shots correspond to equilibrium conditions before shear is applied.

The effect of pore geometry and hierarchical surface texture on the confinement length

scale and the strength of ice adhesion is explored in Supplementary Fig. S8, S9, and S10.

It is shown that although selecting triangular prisms for the pore geometry can reduce the

strength of ice adhesion compared to cylindrical pores, manipulating pore geometry or

hierarchical structure does not significantly change the critical confinement length scale.

Supplementary Fig. S12 depicts the ice detachment pathways as a function of liquid

wettability. For hydrophobic substrates (θIL > 90◦) with roughness satisfying R ≤ RIL
crit,

the reduction in the strength of ice adhesion (Fig. 1.5) occurs when ice detachment is

accompanied by dewetting of the texture. Since the ambient ice is effectively hydrophilic,

the confined liquid will adhere to the ice rather than the hydrophobic texture during

detachment. This de-icing pathway is therefore robust, and the reduction of ice adhesion
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will occur reproducibly and generically for hydrophobic texture satisfying the critical

confinement length scale.

For hydrophilic substrates (θIL < 90◦), the texture may not necessarily dewet dur-

ing ice detachment. Supplementary Fig. S11 shows that lubrication from liquid water

confined in hydrophilic roughness satisfying R ≤ RIL
crit can also reduce the strength of ice

adhesion compared to that of a flat surface. For the roughness regime satisfying R ' RIL
crit,

Supplementary Fig. S12 shows that the shearing of the ambient ice induces melting of

the confined ice near the walls of the pore; this local phase change causes a change in

surface free energy which decreases ice adhesion to a greater extent than can be achieved

with lubrication effects. For both the phase change pathway and the lubrication pathway,

the confined water does not escape during de-icing. Thus, there is a fundamental differ-

ence between the ice detachment pathways for hydrophobic and hydrophilic substrates

sustaining a confined phase.

1.1.6. Ice Adhesion: Periodic Surface Texture

The critical confinement length scale derived theoretically for cylindrical pores also applies

reasonably for periodic arrays of icephobic, cylindrical pillars arranged on a substrate

(Fig. 1.6). These periodic arrays can sustain a continuous film of liquid water, for which

confinement is dictated by the spacing between roughness features.

Figure 1.7 shows the strength of ice adhesion as a function of the spacing and radius

of the pillars in the periodic lattice. The spacing is defined as the radius of the inscribed

circle in the projected area between four adjacent pillars. The strength of ice adhesion on

a flat substrate with θLV = 120.2◦ (computed at T = 300 K) and θIL = 134.0◦ (computed
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Figure 6. (a) Periodic array of cylindrical nanopillars arranged in a 5 by 5 grid. The radius of each pillar in this particular
array is 2 nm, the spacing is 2.5 nm (defined as the radius of the inscribed circle in the projected area between four adjacent
pillars). (b) A cross-sectional view of two adjacent nanopillars and the confined liquid water in the space between texture.
T = 255 K, pC = 1 atm, qLV = 120.2� (computed at T = 300 K), qIL = 134.0� (computed at T = 255 K).

Figure 1.6. (a) Periodic array of cylindrical nanopillars arranged in a 5 by
5 grid. The radius of each pillar in this particular array is 2 nm, the spacing
is 2.5 nm (defined as the radius of the inscribed circle in the projected area
between four adjacent pillars). (b) A cross-sectional view of two adjacent
nanopillars and the confined liquid water in the space between texture. T =
255 K, pC = 1 atm, θLV = 120.2◦ (computed at T = 300 K), θIL = 134.0◦

(computed at T = 255 K).

at T = 255 K) at T = 255 K and pC = 1 atm is 96.75 kPa, which is on the same order

of magnitude as experimental values [22]. The strength of ice adhesion for the pillared

surface is less than for the flat surface when the pillar spacing . 4.5 nm, which matches

well with theory (RIL
crit = 3.8±0.7 nm). Note from the isocontours that the strength of ice

adhesion depends mainly on the spacing between pillars (confinement length scale) and

is less sensitive to the pillar radius. Thus, RIL
crit yields a general confinement length scale

for the design of textured surfaces which can sustain liquid water in order to reduce ice

adhesion.

The anti-icing performance of these surface textures is also robust to local defects.

Figure 1.8 (a) shows a periodic array of pillars where one pillar is removed from the

center of the lattice, introducing a defect that allows ambient ice to intrude into the
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Figure 7. Strength of ice adhesion vs. radius and spacing (defined as the radius of the inscribed circle in the projected area
between four adjacent pillars) of pillars in a periodic array. The height of each pillar is 2 nm. T = 255 K, pC = 1 atm, qLV =
120.2� (computed at T = 300 K), qIL = 134.0� (computed at T = 255 K). The strength of ice adhesion for a flat surface is
96.75 kPa. The red circles correspond to simulation results; design of experiments was carried out using latin hypercubes. The
exact strength of adhesion values are shown in Supplementary Fig. S13.

Figure 1.7. Strength of ice adhesion vs. radius and spacing (defined as the
radius of the inscribed circle in the projected area between four adjacent
pillars) of pillars in a periodic array. The height of each pillar is 2 nm.
T = 255 K, pC = 1 atm, θLV = 120.2◦ (computed at T = 300 K), θIL
= 134.0◦ (computed at T = 255 K). The strength of ice adhesion for a
flat surface is 96.75 kPa. The red circles correspond to simulation results;
design of experiments was carried out using latin hypercubes. The exact
strength of adhesion values are shown in Supplementary Fig. S13.

liquid film. However, due to the abundance of liquid water in adjacent period cells, the

increase in the strength of ice adhesion is negligible.

As the height of the pillars increases, the strength of ice adhesion decreases due to

the increase in the amount of liquid water confined in between surface texture, as demon-

strated in Fig. 1.8 (b). Thus, periodic surface texture with the proper confinement

length scale and sufficient depth can reduce the strength of adhesion by over a factor of

twenty-seven compared to that for the flat hydrophobic surface. Since the strength of ice

adhesion increases gradually as the height of the pillars decreases until the flat interface

case is reached, the surface texture will continue to lower ice adhesion until it is completely

destroyed. It is therefore desirable to engineer surfaces with tall texture or deep pores.
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Figure 8. Strength of ice adhesion for pillars with and without defect (a) and as a function of pillar height (b). T = 255 K,
pC = 1 atm, qLV = 120.2� (computed at T = 300 K), qIL = 134.0� (computed at T = 255 K). The error bars denote three
standard errors. A top down cross-section of the molecular dynamics simulation with a defect is included for clarity; the
visualized snapshot corresponds to equilibrium conditions before shear is applied.

Figure 1.8. Strength of ice adhesion for pillars with and without defect (a)
and as a function of pillar height (b). T = 255 K, pC = 1 atm, θLV =
120.2◦ (computed at T = 300 K), θIL = 134.0◦ (computed at T = 255 K).
The error bars denote three standard errors. A top down cross-section of
the molecular dynamics simulation with a defect is included for clarity; the
visualized snapshot corresponds to equilibrium conditions before shear is
applied.

1.2. Conclusions

In this work, material icephobicity is physically characterized by the ice-liquid contact

angle satisfying θIL > 90◦. The molecular origin of icephobicity arises from the rigid

structure and reduced mobility of ice compared to liquid water at the interface with

a material substrate, which results in a higher ice-substrate surface energy relative to

the liquid-substrate interface. With this physical understanding and quantification of

icephobicity, substrates may be appropriately engineered to reduce ice-adhesion to an

icephobic surface.

The critical confinement radius below which liquid water exists in thermodynamic

equilibrium with the adjacent bulk ice phase can be derived theoretically as a function of

the ambient conditions (temperature, pressure) and surface wettability. The confinement

of metastable liquid in between surface texture corresponds to a local energy minimum;
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as the ambient ice is sheared from the substrate, the liquid water escapes confinement and

freezes, generating a detachment force driving the system to a global energy minimum

where the ambient ice is mostly detached from the substrate. Icephobic surfaces textured

according to the critical confinement length scale therefore undergo a permanent decrease

in ice adhesion, either by the above mechanism or by ambient ice remaining suspended

atop the surface roughness in the unimpaled state.

Surfaces that sustain liquid water in confinement are robust against local defects,

which negligibly affects the global de-icing performance. As long as the confinement length

scale is satisfied on average by the surface texture, the surface will continue to reduce ice

adhesion until the texture is completely depleted. Porous or periodically textured surfaces

are prime candidates for de-icing applications.

Materials with such properties include mesoporous zeolites and MOFs. A zeolite such

as MCM-41 has pore diameters between 1 and 10 nm [24]; silylated MCM-41 has a liquid

vapor contact angle of 133◦[25]. Similarly, metallic organic frameworks such as MOF 5

have been polymerized to achieve liquid vapor contact angles of 135◦[26], and carbonized

to achieve pore diameters around 6 nm [27]. MOF pores are interconnected, but as the

periodic surface textures show, a continuous film of liquid water can be sustained between

surface texture such that the ice/water interface area exceeds the ice/substrate interface

area. Such appropriately textured, icephobic materials may be applied as robust surface

coatings in a wide range of anti-icing and de-icing applications.
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1.3. Computational Methods

In this work, molecular dynamics is used to provide a quantitative characterization of

material icephobicity and to probe the utility of liquid water sustained between surface

roughness in reducing ice adhesion.

1.3.1. Force Fields

The course-grained mW [17] water model was used for computational efficiency and for

precision capture of the hexagonal, cubic, and amorphous phases of ice. mW, proposed by

Moore and Molerino, is a single particle model that accurately reproduces the structure,

energetics, and phase transitions of water. The model comprises a re-parameterization

of the Stillinger Webber potential, which incorporates a three-body term that penalizes

non-tetrahedral configurations [17]:

E =
∑
i

∑
j>i

φ2 (rij) +
∑
i

∑
j>i

φ3 (rij, rik, θij)(1.8)

φ2(r) = Aε
[
B
(σ
r

)p
−
(σ
r

)q]
exp

(
σ

r − aσ

)
(1.9)

φ3(r, s, θ) = λε[cosθ − cosθo]
2exp

(
γσ

r − aσ +
γσ

s− aσ

)
(1.10)

Ice nucleation and liquid diffusion are several times faster in mW than in water due

to the absence of hydrogen atoms and long-range electrostatic calculations allows crystal-

lization studies using mW to access longer time and length scales [20].
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1.3.2. Molecular Dynamics

Molecular dynamics simulations were implemented using LAMMPS [139] software. A

periodic domain of water was initially crystallized at T < 273.15 K and pC = 1 atm. A

solid substrate material was constructed from mW molecules in the ice phase, similar to

previous studies [20]. Molecules defining the substrate were tethered to their equilibrium

positions. The interaction between the substrate and water was governed by a 6-12

Lennard Jones pair potential [11]; water-water as well as surface-surface interactions

were governed by the three-body mW potential.

1.3.3. CHILL Algorithm

The CHILL algorithm developed by Moore et al. differentiates cubic, hexagonal, and

interfacial ice as well as liquid water and low density glass (amorphous ice). The local

structures of the four closest neighbors of a mW molecule are projected onto a basis

of spherical harmonics. The alignment of the local structure centered on each neighbor

characterizes the central mW molecule as belonging to a specific ice or liquid phase [20].

1.3.4. Surface Energy

The surface energies σ between the various phase interfaces were calculated using the

stress tensor method [17] in molecular dynamics simulations:

(1.11) σ = Lz(PN − P̄T )

where Lz is the length of the simulation domain normal to the interface, PN = Pzz is the

normal component of the stress tensor with respect to the interface, and P̄T = 1
2
(Pxx+Pyy)
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is the average of the tangential components of the stress tensor. From equation (1.12),

the ratio of surface energies can be used to find the intrinsic, equilibrium contact angle

for liquid-vapor, ice-liquid, and ice-vapor (θLV , θIL, θIV ) interaction with the substrate:

(1.12) cos(θIL) =
σLS − σIS

σIL
.

The surface energy between water and the substrate is changed to modulate surface

hydrophobicity/icephobicity by altering the Lennard Jones energy parameter [11]. It

would be of interest, but not in the scope of the current study, to examine how surface

energy changes with surface polarity.

1.3.5. Data Availability

Data generated or analysed during this study are included in this published article (and

its supplementary information files).
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CHAPTER 2

Leidenfrost point

As a surface is superheated above the boiling point of an adjacent fluid, vapor bubbles

nucleate and grow. The boiling behavior of the liquid phase undergoes a fundamental

change at a critical temperature known as the Leidenfrost point. Beyond this point,

a film of insulating vapor forms between the liquid and the surface that suppresses heat

transfer from the solid material. This heat flux reduction can be highly detrimental in the

quenching of metal alloys by extending cooling rates and precluding the desired increase

in strength and hardness [29]. Alternatively, film boiling may be used to promote drag

reduction as well as enable power generation through self-propulsion [30, 31, 32]. Thus,

modulation of the LFP through fluid choice, surface texture and chemistry for the specific

application is crucial [33].

On a fundamental level, the physical mechanism responsible for the LFP is still uncer-

tain. Many theoretical frameworks have been used to characterize the Leidenfrost effect

and estimate the LFP, including hydrodynamic instability [34, 35], superheat spinodal

limits [119, 37], and the change of liquid wettability on the heated surface with temper-

ature [38, 39]. A thermocapillary model has also been proposed that attributes the film

instability to fluctuations at micron length scales; however the analysis posits that the

thermocapillary effect is the dominant destabilizing term, which does not explain the sig-

nificant change in LFP on surfaces with different wettabilities [40]. For example, the LFP
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of water can vary from 300◦C for hydrophilic surfaces to 145◦C on hydrophobic surfaces

[41, 42].

In this work, we introduce a stability analysis of the vapor film at the nanoscale regime.

The dominant destabilizing term arises from the van der Waals interaction between the

bulk liquid and the substrate across a thin vapor layer. On the other hand, liquid-vapor

surface tension driven transport of vapor and evaporation at the two phase interface sta-

bilize the film. The competition between these mechanisms gives rise to a comprehensive

description of the LFP as a function of both fluid and solid properties. For fluids that wet

the surface, such that the intrinsic contact angle is small, a single dimensionless number

(eqn. 2.48) can be derived that encapsulates the instability determining the Leidenfrost

point.

It is noted that the literature has proposed different names for the critical tempera-

ture associated with a droplet levitating on a heated plate (Leidenfrost point) versus the

critical temperature for vapor film formation in pool boiling (minimum film temperature).

The Leidenfrost point has been shown to be equivalent to the minimum film boiling tem-

perature for saturated liquids on isothermal surfaces [43]. In this work, the term LFP

will be used for both cases as a matter of convenience, with the understanding that no

undercooling is applied to the liquid phase for pool boiling scenarios unless explicitly

stated.

2.1. Film Instability

There are many approaches to examine the stability of a vapor film adjacent to a

superheated wall in two dimensions. Models have been developed with a base solution
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Figure 2.1. Film boiling on a vertical plate, with the coordinate system
delineated. The film thickness is denoted by δ̄(x)

imposing static equilibrium, where the interface is at the saturation temperature corre-

sponding to the imposed, far field liquid pressure [40, 44]. Here, we consider the thickness

of the vapor film to be in dynamic equilibrium, as in a vertical plate configuration [45]

or vapor under a droplet [46]. This appears to be a more general analysis since under ex-

perimental settings, droplet levitation occurs over a film that is continuously replenished

by evaporation and depleted through escape of the buoyant vapor phase. Similarly in a

horizontal setup for pool boiling, bubbles pinch off the film, necessitating a nonzero rate

of evaporation to sustain a constant mean film thickness [45].

Fig. 2.1 shows a chosen “model” problem of film boiling on a vertical plate [45, 119].

The vapor forms a laminar layer at the wall, with evaporation at the liquid interface

sustaining the buoyant transport of vapor mass away from the base of the plate. The

surrounding liquid is saturated and motionless with its properties fixed at the saturation



63

temperature. The properties of vapor are assumed to be constant at the superheated wall

temperature, an assumption discussed in the Supplementary.

2.1.1. Governing Equations

The mass, momentum and energy conservation equations in the vapor domain are given

by the following boundary-layer equations:

(2.1)
∂ūV
∂x

+
∂v̄V
∂y

= 0

(2.2) ūV
∂ūV
∂x

+ v̄V
∂ūV
∂y

= − 1

ρV

∂Φ̄

∂x
+

∆ρg

ρV
+
µV
ρV

∂2ūV
∂y2

(2.3)
∂Θ̄

∂t
+ ūV

∂Θ̄V

∂x
+ v̄V

∂Θ̄V

∂y
=

kV
ρV cp,V

∂2Θ̄V

∂y2

where the parameters µ, ρ, k, g and cp represent the the dynamic viscosity, density, thermal

conductivity, gravitational acceleration and specific heat of the fluid, respectively. The

term ∆ρ = ρL − ρV represents the density difference, the subscripts L and V denote

the liquid and vapor field, and the temperature has been normalized as Θ̄ = T̄−Ts
Tw−Ts ,

the difference between the temperature field and the saturation temperature Ts at the

interface over the difference between the wall temperature Tw and Ts. Note that we take

the liquid phase to be motionless due to its much greater viscosity relative to the vapor

(uL(x, t) = 0), as well as isothermal at saturation temperature in the long-time limit

(equilibrium) due to its larger thermal conductivity (ΘL = 0) [47]. Due to high thermal

conductivity of the liquid relative to the vapor, the temperature variations in the liquid



64

are much less than those in the vapor. Consequently, most of the temperature gradient

would be observed within the vapor. These simplifications allow for an analytical solution

for the base state per Burmeister [45] .

Note that if no external temperature boundary conditions are imposed on the liquid

reservoir, the saturation condition for the liquid is well established in experiment [43].

The adjacent liquid is also generally assumed to be at the saturation temperature in

physical models of film boiling [119, 45, 57].

The generalized pressure term Φ̄ takes into account both the fluid pressure arising

due to surface tension as well as due to van der Waals interactions. To first order in

the base solution, these terms are negligible since the liquid-vapor interface is assumed

to be locally parallel to the wall [48, 49]; this implies Φ̄ ≈ 0 + Φ′, where the overbar

variables represent the general solution, the unbarred variables denote the base solution,

and the primed variables give the perturbed solution. Additionally, the momentum and

temperature equations are modeled as steady in the base solution and only exhibit a time

varying term in the linearized equations for the perturbations.

The boundary conditions at the superheated wall and the liquid-vapor interface at

δ̄(x) are given by:

(2.4) at y = 0, ūV = v̄V = 0 , Θ̄V = 1

(2.5) at y = δ̄, ūV + v̄V
dδ̄

dx
= 0 , Θ̄V = 0

Eqn. 2.4 enforces the temperature and no interfacial slip at the impermeable wall,

while eqn. 2.5 ensures that the tangential component of velocity is continuous and that
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the temperature is at saturation along the liquid-vapor interface. As with Burmeister, we

neglect the “blowing” of vapor toward the plate by assuming v(x, t) ≈ 0, such that the

preceding set of boundary conditions are sufficient to fully specify the problem. Otherwise,

the normal component of velocity would also need to be fixed at the interface; this leads

to a cubic rather than a parabolic estimate to the velocity field.

The vapor generated due to phase change at this interface is balanced by the stream-

wise rate of change of the vapor flow in the film and the growth of the film thickness in

time:

(2.6) ρV
∂δ̄

∂t
+

∂

∂x

∫ δ̄

0

(ρV ūV dy) = − kV
hLV

∂Θ̄V

∂y
|y=δ̄

where hLV is the latent heat of vaporization. In the base state, the time variation of the

film thickness is taken to be negligible, dδ̄
dt
≈ 0+ dδ′

dt
. An in-depth description of this setup

is covered in the Supplementary.

2.1.2. Base Flow

Along with the boundary conditions (eqn. 2.4 and 2.5), the base flow equations are:

(2.7)
∂uV
∂x

+
∂vV
∂y

= 0

(2.8) uV
∂uV
∂x

+ vV
∂uV
∂y

=
∆ρg

ρV
+
µV
ρV

∂2uV
∂y2

(2.9) uV
∂ΘV

∂x
+ vV

∂ΘV

∂y
=

kV
ρV cp,V

∂2ΘV

∂y2
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The steady, developed solution can be found approximately by using an integral ex-

pansion method, which is described in full detail by Burmeister [45]. After introducing

the normalized variable η = y/δ, we can determine the velocity (uV ) and temperature

field (ΘV ) in the base solution:

(2.10) uV =
∆ρgδ2

2µV
(η − η2)

(2.11) ΘV =
TV − Ts
Tw − Ts

= 1 + (−1− 1− c
2

)η +
1− c

2
η3

Note that the velocity profile is locally parabolic due to the buoyancy force, while the

velocity variation in the streamwise direction under mass conservation is encapsulated in

the δ(x)2 dependence and occurs on a much larger length scale. The value of c can be

found by solving the quadratic expression [45]:

(2.12)
1

3

cp,V ∆T

hLV
c

(
1− 3

10
(1− c)

)
= 1− c

and ∆T = Tw − Ts. For typical Jakob numbers around Ja =
cp,V ∆T

hLV
= 1

10
, c can be found

from a simplified linear equation c = 1 − 1
3

cp,V ∆T

hLV
. Using this approximation, the film

thickness δ is described by:

(2.13) δ = 2

(
1− 1

3

cp,V ∆T

hLV

)1/4(
x∆TµV kV
ρV hLV g∆ρ

)1/4

Note that to first order, the velocity and temperature fields as well as the film thickness

are steady.
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2.1.3. Linearized Equations

The base solutions for the velocity, temperature and film thickness are perturbed, yielding

the following linearized equations:

(2.14)
∂u′

∂x
+
∂v′

∂y
= 0

(2.15) u′
∂u

∂x
+ u

∂u′

∂x
+ v′

∂u

∂y
+ v

∂u′

∂y
= − 1

ρV

∂Φ′

∂x
+
µV
ρV

∂2u′

∂y2

(2.16)
∂Θ′

∂t
+ u′

∂Θ

∂x
+ u

∂Θ′

∂x
+ v′

∂Θ

∂y
+ v

∂Θ′

∂y
=

kV
ρV cp,V

∂2Θ′

∂y2

The boundary conditions at the wall are:

(2.17) at y = 0 u′V = v′V = 0 , Θ′V = 0

At the perturbed interface location δ+ δ′, the tangential velocity and temperature condi-

tions (eqn. 2.5) after applying the locally parallel approximation dδ
dx
≈ 0 give:

(2.18) u′V |η=1 +
δ′

δ

∂u

∂η
|η=1 = 0 , Θ′V |η=1 +

δ′

δ

∂ΘV

∂η
|η=1 = 0

The phase change equation at the interface (eqn. 2.6) is linearized as:

(2.19) ρV
∂δ′

∂t
+

∂

∂x

∫ δ

0

ρV u
′
V dy +

∂

∂x

∫ δ+δ′

0

ρV uV dy =

− k∆T

hLV

(
δ′
∂2Θ

∂y2
|δ +

∂Θ′

∂y
|δ
)
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Analogous to the base solution, the perturbed velocity is expanded in powers of η.

(2.20) u′V = a′0 + a′1η + a′2η
2

(2.21) at η = 0 u′V = 0→ a′0 = 0

The terms a′1 and a′2 can be found as functions of the fluid properties and the generalized

pressure gradient ∂Φ′
∂x

= ∂p′

∂x
+ ∂φ′

∂x
from the momentum equation eqn. 2.15 evaluated at

the wall (η = 0) and the tangential velocity condition (eqn. 2.18).

(2.22) a′1 =

(
∆ρgδδ′

2µV
−

∂Φ′
∂x
δ2

2µV

)

(2.23) a′2 =
∂Φ′
∂x
δ2

2µV

The pressure gradient arises from the liquid-vapor surface tension σLV at the two phase

interface due to capillary pressure induced by local nonzero curvature:

(2.24)
∂p′

∂x
= −σLV

d3δ′

dx3

This implies that positive curvature corresponds to the center of curvature lying in the

vapor domain, such that the vapor bulges into the liquid. Here, we also introduce the

disjoining pressure term φ̄, which describes the van der Waals interaction between the

fluid and the substrate:

(2.25) φ̄ =
A

6πδ̄3
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The streamwise derivative of this term is negligible in the base state under the locally

parallel interface approximation. The Hamaker constant A is typically positive, denoting

attractive interactions between dipoles [50]. The perturbed component is:

(2.26)
∂φ′

∂x
= − A

2πδ4

dδ′

dx

This gives an expression for the perturbed, generalized pressure term evaluated at the

liquid-vapor interface.

(2.27)
∂Φ′

∂x
=
∂p′

∂x
+
∂φ′

∂x
= −σLV

d3δ′

dx3
− A

2πδ4

dδ′

dx

Next, the expanded perturbed temperature is:

(2.28) Θ′V = b′0 + b′1η + b′2η
2 + b′3η

3

From the wall boundary condition (eqn. 2.17) and energy conservation equation (eqn.

2.16) at η = 0, we find that b′0 = b′2 = 0. Similarly, the temperature condition (eqn. 2.18)

and energy conservation (eqn. 2.16) at the interface η = 1 leads to an expression for b′1

in terms of δ′:

(2.29)
δ

4

∂b′1
∂t

+
1

4
(1− 2b3)

∂δ′

∂t
+ (

1

6
− 2b3

15
)
∆ρgδ2

2µV

dδ′

dx

+ (
1

12
− b3

20
)(
δ3

2µV
)

(
σLV

d4δ′

dx4
+

A

2πδ4

d2δ′

dx2

)

+
a1

30
(1− 2b3)

dδ′

dx
+
a1δ

20

db′1
dx

=
3kV

ρV cp,V δ2
δ′ − 3kV

ρV cp,V δ
b′1



70

The time evolution for the perturbed δ′ as a function of b′1 follows from the linearized

phase change expression (eqn. 2.19) and the expressions for u′V and Θ′V (eqn. 2.20 and

2.28):

(2.30) ρV
∂δ′

∂t
+
ρV ∆ρgδ2

4µV

dδ′

dx
+
ρV δ

3σLV
12µV

d4δ′

dx4

+
ρVA

24πµV δ

d2δ′

dx2
+

3kV ∆T

hLV δ2
δ′ − 2kV ∆T

hLV δ
b′1 = 0

The perturbation equations 2.29 and 2.30 give two homogeneous conditions for δ′ and

b′1. The perturbations can now be expressed in terms of normal modes:

(2.31) δ′ = δ′aexp(i(kx+ ωt))

(2.32) b′1 = b′1aexp(i(kx+ ωt))

To avoid introducing new notation, we will represent the amplitudes without subscripts

δ′a → δ′ and b′1a → b′1. Here, k is the wave number and ω the time rate of growth of

the perturbation. We combine eqn. 2.29 and 2.30 to obtain a single equation with the

coefficient δ′. To simplify the representation, we introduce the following dimensionless

parameters:

(2.33) πLP =
3A2hLV ρV

(24π)2δ3kVµV ∆TσLV

(2.34) πLBσLV =

√
A

πσLV

(
∆ρgδ2hLV ρV
2kVµV ∆T

)
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(2.35) k′′ = kδ2

√
4πσLV
A

(2.36) ω′ = ω

(
hLV ρV δ

2

kV ∆T

)

This leads to the general, characteristic equation for the temporal growth rate iω of the

perturbation after eliminating b′1 using eqn. 2.29 and 2.30:

(2.37)

(
iω′

8
+
ik′′πLBσLV

80
+

3

2Ja

)
(
iω′ + ik′′

πLBσLV
4

+ k′′4πLP − 2πLPk
′′2 + 3

)

+ iω′
c

4
+ ik′′

(1 + c)πLBσLV
20

+ k′′4
3πLP

20
(
7

3
+ c)

− k′′2(
7

3
+ c)

3πLP
10
− 3

Ja
= 0

The marginal state occurs when the real part Re(iω) = 0, separating zones of stability

(Re(iω) < 0), where the perturbation amplitude decays in time, from regions of instability

(Re(iω) > 0), where the base state becomes unstable (Fig. 2.2 a). Note that only three

dimensionless numbers Ja, πLP and πLBσLV govern the stability of the perturbed solution.

With the inclusion of van der Waals interactions, the buoyancy terms described by πLBσLV

become negligible at nanoscale, as will be discussed shortly.

This analysis incorporated time variation and convective transport in the energy equa-

tion. We can obtain a simpler expression for the stability problem by neglecting these

two terms:
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(2.38) iω′ = −
(
k′′4πLP − 2k′′2πLP + 1

)
− ik′′πLBσLV

4

where the buoyancy term πLBσLV is explicitly shown to give the dimensionless traveling

wave velocity, signifying that the base flow acts only to convect the perturbation and

does not affect its growth. The full derivation of eqn. 2.38 is provided in the Supporting

Information.

The diffusive expression (eqn. 2.38) is a good estimate to the full stability equa-

tion (eqn. 2.37) for small Jakob numbers, as demonstrated in Fig. 2.2 c. Since the

dimensionless parameters are calculated from the vapor properties at the superheated

wall temperature, the Jakob number is small (Ja / 1
10

) for the vapor phase of most

fluids, implying that the thermal energy imparted by the heated solid is predominantly

consumed through the latent heat of phase change rather than as sensible heat in raising

the temperature of the vapor. Physically, dropping the time varying term in the energy

equation implies that the heat conduction time scale is much longer (quasi-steady) than

that for the perturbation growth in the phase change equation.

The Leidenfrost point corresponds to the lowest, critical πLP, crit on the marginal sta-

bility curve, below which the flow becomes unconditionally stable for all values of k′′. For

eqn. 2.37, a good approximation for the critical πLP can be derived by noting that due

to how we scaled the dimensionless parameters, πLP, crit occurs at k′′ = 1. This leads to
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an algebraic equation for πLP, crit :

(2.39) (
Ja

10
(
7

3
+ c) + 1)πLP, crit − 1)(1 +

Ja

4
+
Ja

6
c− Ja

12
πLP, crit)

2

= (
3πLBσLV

20
)2(
Ja

12
)2(1 +

Ja

9
(2 + c))(

1

3
+

2c

3
− πLP, crit)

Eqn. 2.39 was verified against a numerical solution to the full stability equation (eqn.

2.37) with Re(iω) = 0, and was found to give the same solution for πLP, crit up to machine

precision for all parameter sets tested (Fig. 2.2 b). For small Jakob numbers, Fig. 2.2

c shows that the critical πLP can also be estimated from the diffusive expression (eqn.

2.38).

(2.40) πLP, crit = 1

The implication of eqn. 2.40 as a good estimate is threefold. First, it means that the

boundary layer approximation is not required if film boiling is assumed to be diffusion

dominated in both energy and momentum via lubrication theory. Secondly, the use of the

locally-parallel assumption [48, 49] is self-consistent since the film thickness δ in the base

solution changes over a much longer length scale compared to the critical perturbation

wavelength. Note that the wave number k for the critical stability criterion k′′ = 1 is on

the order of 100 (1/micron), corresponding to a wavelength of around 10 nm. Over this

wavelength, the relative change in film thickness ∆δ
δ

is around 10−9 � 1, showing that

the slow growth of the film thickness is negligible in the perturbation analysis.

Lastly, perturbation growth is independent of the base flow, which carries vapor gen-

erated at the liquid-vapor interface out of the local control volume. This explains why
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Figure 2.2. The stability of the perturbed solution. a. The variation
of Re(iω) with πLP and the dimensionless wavenumber k′′ for ΠLBσLV = 2×
10−9 and Ja = 0.1. A critical πLP,crit can be defined, for which lower values
lead to unconditional stability, and greater values allow the coexistence of
stable and unstable zones. b. The Jakob number vs the critical πLP,crit, as
predicted by the numerical solution to the full stability solution (eqn. 2.37)
and by taking πLP,crit to occur at k′′ = 1 (eqn: 2.39). The agreement is
excellent. c The marginal stability curves are calculated by taking the locus
of points where the real value of iω changes sign. The diffusive expression
(eqn. 2.38) is a good approximation for small Jakob numbers.

the LFP is not found to be strongly dependent on the configuration of the experimental

set up. Any configuration eventually takes the vapor out of the film by some buoyancy

driven force (even if it is horizontal or upside down - vapor eventually finds its way up).

The strength of that driving force would indeed depend on configuration, but it does not

matter for the perturbation solution.

2.1.4. Stabilizing Terms

The diffusive approximation to the critical πLP (eqn. 2.40) reveals that the main stabi-

lizing terms are the liquid-vapor surface tension σLV , the evaporative phase change that

replenishes local vapor mass kV ∆T
hLV ρV

, and the viscous shear µ that reduces mass transport

away from any given point in the vapor field.
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The liquid-vapor surface tension acts as a restoring force against oscillatory modes

imposed on the basic, locally-parallel solution. Positive curvature of the liquid-vapor

interface with its center in the vapor region (curving into the liquid), induces high pressure

locally with an adjacent low pressure zone due to the negative curvature of the continuous

two phase interface. This creates a pressure gradient that attempts to restore the basic

state by dampening all possible oscillatory frequencies.

Similarly, a perturbed interface that bulges into the vapor steepens the thermal gradi-

ent in the vapor film, triggering an increase in the rate of evaporation locally that restores

the base state and vice versa. Viscous shear is larger for smaller film thicknesses, therefore

reducing mass transport away from a local bulge into the vapor domain and enhancing

transport away from a bulge into the liquid field; this also acts to dampen perturbed

modes.

2.1.5. van der Waals Interaction

The heterogeneous Hamaker constant ASV L is used to characterize the van der Waals dis-

persion forces between an uncharged surface and an adjacent liquid separated by vacuum.

It is incorporated into this analysis via the generalized pressure gradient (eqn: 2.27).

From the diffusive expression of the perturbation stability (eqn. 2.38), it is shown that

these dispersion forces between the liquid and solid substrate across the vapor film is the

only destabilizing term for attractive interactions A > 0. The film is unconditionally

stable if the interaction is purely repulsive A < 0. The former case holds in general for a

liquid separated from a solid by a vacuum or an intermediate gas phase [51, 52].
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The relationship between the heterogeneous Hamaker constant and the contact angle

θ of the substrate has been derived using Lifshitz theory [53, 54] :

(2.41) 1 + cos(θ) =
ASV L

12πσLVH2
SV L

where HSV L is the equilibrium contact separation between the solid substrate (S) and the

liquid (L) across vacuum (V) and takes on values in the order of magnitude of 1 nm for

most materials. Eqn. 2.41 can thus be used to account for the effect of surface wettability

on the stability of the perturbed solution. As the van der Waals interaction only plays

a significant role for film thicknesses that have reached the same order of magnitude as

HSV L, we approximate the ratio HSV L
δ
≈ 1.

In this nanoscale regime, the neutral curve described by the full perturbation solution

(eqn: 2.37) is insensitive to πLBσLV , which encapsulates the buoyancy force on the vapor

film and is on the order of 10−14. The diffusive expression of the perturbation equation

(eqn. 2.38) has an explicit dependence on πLBσLV only in the imaginary part of the

temporal growth rate, such that the marginal state predicted is completely agnostic to

changes in πLBσLV . This implies that the stability criterion (eqn. 2.39 or 2.40) can be

applied to capture the Leidenfrost point on plates of arbitrary orientation, as the direction

and magnitude of the gravitational field does not play a significant role in the instability

mechanism examined. The further implications of the nanoscale regime on this analysis

is presented in the Supporting Information.
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2.2. Verification by experiment and simulation

To compare against experimental data, eqn. 2.40 for the critical πLP can be rewritten

in terms of material properties:

(2.42)
3

(24π)2
(
1

δ
)4hLV ρV δ

σLV
A2 1

kV ∆TµV
= 1

Substituting in eqn. 2.41, we obtain the corresponding expression for the LFP in terms

of the intrinsic contact angle on the substrate.

(2.43)
3

4

(
HSV L

δ

)4

︸ ︷︷ ︸
≈ 1

(
hLV ρV δ

σLV

)
︸ ︷︷ ︸

π2

(1 + cos(θ))2 σ2
LV

kV ∆TµV︸ ︷︷ ︸
π1

= 1

where we have defined two new dimensionless parameters that we will show to be signifi-

cant:

π1 =
σ2
LV

kVµV ∆T
(2.44)

π2 =
hLV ρV δ

σLV
(2.45)

Eqn. 2.43 provides an explicit relationship between the intrinsic contact angle of a

fluid on a substrate and the Leidenfrost point for the system. Since each fluid property

(kV (T ), µV (T ), σLV (T ), etc.) is calculated at the superheated wall temperature, the left

hand side of eqn. 2.43 is in general a nonlinear function of temperature. The temperature

at which eqn. 2.43 is satisfied corresponds to the predicted LFP; this can be found

numerically with the temperature and pressure dependent fluid properties available from

databases like NIST and tabulations from literature [124, 56, 57].
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For ease of use, eqn. 2.43 can also been written using corresponding states correlations

(eqn. 2.67), which express fluid properties in terms of the critical temperature Tc and

pressure pc, the applied saturation pressure p, and the molar mass of the fluid.

2.2.1. Surface dependence of the LFP

The LFP for water has been demonstrated to vary dramatically with changes in the liquid

wettability of the solid surface [41, 42]. Fig. 2.3 shows that the diffusive prediction of the

LFP (eqn. 2.43) accurately captures the relationship between the LFP and the contact

angle as delineated by experiments [58, 42, 59, 41, 60]. Physically, larger contact angles

indicate a hydrophobic substrate, which exhibits less attractive van der Waals interaction

with the bulk liquid and presents a smaller destabilizing effect to the vapor film; the LFP

thus decreases to near the boiling point. Without considering van der Waals interaction

between the liquid and substrate surfaces, such a relationship cannot be explained or

predicted from first principles.

Further evidence of the significant role played by van der Waals forces in governing the

LFP arises from X-ray imaging of the vapor film collapse [62]. Images spanning the film

lifespan between formation and collapse showed that film collapse on the macroscopic level

is preceded by submicron length scale vapor film thicknesses where the bulk liquid appears

to wet the substrate. Although instabilities on the micron scale and above perturb the

liquid-vapor interface and induce frequent local contact between the liquid and solid, only

when the vapor film becomes unstable on the smallest length scales where van der Waals

interactions dominate will the film completely collapse. Further discussion on the time
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Figure 2.3. The Leidenfrost temperature vs the contact angle for water,
from experiments [58, 42, 59, 41, 60], the diffusive prediction of the LFP
(eqn. 2.43) and molecular dynamics simulations from this work. The equi-
librium separation HSV L and its variation associated with changes in the
contact angle dHSV L

dθ
can be estimated from experimental data [61, 53].

Typical errors in the LFP and the contact angle measured from experiment
are around 5◦C and 2◦ respectively, though many sources do not explicitly
report an error value for either quantity. The data point corresponding to a
contact angle of 160◦ from Vakarelski et al. corresponds to the only surface
which was textured with nanoparticles to achieve superhydrophobicity; the
other data points correspond to flat surfaces with random roughness.

scales associated with the instability theory as well as the residence time and frequency of

liquid-solid contact observed in experiment is presented in the Supporting Information.

Lastly, we note that our theoretical analysis predicts that the main effects governing

the LFP operate in the nanoscale regime, which is accessible by molecular dynamics (MD).

Figure 2.4 shows one of the boiling heat transfer simulations performed using LAMMPS

[139] software to numerically determine the LFP and the corresponding intrinsic contact

angle of the substrate. Details of the MD implementations are provided in the Supporting

Information. Note that a vapor film forms when the liquid water adjacent to the bottom
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Figure 2.4. Molecular dynamics simulation of vapor film formation adjacent
to a heated surface. The system is pressurized at 1 atm.

plate is heated above the LFP, whereas liquid contact with the solid surface is preserved

below the LFP due to the attractive heterogeneous van der Waals interactions. The

relationship between the contact angle and the Leidenfrost point of the SPC/E (extended

simple point charge) water model is in good agreement with the diffusive prediction of

the LFP (eqn. 2.43). These simulations show that vapor film stability is ultimately

determined at the proposed nanometric length scale where fluid-surface van der Waals

interactions cannot be discounted and where the effect of gravity driven instabilities is

nonexistent.

2.2.2. Fluid dependence of the LFP

For most experimentally available data on the Leidenfrost point, the contact angle of

the fluid on the substrate material is low, around θ ≈ 20◦. Nonetheless, the Hamaker
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constant must be found to determine the equilibrium separation HSV L. Although the

assumption HSV L
δ
≈ 1 is made, the base film thickness δ still needs to be incorporated into

our instability expression via π2 (eqn: 2.45). We can find the homogeneous Hamaker con-

stant of the fluid (acentone, ethnanol, benzene, etc.) and the substrate (gold, aluminum,

copper), and take the geometric mean to obtain the heterogeneous value [52, 64]. From

the relationship between the surface energy and homogeneous Hamaker constant, we can

obtain the homogeneous contact separations via:

(2.46) σLV =
ALV L

24πH2
LV L

(2.47) σSV =
ASV S

24πH2
SV S

Figure 2.7 shows that it is possible to determine either the heterogeneous Hamaker

constant given the Leidenfrost point for a fluid on a solid substrate, or vice versa with

knowledge of the homogeneous Hamaker constants of both species.

In general, experimental data on the homogeneous Hamaker constants may not be

available for a fluid or substrate of interest. Here, we note an avenue for simplification: it is

observed that the dimensionless quantity π2 = hLV ρV δ
σLV

in the diffusive expression is around

0.06 for most fluids at their respective Leidenfrost temperatures. This suggests that there

exists a functional dependence HSV L = F (hLV ρV
σLV

). Additionally, most experimental setups

in the film boiling regime feature fluids that wet the surface in contact, such that their

intrinsic contact angle are small (θ ≈ 20◦) [57]. From the diffusive expression (eqn. 2.43)

valid for low Jakob numbers, the above approximations leads to a simplified, dimensionless



82

Ace
ton

e

Etha
no

l

Pen
tan

e
R13

4a

Nitro
ge

n
RC31

8

Ben
ze

ne

Heliu
m R11

R11
3

Cycl
oh

ex
an

e

Sod
ium

Pota
ssi

um

-400

-200

0

200

400

600

800

1000

1200

1400

LP
F 

(°
C

)

Experiment
Diffusive expression
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proximation from the diffusive expression (eqn. 2.43) captures the LFP
data from experiment to within 5% error. The dimensionless number π1

encapsulates the stabilizing effects of evaporative phase change (vapor mass
generation), surface tension and viscous transport, while the critical value
at which the LFP occurs describes the destabilizing role of the van der
Waals interaction for low contact angle fluids. Experimental LFP and fluid
property data are available for acetone, ethanol, pentane, R134a, nitrogen,
RC318, benzene, helium, R11, R113, liquid sodium and liquid potassium
[65, 66, 67, 68, 69, 70, 43, 124, 56, 57, 71]

prediction to the Leidenfrost point for fluids/substrate systems with low, intrinsic contact

angles:

(2.48) π1 =
σ2
LV

kV ∆TµV
≈ 6

This dimensionless quantity also arises by application of the Buckingham’s Pi Theorem

to the system, as discussed in the Supporting Information. Fig. 2.5 shows that the

temperature at which this equality is satisfied captures the experimental data on the

LFP for a variety of different fluids, including cryogens and liquid metals. The single

dimensionless number describes the terms that stabilize the vapor film, including surface
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tension, phase change and viscous transport, while the critical value corresponding to the

LFP denotes the destabilizing effect of attractive van der Waals interaction between the

bulk liquid and solid substrate. Larger values of π1 above the critical imply the system is

the film boiling regime, since the stabilizing terms dominate.

2.2.3. Pressure dependence of the LFP

Experimental work has shown that the LFP depends on the ambient pressure applied,

such that the Leidenfrost temperature gradually increases from near the boiling point

towards the critical point of the fluid [73]. For low contact angle fluid/substrate systems,

we find that π2(1 + cos(θ))2 scales linearly with pressure such that the LFP corresponds

to:

(2.49) π1 = 6
pref

papplied
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where pref and papplied are 1 atm and the applied, operating pressure, respectively. Es-

sentially, eqn. 2.49 is a small contact angle estimate to the full diffusive expression (eqn.

2.43) obtained by empirical observation of the data and reported for ease of use, since

less terms are computed in this approximation. Excel sheets that apply the full diffusive

expression and the small contact angle approximations (eqn. 2.48 and 2.49) are provided

as supplementary material. Figure 2.6 demonstrates that eqn. 2.49, a simplified esti-

mate to the diffusive expression (eqn. 2.43), captures the LFP of various fluids for both

subatmospheric and superatmospheric pressures up to the critical point.

2.3. Conclusion

The dynamic stability of a vapor film on a heated vertical wall under the effects of

gravity were considered. The only possible instability at nanoscale was driven by attrac-

tive van der Waals interaction between the bulk liquid and the substrate, which could

be stabilized by the liquid-vapor surface tension, evaporative phase change and viscous

transport. The marginal or neutral state can be found analytically (eqn. 2.39) for the

most general case, or simplified for small Jakob number flows to a diffusive approxima-

tion (eqn. 2.40). The resulting theoretical solution for the LFP captures the variation of

experimental data with surface wettability, fluid properties and pressure.

A single, dimensionless number π1 is found to encapsulate the physical instability

mechanism of the Leidenfrost phenomenon for wetting fluids. The value of π1 with respect

to the critical denotes regimes in which the vapor film is stable or unstable, providing a

useful characterization of both the thermodynamic state and the physical means by which

transition to the pool boiling regime occurs.
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This insight into the nanoscale mechanisms inducing the transition from film to nu-

cleate boiling enables control of the phase adjacent to the surface [75]. It would be of

interest to extend the instability mechanism towards surface roughness, which experi-

ment has shown to effect dramatic changes in the LFP beyond what can be explained by

variation in surface wettability [33, 42, 76]. In addition, a theoretical treatment of the

Nukiyama temperature corresponding to the critical heat flux may reveal the mechanism

underlying transition boiling and provide a comprehensive understanding of the entire

boiling curve under a unified, physical framework.

2.4. Additional information regarding film boiling on a vertical plate

In the base state, vaporization occurs. This vapor is being moved up within the

boundary layer due to buoyancy force (not by external pressure gradient). As one goes to

higher elevation within the boundary layer, there has to be more vapor flowing upward

because it is a collection of all vapor formed at locations below it. As a result, in the

steady base state the boundary layer thickness has to increase with vertical location (x –

direction).

In the base solution, the change in boundary layer thickness δ vs. x is resolved. In

the base state when δ varies with x, it implies that the liquid-vapor interface is slightly

curved. In the presence of surface tension and van der Waals interactions this could

give rise to a pressure gradient within the boundary layer in the base state itself. This

pressure gradient has been neglected while deriving the base state solution. The reason

being that this pressure gradient is smaller compared to the driving buoyancy force when
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σLV µV kV (Tw − Ts) hLV ρL g PV
M 1 1 1 0 1 0 1
L 0 -1 1 2 -3 1 -1
τ -2 -1 -3 -2 0 -2 -2

delta changes with x on a large length scale. This approximation is similar to prior work

in literature [79, 105].

2.5. Supporting Information (SI)

2.5.1. Buckingham’s Pi Theorem

In general, the thermodynamic variables that affect the physical onset of film boiling

include the thermal conductivity of the vapor (kV ), temperature (T ), viscosity of the vapor

(µV ), liquid-vapor surface tension (σLV ), the specific latent heat of vaporization (hLV ), the

liquid density ρL, the vapor pressure PV , and the gravitational constant g [77, 78, 79].

This leads to four dimensions, namely mass M , length L, time τ and temperature φ.

Taking the product kV (∆T ) = kV (Tw−Ts) as a single variable, the number of dimensions

can be reduced to three, forming the dimensional matrix [80]:

The repeating variables are chosen to be σLV , kV (Tw−Ts) and ρL, which span the space

ofM , L, and τ . Given seven variables and a rank three matrix, four dimensionless numbers

are expected: Π1 = σ2

kV (Tw−Ts)µV
, Π2 =

σ2
LV hLV

k2V (Tw−Ts)2 , Π3 =
σ5
LV g

k4V (Tw−Ts)4ρL
, Π4 = σ2PV

k2V (Tw−Ts)2ρL
.

We note immediately that for the dimensionless numbers Π1 and Π2, the repeating variable

ρL is absent. This suggests that density or mass is not relevant to the subset of variables

kV (Tw − Ts), σLV , hLV and µV ; the dimensionless combination of these variables may be

responsible for the static equilibrium behavior of a fluid in the different boiling regimes.
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σLV µV kV (Tw − Ts) hLV
M 1 1 1 0
L 0 -1 1 2
τ -2 -1 -3 -2

Thus, to reduce the number of independent variables describing the LFP, the grav-

ity, pressure and density of either phase are postponed for consideration in the present

analysis. Prior work has shown that accounting for gravity and the density ratio between

liquid and vapor accurately captures the length scales of the droplet and vapor film as

well as their evolution in time specific to the Leidenfrost regime [81]. The present work

focuses instead on the characteristics of a fluid that determines its LFP and distinguishes

film boiling from nucleate or transition boiling.

By reducing the variable space, we obtain the dimensional matrix:

The rank of the matrix is two as the rows are linearly dependent; since density, pressure

and gravity are neglected, mass is not relevant to the problem. With four variables and

a rank two matrix, two dimensionless numbers are expected from the analysis. The

repeating variables are chosen to be σLV and kV (Tw − Ts), which yield the dimensionless

numbers:

(2.50) Π1 =
σ2

kV (Tw − Ts)µV
= π1

(2.51) Π2 =
σ2∆H

k2
V (Tw − Ts)2

The dimensionless number π1 represents the ratio of the liquid-vapor surface tension to

the viscosity, thermal conductivity and temperature of the vapor phase. The LFP is

posited to increase for fluids with larger liquid-vapor surface tension based on the model
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for the maximum superheat limit [79] and the Taylor type instability [77]. The same

correlation between surface tension and the LFP has been demonstrated experimentally

across a broad range of fluids [78]. From the superheat limit viewpoint, the relationship

arises since a lower liquid-vapor surface tension decreases the energy barrier and increases

the rate of vapor nucleation, which reduces the critical temperature necessary to form a

vapor film.

From the Taylor instability perspective, the role of surface tension appears contra-

dictory. Larger surface tension is theorized to stabilize the liquid-vapor interface by

suppressing low wavelength perturbations and reducing the growth of high wavelength

disturbances [77]. It is therefore expected that higher surface tension would lead to a

lower LFP by promoting the formation of a stable vapor film. However, the predicted

expression for the Leidenfrost temperature originating from Taylor instability theory pro-

poses that the LFP should increase with the surface tension, based on a fitted expression

for bubble radii [77]. While accurate for n-pentanes and carbon tetrachloride, it has been

shown experimentally that the LFP predicted from the instability analysis is less accurate

for water, cryogenic fluids and liquid metals [78].

The experimentally corroborated relationship between liquid-vapor surface tension and

the LFP of a fluid means that the Leidenfrost regime should occur for small values of the

dimensionless number π1, corresponding to low surface tension, high vapor viscosity, high

vapor thermal conductivity and high temperature; nucleate or transition boiling occurs for

large values of π1. For consistency, this suggests that higher vapor thermal conductivity

should trigger the Leidenfrost phenomenon by conveying more heat to the liquid-vapor

interface and boosting the rate of vaporization. A higher vapor viscosity should also
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induce film boiling by stabilizing the vapor layer from perturbations and penalizing the

escape of the vapor phase from the film.

Physically, π1 compares two velocities kV (Tw−Ts)
σ

and σ
µV

; the units of these quantities

are L
τ
. The former kV (Tw−Ts)

σLV
gives a velocity scale of the vapor phase in the direction

normal to the liquid vapor interface, which is approximately parallel to the heated surface.

The latter σLV
µV

gives a velocity scale of the vapor phase in the direction parallel to the

liquid vapor interface. If the normal component of the velocity kV (Tw−Ts)
σLV

exceeds the

tangential component σLV
µV

, a film of vapor can be sustained beneath the droplet. The

transition to the Leidenfrost regime therefore occurs at π1 around order one.

The second dimensionless number Π2 represents the ratio of the liquid-vapor surface

tension and the latent heat of vaporization to the thermal conductivity and temperature

of the vapor phase. The Leidenfrost regime should occur for small values of Π2, corre-

sponding to low surface tension, high vapor thermal conductivity, high temperature and

low latent heat of vaporization. With all else constant, a lower latent heat can trigger the

Leidenfrost effect by increasing the rate of vaporization to sustain a stable film [79].

Physically, Π2 compares the specific energies hLV and
k2V (Tw−Ts)2

σ2
LV

. The energy scale hLV

gives the specific latent heat needed to sustain vaporization at steady state. The latter

k2V (Tw−Ts)2
σ2
LV

represents the energy scale for heat conducted to the liquid-vapor interface. If

the conducted heat
k2V (Tw−Ts)2

σ2
LV

that reaches the interface exceeds the specific latent heat

hLV , a vapor film can be sustained beneath the liquid. The transition to the Leidenfrost

regime may thus occur for Π2 around order one.
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2.5.2. Molecular dynamics

Molecular dynamics simulations were implemented using LAMMPS [104] software. 33573

molecules of liquid water were initially equilibrated at saturation temperature in the

canonical ensemble with constant pressure (1 atm) imposed by a piston constrained to

move only in the direction orthogonal to the bottom surface [82]. The solid plate was

constructed using a graphene sheet with armchair lattice orientation, and the interaction

between the solid substrate and the SPC/E water molecules was governed by the 6-12

Lennard Jones pair potential with the depth of the potential well ranging from 0.01 to

0.15 kcal/mole. After equilibration, the liquid adjacent to the bottom surface was heated

to a target temperature around the LFP, whereas the liquid adjacent to the piston was

maintained at constant, saturation temperature to simulate nonequilibrium heat transfer

conditions [83]. Vapor film thicknesses above the Leidenfrost point ranged from 10 to

25 nm over simulation times spanning 7 to 12 ns. The lateral simulation box size in the

plane of the surface and piston was 8 nm by 8 nm. The vertical direction was allowed to

grow as the vapor film evolved in time.

2.5.3. Relationship between the Hamaker constant and the equilibrium sepa-

ration

The heterogeneous contact separation have been estimated as the arithmetic or geometric

mean of the homogeneous values [102], although these means may not provide a good

approximation for the actual HSV L in general. Nonetheless, for our theory to be physi-

cally consistent, the heterogeneous contact separation corresponding to the experimental
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Figure 2.7. The equilibrium contact surface separation for the fluid (alka-
nes), surface (gold) and the heterogeneous value corresponding to the Lei-
denfrost point. Note that the equilibrium separationHLV L is reported at the
respective Leidenfrost temperatures of each alkane species, whereas Drum-
mond et. al. listed HLV L at the same temperature. The temperature
dependence of HSV S is assumed to be small over the range of temperatures
corresponding to the LFP of the alkane series [85, 86], which is much lower
than the melting point of gold.

Leidenfrost temperatures must be between the two bounding homogeneous values. Fig-

ure 2.7 shows that for the alkane family, this condition HSV S < δ ≈ HSV L < HLV L is

satisfied, and the arithmetic and geometric means provide a reasonable estimate to the

actual heterogeneous value.

Drummond has shown that as the chain length of the alkane species increases, the

contact angle increases correspondingly. This suggests that longer chain alkanes in the

liquid phase have unfavorable energetic interactions with a given substrate (greater liquid-

solid surface energy σSL) compared to small chain alkanes on the same solid material. The

heterogeneous, equilibrium distance HSV L therefore tends to increase with the straight
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chain length of the alkane species, moving from near the solid separation HSV S toward

the liquid value HLV L.

2.5.4. Derivation of the diffusive equation

We begin with the general formulation of the vertical film boiling setup, taking into ac-

count only the diffusive terms in the steady momentum and energy conservation equations:

(2.52)
∂ūV
∂x

+
∂v̄V
∂y

= 0

(2.53) 0 = − 1

ρV

∂Φ̄

∂x
+
fd
ρV

+
µV
ρV

∂2ūV
∂y2

(2.54) 0 =
kV

ρV cp,V

∂2Θ̄V

∂y2

where fd is a buoyancy driven force dependent on the system configuration. As before,

the boundary conditions at the superheated wall and the liquid-vapor interface at δ̄(x)

are given by:

(2.55) at y = 0, ūV = v̄V = 0 , Θ̄V = 1

(2.56) at y = δ̄, ūV + v̄V
dδ̄

dx
= 0 , Θ̄V = 0

while the phase change equation at the interface is written as:

(2.57) ρV
∂δ̄

∂t
+

∂

∂x

∫ δ̄

0

(ρV ūV dy) = − kV
hLV

∂Θ̄V

∂y
|y=δ̄
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The base solution for the velocity field as found using an integral expansion is identical

to our prior solution to the boundary layer equations:

(2.58) u = a0 + a1η + a2η
2 =

fdδ
2

2µV
(η − η2)

The temperature field in the base solution is linear, as expected from a diffusive approxi-

mation:

(2.59) Θ = b0 + b1η + b2η
2 = 1− η

The corresponding perturbed solutions are:

(2.60) u′ = a′0 + a′1η + a′2η
2 = (

fdδδ
′

2µV
−

∂Φ′
∂x
δ2

2µV
)η +

∂Φ′
∂x
δ2

2µV
η2

(2.61) Θ′ = b′0 + b′1η + b′2η
2 =

δ′

δ
η2

The variation of the film thickness in the streamwise direction is found from eqn. 2.57

after assuming time invariance in the base state:

(2.62) δ =

(
16kV ∆TµV
ρV hLV fd

x

) 1
4

Note that compared with the solution for the film thickness obtained from the boundary

layer equations, eqn. 2.64 is missing the term −1
3
cPV ∆T
hLV

. This is expected given only

conduction is consumed in the thin film limit.
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Linearizing the phase change conservation condition (eqn: 2.57) at the interface we

obtain:

(2.63) ρV
∂δ′

∂t
+

∂

∂x

∫ δ

0

ρV u
′
V dy +

∂

∂x

∫ δ+δ′

0

ρV uV dy =

− k∆T

hLV

(
δ′
∂2Θ

∂y2
|δ +

∂Θ′

∂y
|δ
)

The change in δ′ is obtained after substituting in the expressions for u′ and Θ′ (eqn: 2.60

and 2.61 respectively):

(2.64) ρV
∂δ′

∂t
+

ρV fdδ
2

4µV

∂δ′

∂x
+

ρV δ
3σ

12µV

∂4δ′

∂x4
+

ρVA

24πµ)V δ

∂2δ′

∂x2
+

kV ∆T

hLV δ2
δ′ = 0

Expressing in terms of normal modes:

(2.65) δ′ = δ′aexp(i(kx+ ωt))

where for brevity we take δ′a → δ′. This gives us:

(2.66) iω = − kV ∆T

hLV δ2ρV
− δ3σ

12µV
k4 +

A

24πµV δ
k2 − ifdδ

2

4µV
k

After substituting in the set of dimensionless numbers introduced previous, we recover

the diffusive expression (eqn. 2.38). The validity of this diffusive formulation is justified

by observing that the maximum Peclet number Pe and Reynolds number Re for both

liquid and vapor phases are on the order of max(Revap, Reliq)=10−6 � 1 and max(Pevap,

Peliq)=10−8 � 1. At the film thickness length scale where van der Waals interactions
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are significant, the velocity and temperature fields are viscous and conduction dominated,

respectively.

2.5.5. Nanoscale implications

Given that the phenomenon is localized in the nanoscale regime, it is important to discuss

the applicability of the Navier-Stokes equations in the context of O(1) in the Knudsen

number (Kn). Hadjiconstantinou showed that the second order Knudsen layer correction

is qualitatively robust well beyond Kn ≈ 0.4, such that the underlying Navier-Stokes

constitutive laws captures the behavior of arbitrary flows in spite of superimposed kinetic

corrections in the flow field [84].

Here, the base solutions for velocity (eqn. 2.58) and temperature (eqn. 2.59) for

the diffusive equation above are represented by the lowest order polynomials possible,

given the buoyancy force in the momentum equation and no heat source in the energy

equation. An examination of the system from a time and spatially averaged statistical

standpoint would give us similar profiles with an effective slip and temperature jump at

the interfaces, giving rise to effective viscosities and thermal conductivities that converge

to the continuum values as the film thickness is increased.

It would be of great interest and rigor to frame the film stability problem in the

context of a linearized Boltzmann analysis to accommodate larger Kn flows; however, the

excellent agreement between the present, simplified model with experiment suggests the

dominant effects governing the Leidenfrost film stability is captured despite the absence

of statistical analyses describing intermolecular collisions. Additionally, the granularity
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Figure 2.8. Residence time and frequency of liquid-solid contact in X-ray
imaging [103].

of linear Boltzmann equation may obscure the effect of surface tension and van der Waals

interactions, which have been shown to be important factors in pinpointing the LFP.

2.5.6. Time scale comparisons

Around the critical stability point πLP=1 (eqn. 2.40), the real part of the temporal growth

rate Re(iω) is on the order of ±10 (1/ns), depending on whether the film is stable πLP < 1

or unstable πLP > 1. Figure 2.8 shows the liquid contact time scales of a typical film

boiling scenario from X-ray imaging [103]. Liquid-solid contact occurs intermittently after

the film forms, and contact usually lasts ≤ 0.00417 s, the minimum time resolution of the

experimental procedure; this qualitatively agrees with the temporal growth rate predicted

by theory, which can be converted to contact durations on the order of 10 picoseconds for

stable films. Both contact frequency and contact duration rise sharply near the collapse

point. Note that upon examining the sequential images, the longer contact duration

reported right before collapse does not stem from extended contact at a single location,
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but from multiple touching/vaporizing cycles at different locations occurring sequentially

or near simultaneously.

2.5.7. Corresponding states

We can use the correlations based on the corresponding states principle to estimate fluid

properties such as thermal conductivity and surface tension. The resulting corresponding

states expression for the diffusive approximation (eqn. 2.38) is a function of the molar

mass m in (g/mol), estimated film thickness δ (around 10−9 m), the critical temperature

Tc and pressure pc, the applied saturation pressure p, the molar gas constant R, the

Avogadro’s number N , the saturation temperature Tsat, the dipole moment d, and the

liquid-vapor contact angle θ of the solid substrate [106, 98, 99]:

(2.67) πLP =

[Q]

p(mT )2(T − Tsat)(Tc − 1.Tsat)

(
0.0000175456d4

(TcVc)2
+ 1

)2
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where

(2.68) [Q] = 6.95963× 1011δp2/3
c TT 4/3

c V 4/3
c(

2.16178e−
5.74143T

Tc + 0.52487e−
1.82096T

Tc +
1.02251(
T
Tc

)0.14874

)2

(
1− T

Tc

)1.60222

(cos(thet) + 1)2

(0.1196Tsat log(pc)− 0.1594Tc − 1.22909Tsat)(
[P ] +

m2pV 2
c (p− 81pc) + 6000mpRTVc + 9000000R2T 2

[P ]

+mpVc + 3000RT

)

where

(2.69) [P ] =

(
m3p3V 3

c + 243m3p2pcV
3
c + 4500m2pRTV 2

c (2p− 81pc)

+ 27

(
m3p2pcV

3
c

(
m3pV 3

c (p+ 27pc)
2 + 9000m2pRTV 2

c (p− 45pc)

+ 6750000mR2T 2Vc(4p− 9pc)

+ 27000000000R3T 3

)) 1
2

+ 27000000mpR2T 2Vc

+ 27000000000R3T 3

) 1
3
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Figure 2.9. The Leidenfrost temperature vs the contact angle for water,
from experiments [58, 42, 59, 41, 60], the diffusive prediction of the LFP
(eqn. 2.43), molecular dynamics simulations from this work, and the corre-
sponding states correlation (eqn. 2.67)

Eqn. 2.67 may provide a more convenient estimate for the LFP given that no tabulation

of fluid properties as a function of temperature and pressure is necessary. Fig. 2.9 shows

that the corresponding states correlation adequately represents the LFP over the range

of liquid-vapor contact angles for water.

Fluid Experimental LFP (◦C) LFP (◦C) (eqn: 2.67)

Carbon tetrachloride 158.9 [[78]] 156..9

FC-72 90 [[101]] 78.9

We can approximate the liquid spinodal temperature Tsp via [100]:

(2.70) Tsp = Tc

(
0.923 − 287226(

log

(
p
pc

)
− 5.3727

)9

)
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For all fluids tested, TLFP / Tsp, such that the predicted, maximum Leidenfrost point

at 0◦ contact angle generally falls below or near the superheat spinodal limit within the

error introduced by the corresponding states correlations. There appears to be general

consistency between the LFP estimate and the thermodynamic limit of liquid stability

[87, 88, 89].

2.5.8. General assumptions

2.5.8.1. Vapor properties. First, it is important to consider whether density changes

with temperature are significant. All flow conditions are such that the Mach number

is small, and the Boussinesq approximation is valid. The Mach number for the current

system is on the order of 10−6. Hence, constant density incompressible flow assumption

is reasonable.

We assume for simplicity that the vapor field properties can be represented as a con-

stant value for a given wall/vapor film/liquid system with prescribed wall temperature

TW and interface saturation temperature TS. Then we have the following choices for the

temperature at which the vapor field properties are computed.

We can choose the temperature TS, which means the only temperature dependent term

in the LHS (left hand side) of equation 2.42 is 1/∆T . We can also pick the temperature

(TS + TV )/2 or use another type of averaging. Lastly, we can select the temperature TW

(as done prior). The wall temperature TV such that LHS(TV ) = 1 corresponds to the

LFP (TV = LFP).

In short, the selection for the temperature corresponding to the constant vapor field

properties was made after comparing the derived stability condition (eqn. 2.43) with
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available fluid properties data and LFP experimental data. A priori, there is no clear

‘correct’ choice between the three options. It appears that the dominant contribution to

film stability in the vapor domain stems from the near wall region where the vapor locally

attains properties corresponding to the wall superheat.

2.5.8.2. Supercooling and roughness. Experimental observations show that ambient

subcooling of the liquid reservoir can significantly affect the LFP for pool boiling, but

not for drops on a surface [78, 92, 93]. A theoretical treatment of subcooling effects

therefore not only requires additional complexity, but also separate models for the two

boiling modes; this treatment is outside the scope of the current analysis. We refer to

models in the literature for the effect of subcooled liquid reservoirs on rough surfaces [95],

which capture the incipience of intensive heat transfer due to contact between liquid wave

crests and surface roughness.

Periodically textured substrates which have been shown to have a strong effect on the

LFP as well as the measured, effective temperature at the solid interface [97, 90, 91].

The general effect of surface roughness on the measured LFP is unavoidable; nevertheless,

we can average out this effect by considering surfaces with random roughness instead of

deliberate, repeated features or hierarchical structures.

This work focuses on understanding the baseline saturated pool boiling scenario for

which data are abundant. The next goal should be to extend this work to include the effect

of subcooling and optimized textures such as on superhydrophilic surfaces. Both these

effects require an independent focused investigation. For example, note that the effect

of optimized (as opposed to random) roughness and subcooling may lead to unexpected



102

supercritical Leidenfrost behavior as reported in prior literature [94, 96]. This remains

an open question that is beyond the scope of this work.

2.5.8.3. Marangoni effect. Lastly, Bénard-Marangoni convection or phenomenon aris-

ing from gradients in surface tension may influence film stability. However, this would be

a smaller effect in this work since the Marangoni number is on the order of 10−4 to 10−1.

This is further supported by good agreement between the theoretical predictions, that do

not have Marangoni effects, and experimental data. Therefore, extending this analysis to

include the Marangoni effect is out of the scope of the current work.
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CHAPTER 3

Interface temperature

What is the interface temperature during phase transition (for instance, from liquid

to vapor)? This question remains fundamentally unresolved. In the modeling of heat

transfer problems with no phase change, the temperature and heat flux continuity con-

ditions lead to the interface temperature. However, in problems with phase change, the

heat flux condition is used to determine the amount of mass changing phase. This makes

the interface temperature indeterminate unless an additional condition is imposed. A

common approach in the modeling of boiling is to assume that the interface attains the

saturation temperature according some measure of pressure at the interface. This as-

sumption is usually applied even under highly non-equilibrium scenarios where significant

temperature gradients and mass transport occur across the interface. In this work, an

ab-initio thermodynamic principle is introduced based on the entropy production at the

interface that fully specifies the associated temperature under non-equilibrium scenarios.

Physically, the thermodynamic principle provides a theoretical limit on the space of pos-

sible phase change rates that can occur by associating the mass flux with a corresponding

interfacial entropy production rate; a stronger statement is made that a system with suf-

ficient degrees of freedom selects the maximum entropy production, giving the observed

phase change rate and associated interface properties. This entropic principle captures

experimental and computational values of the interface temperature that can deviate by

over 50% from the assumed saturation values. It also accounts for temperature jumps
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(discontinuities) at the interface whose difference can exceed 15◦C. This thermodynamic

principle is found to appropriately complete the phase change problem.

3.1. Introduction

In phase transition (e.g. liquid to vapor), the fundamental principle that dictates the

temperature at the interface between the two phases has been debated and it remains an

open question.

The interface temperature determines the rate of phase change in a heat transfer

system. Thus, pinpointing the interface temperature from a reliable, ab-initio analysis

is critical in designing and optimizing a variety of phase change applications, including

water purification processes like membrane distillation, [107] energy storage systems using

latent heat batteries,[108] additive manufacturing techniques involving molten metal jets,

[109], and phase change memory technologies for nonvolatile solid state storage.[110]

Theoretical and computational models typically assume that the interface between

the two phases attains the saturation temperature.[111, 112] Experimental work using

thermocouples with thicknesses on the order of microns [113, 114] have resolved interface

temperatures that are found to deviate significantly from the saturation assumption.[111]

Theoretical attempts to find a different interface condition, to replace the saturation

temperature condition, include the kinetic theory [115, 111] and the statistical rate

theory.[116]

Kinetic theory expresses the entropy generation at the interface using a constitutive

relationship with the parameter φ representing the kinetic mobility, or the relative strength

of molecular attachment to a surface. However, the evaluation of φ requires an empirical
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evaporation coefficient α, which is difficult to measure and can deviate by over three

orders of magnitude from the theoretical value of unity.[111, 113] The kinetic theory

also underestimates the temperature jump measured in experiment by 3 to 4 orders of

magnitude.[114]

The statistical rate theory uses quantum mechanics to describe a relationship between

the rate of phase change and the change in entropy associated with a molecule trans-

ferring from the liquid to the vapor phase.[116] After measuring the interface properties

(including temperatures) of the liquid and vapor side from experiment, the mass flux

from phase change can be calculated based upon the material properties of the fluid, the

molecular vibrational frequencies and the partition function for the fluid molecule. From

a computational standpoint or generally in scenarios where the interface temperatures

and properties are not known a priori, the rate of phase change cannot be obtained via

this method and vice versa.

In this work, we determine the thermodynamic relationship between the temperatures

of both phases at the interface and the rate of interfacial entropy production ∆. This

framework provides a theoretical limit on the space of possible interface temperatures

and phase change rates; there exists a maximum rate of entropy production due to the

competition between the entropy jump from phase change and the contribution to entropy

change due to heat flux away from the interface. This space of possible ∆ is bounded

from below by the second law of thermodynamics ∆ ≥ 0.

Finally, we propose a stronger thermodynamic principle that fully determines the

interface temperatures during the time evolution of a phase change system. It is found

that the interface temperatures which maximize the entropy production rate ∆ capture



106

�

�

� �

�

Figure 3.1. Finite, one-dimensional system with two fluid components A
and B. The interface between the two phases is located at x = d[t]. A
motionless wall bounds the domain at x = 0, and a moveable piston at
x = L[t] + d[t] controls the pressure in the system. The wall is held at
constant temperature TW and the piston at temperature TP . The radius of
curvature of the interface R can be nonzero.

the full range of both experimental and computational data of different fluids and solids

under evaporation, condensation, and freezing processes. This thermodynamic principle

prefaced on the maximum rate of entropy production [117, 118] also determines the rate

of phase change as a function of material properties and temperature boundary conditions

in the far field; properties and field variables at the interface are not known or fixed a

priori.

The proposed entropy condition closes the formerly incomplete problem of phase

change under nonequilibrium scenarios.

3.2. The missing interface condition

3.2.1. The complete problem without phase change

We first consider a well-posed problem comprising a two component system in which no

phase change can occur (for instance, with water and oil). Fig. 4.1 shows a finite, one-

dimensional system where the number of equations and boundary conditions can be easily
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counted. The governing equations for the incompressible species A and B across the two

phase interface are

(3.1)
∂uc
∂x

= 0,

(3.2) ρc
∂uc
∂t

= −∂pc
∂x

,

(3.3) ρccp,c
∂Tc
∂t

+ ρccp,cuc
∂Tc
∂x

= kc
∂2Tc
∂x2

,

where the subscript c ∈ {A,B}. The velocities, pressures and temperatures in each phase

are denoted uc, pc, and Tc respectively. Similarly, kc, ρc and cp,c refer to the thermal

conductivity, density and specific heat capacity at constant pressure. The boundary

conditions at the motionless wall are

(3.4) at x = 0, uA = 0,

(3.5) TA = TW .

The boundary conditions at the piston are

(3.6) at x = L[t], pB = pP ,

(3.7) TB = TP .
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The interface conditions are

(3.8) at x = d[t], ρA
(
uA[d]− uS

)
− ρB

(
uB[d]− uS

)
= ṁA + ṁB = 0,

(3.9) ṁA = −ṁB = 0,

(3.10) JQK = −kB
dTB
dx

∣∣∣∣
d[t]

+ kA
dTA
dx

∣∣∣∣
d[t]

= 0,

(3.11) TA[d] = TSA = TSB = TB[d],

(3.12) pA = pB + γκ,

where uS is the interface velocity, TW is the wall temperature, TP is the piston temper-

ature, pP is the piston pressure, and JQK is the jump in heat flux across the interface, γ

is the surface tension between the two species and κ is the interface curvature (κ = 1/R

in one dimension). The temperatures TSA, TSB represent the respective values for each

species A,B at the two-phase interface. Note that in this section only, we have assumed

for simplicity that the interface is massless, surface tension is constant, and there is no

temperature jump across the interface (eqn. 3.11) [111].

Here, eqn. 3.8 comprises the mass conservation condition at the interface by stating

that mass flux of phase A entering the interface must equal the mass flux of phase B

leaving it; there is no mass source or accumulation at the interface. Eqn. 3.9 describes

the no phase change condition. The two phases are taken to be immiscible such that mass
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from one side of the interface cannot move to the other by any process other than phase

change. Eqn. 3.10 and eqn. 3.12 refers to energy and momentum conservation at the

interface, respectively.

There are 6 unknown field variables (uA, TA, pA, uB, TB, pB) and six sets of con-

servation equations (eqn. 3.1, 3.2, 3.3) for components A and B. The four mass and

momentum conservation equations (eqns. 3.1 and 3.2 for components A and B) are first

order differential equations that each require a single boundary condition (eqn. 3.4, 3.6,

3.8, 3.12). The two energy equations (eqn. 3.5 for components A and B) are second or-

der differential equations that each require two boundary conditions (eqn. 3.5, 3.7, 3.10,

3.11). Without phase change, the mass continuity condition at the interface (eqn. 3.9)

specifies the interface velocity uS = uA[d] = uB[d] and completes the problem.

3.2.2. The ill-posed problem with phase change

Consider a scenario where phase change occurs between the two species (for instance, with

liquid water and water vapor). The governing equations are the same, but the interface

conditions change [119, 111, 120]. Conservation of mass at the interface states

(3.13) at x = d[t], ρA
(
uA[d]− uS

)
− ρB

(
uB[d]− uS

)
= ṁA + ṁB = 0.

From energy balance at the interface, the mass flux due to phase change is given as [119]

(3.14) ṁA =
JQK
H

.
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The temperatures of the two phases at the interface are assumed to be continuous in this

section, such that

(3.15) TA[d] = TSA = TSB = TB[d].

Momentum conservation at the interface gives

(3.16) pA = pB + γκ+ (1/ρA − 1/ρB)

(
JQK
H

)2

,

where viscous terms are zero in the momentum conservation eqn. 3.16 in the 1D limit

[119]. Here, H = hA − hB is the latent heat of phase change expressed as the difference

between the enthalpy of phases A and B, hA and hB respectively.

As the mass flux across the interface is not identically equal to zero due to phase change

between species A and B, eqn. 3.9 can no longer be applied. Thus, the interface velocity

uS becomes unspecified. The energy conservation condition eqn. 3.14 at the interface can

be borrowed to determine the mass flux, which is fixed by the thermal energy diffused to

the interface relative to the latent heat of phase change. Knowing ṁA gives uS via the

continuity condition eqn. 3.13.

However, if the energy conservation condition is used to find the interfacial velocity

uS, the interface temperature TS becomes unspecified; one of these two variables must be

known a priori in order to determine the other with eqn. 3.14. A phase change problem

is therefore ill-posed due to either the missing interface velocity or temperature.



111

3.3. The entropy condition at the two-phase interface

The entropy condition at the two phase interface has been explored in the literature

[120], but the resulting statement on the interfacial entropy production rate ∆ (in units of

energy per unit temperature, per unit time, and per unit area) is weak when referencing

the second law of thermodynamics in or near equilibrium: ∆ ≥ 0. We refer to this

inequality as weak in that it is not sufficient to specify a particular interface temperature

or velocity. Additionally, the statement of the second law leaves the entropy production

rate unbounded in a semi-infinite range.

In this section, we will first present a general evolution equation for the entropy pro-

duction rate across a two phase interface in the absence of electromagnetic phenomena.

Then for evolution of a two-phase system, it can be physically shown that the entropy

production term is bounded from above by a finite maximum value. The range for ∆

therefore also becomes finite, leading to a stronger statement on the possible macrostates

accessible to the system.

The rate of entropy production ∆ at the two phase interface is given by [120]

(TS)∆ = ṁA

(
(TSA − TS)sA + gA − gS + 0.5(vA · vA − 2vA · vS + vS · vS)

)
+ṁB

(
(TSB − TS)sB + gB − gS + 0.5(vB · vB − 2vB · vS + vS · vS)

)
+qA · n̂A(1− TS/TSA) + qB · n̂B(1− TS/TSB) + TSqS ·∇S(1/TS)

−ṁA

ρA
(τA · n̂A) · n̂A −

ṁB

ρB
(τB · n̂B) · n̂B,

(3.17)

where TSA and TSB are the absolute temperatures of the respective phases at the interface,

and TS is the absolute interface temperature. Similarly, the variables gA,B,S are the free
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enthalpies, sA,B are the entropies per unit mass and qA,B,S are the heat fluxes. The unit

normal vectors n̂A and n̂B are directed towards the interface [120, 121]. The stress

tensors in each species are given by τA,B, while the surface gradient is represented by ∇S.

Finally, the mass fluxes across the interface are denoted as ṁA = ρA(vA − vS) · n̂A and

ṁB = ρB(vB−vS) · n̂B. Eqn. 3.17 for the entropy source term comes from combining the

conservation laws for mass, momentum, energy with the evolution equation for entropy

at the interface [120].

Next, we can find a simplified expression for the entropy production rate ∆1 in a 1D

system across a massless, infinitesimally thin interface (Fig. 4.1). Let c ∈ {A,B}. By

definition, the sum of the free enthalpy gc and the product of temperature with the entropy

density TScsc of each phase is simply the saturation enthalpy, since the temperature and

pressure dependencies of the two terms cancel to give

(3.18)

gc+TScsc =

(
gc,sat +

1

ρc
(p− psat)

)
+

(
TScsc,sat[TSc]−

1

ρc
(p− psat)

)
= gc,sat+TScsc,sat[TSc] = hc,sat.

The mass flux across the interface due to phase change ṁ is specified by the energy balance

equation at the interface (eqn. 3.14) with

(3.19) ṁ =
1

hA,sat − hB,sat

(qA · n̂A + qB · n̂B) = −ṁA = ṁB.
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Using eqn. 3.18, we can then start simplifying the full expression for the entropy produc-

tion rate at the two phase interface to

TS∆1D = ṁ (hB,sat − hA,sat) + (qA − qB)

+ ṁ(TSsA − TSsB) + qA(−TS/TSA)− qB(−TS/TSB)− ṁ3

2

(
1

ρ2
A

− 1

ρ2
B

)
,

(3.20)

where qc = −kc dTc
dx

∣∣
d
. The ṁ3 term follows from converting the dot product of the

interfacial velocities into mass fluxes (eqn. 3.19). By noting that the first two terms

on the right hand side have equal magnitudes but opposite signs with respect to energy

conservation (eqn. 3.19), we can reduce the entropy production rate to

∆1D = ṁ(sA − sB) + qA(−1/TSA)− qB(−1/TSB)− ṁ3

2TS

(
1

ρ2
A

− 1

ρ2
B

)
.(3.21)

In this 1D expression for the entropy production rate ∆1D, all variables, fluxes and material

properties are evaluated at the interface, and are therefore functions of the interfacial

temperatures TS, TSA, TSB and pressures pA, pB. On the other hand, the variation of each

species’ entropy density sc with interface temperatures can only be specified after more

information is known about the identity of each phase.

For the particular case of phase change between vapor (species V) and liquid (species

L), the entropy densities can be expressed in terms of the pressure and temperature in

each phase as

(3.22) (TSV )sV = (TSV )sV,sat −RTSV ln

(
pV

psat[TSV ]

)
,
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(3.23) (TSL)sL = (TSL)sL,sat −
1

ρL
(pL − psat[TSL]) ,

where ρL is the density of the liquid phase, R is the specific gas constant and psat is the

saturation pressure associated with the interface temperature TSV or TSL of each phase.

Following the 1D formulation of ∆1D (eqn. 3.21), the entropy production rate at the

interface of a vapor-liquid system becomes

∆LV [TSV , TSL, TS] = ṁ

(
sV,sat − sL,sat −Rln

(
pV

psat[TSV ]

)
+

1

TSLρL
(pL − psat[TSL])

)
︸ ︷︷ ︸

∆1 = ṁ(sV − sL)

− ṁ
3

2TS

(
1

ρ2
V

− 1

ρ2
L

)
︸ ︷︷ ︸

∆2

+ qV (−1/TSV )− qL(−1/TSL)︸ ︷︷ ︸
∆3

.

(3.24)

Three terms contribute to the interfacial entropy production rate. Here, ∆1 encapsulates

the difference in phase entropies between the liquid and vapor, ∆2 accounts for the kinetic

energy contribution, and ∆3 resolves the entropy change due to heat flux leaving the

interface.

Additionally, this framework poses the question: what is a reasonable choice for TS?

For simplicity, we take TS ≈ TSL in this work on the basis that the Knudsen layer in the

liquid phase is significantly smaller than that in the vapor [114].
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3.3.1. Physical insight into the existence of a maximum entropy production

rate

The entropy production rate ∆ at the two phase interface is bounded below by the second

law of thermodynamics. In an 1D system, we now show that ∆ is bounded above by a

maximum, finite value. We will first provide a physical proof in a simplified system where

each term can be clearly resolved before revisiting the general case defined by eqn. 3.24.

Consider the setup introduced in Fig. 4.1, where component A is water vapor (V)

and component B is liquid water (L). The wall at x = 0 is superheated to temperature

TW , while the piston at x = L is maintained at the saturation temperature TP = Tsat

corresponding to the applied piston pressure p = pP .

We make further assumptions to simplify the analysis and provide physical intuition

into the competing effects that drive the entropy production rate to achieve a finite max-

imum value. First, the temperature profiles are taken to be linear in the vapor and

liquid phases to estimate the interfacial heat fluxes; more sophisticated profiles can be

assumed in the presence of heat or mass sources in the bulk phases [122]. Next, we take

TS = TSV = TSL, acknowledging that this should only hold in special instances such as

when the system is in equilibrium. With this, the mass flux at the interface (eqn. 3.19)

becomes

(3.25) ṁ = ρL(uS − uL) =
1

H

(
kL
TP − TS

L
− kV

TS − TW
d

)
.
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Meanwhile, the entropy production rate at the interface (eqn. 3.24) is simplified to

∆s
LV (TS) = ṁ

(
sV − sL

)
︸ ︷︷ ︸

∆s
1

− ṁH
TS︸︷︷︸
∆s

3

,
(3.26)

where we have neglected the cubic term in mass flux, since dimensional analysis shows

that ṁ is much smaller in magnitude compared to the other terms. We will demonstrate

this explicitly for the general 1D case. If the lengths d, L, the temperatures TP and TW

as well as the piston pressure pP in the far field are fixed, then ∆s
LV is only a function of

TS.

As TS increases, the magnitude of ṁ decreases along with the net heat transfer to

the interface. Meanwhile, the difference sV − sL decreases as well (eqn. 3.22 and 3.23)

with larger TS as the system moves towards the critical point [136, 137, 124]. Thus the

difference between phase entropies ∆s
1 in the simplified interfacial entropy evolution ∆s

LV

is inversely proportional to the interface temperature.

The remaining term − ṁH
TS

is directly proportional to TS. As the interface temperature

increases, ṁ, H and 1
TS

all decrease, such that the negative of their product increases.

This affirms a positive proportionality between the entropy change due to heat flux leaving

the interface ∆s
3 and the interface temperature TS. Due to the competition between ∆s

1

and ∆s
3 as TS varies, the interfacial entropy production rate reaches a finite maximum

value ∆s
LV,max at the interface temperature T ∗S , analogous to how the change in Gibbs free

energy goes through a minimum in the classical heterogeneous nucleation theory due to

the competition between surface tension and volumetric free energy as the radius of the

nucleus changes [119, 164].
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Figure 3.2. The components of the entropy production rate at the two phase interface are
plotted as a function of the liquid and vapor side interface temperatures. The width of the
vapor and liquid domains are both 1 mm. The piston cooling the liquid reservoir is held
at a constant temperature 350 K and pressure 7.3 × 103 Pa, while the wall temperature
heating the vapor is 389.4 K.A) The entropy production rate ∆LV (eqn. 3.24) at the
liquid-vapor interface reaches a maximum for finite values of the interface temperatures
TSV and TSL.B) The first component of the entropy production rate ∆1 arises from the
difference in phase entropies between the liquid and vapor. This term decreases for larger
values of TSV and TSL.C) The second component of the entropy production rate ∆2

reflects the kinetic energy contribution. Due to the small mass flux ṁ relative to the other
quantities, this term is negligible.D) The third component of the entropy production rate
∆3 is due to heat transfer from the interface. This term increases for larger values of TSV
and TSL. The opposite dependencies of ∆1 and ∆3 on TSV and TSL allow the interfacial
entropy production rate to reach a maximum value at finite temperatures. The vapor
and liquid properties of water (thermal conductivities, latent heat of phase change, etc.)
as a function of temperature and pressure were referenced from the IAPWS formulation
[136, 137, 124].
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Fig. 3.4 shows that ∆s
LV achieves a maximum value at a finite interface temperature

T ∗S satisfying Tsat < T ∗S < Twall, in agreement with our qualitative analysis of the simplified

entropy production rate. As the distance between the superheated wall and the liquid-

vapor interface increases from micro to macro length scales, the interface temperature TS

drops towards the saturation temperature corresponding to the applied piston pressure.

This is accompanied by a shrinkage of the temperature range where ∆s
LV ≥ 0, suggesting

that the traditional assumption of saturation temperature at the interface is only valid at

macroscale.

This analysis also holds true in general for ∆LV [TSV , TSL, TS = TSL] (eqn. 3.24), which

accounts for the discontinuous interface temperatures and the kinetic energy contribution,

∆2. Fig. 3.2C shows that ∆2 remains negligible compared to the two remaining terms.

Furthermore, Fig. 3.2B andD generalizes the competing relationship between the entropy

difference of the two phases ∆1 and the entropy change due to heat flux leaving the inter-

face ∆3 as the discontinuous interfacial temperatures vary. Their opposing dependencies

on TSV and TSL allow the interfacial entropy production rate to reach a finite maximum

value ∆LV,max (Fig. 3.2A). The temperature regime where ∆LV ≥ 0 is localized around

this maximum. Thus, the one dimensional temperature range for ∆s
LV ≥ 0 reflects a

straightforward projection onto the diagonal of this two dimensional space comprising the

discontinuous interface temperatures.

Outside the regime where the second law of thermodynamics is satisfied, Fig. 3.3

shows how the large magnitude of the negative phase entropy term ∆1 drives ∆LV <

0 at greater interfacial temperatures, while ∆3 induces ∆LV < 0 at lower interfacial
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temperatures. For each set of boundary conditions, there are interfacial temperatures

that are thermodynamically infeasible due to an imbalance between ∆1 and ∆3.

3.3.2. The maximum entropy principle at the two-phase interface

Having demonstrated that the interfacial entropy production rate achieves a maximum,

finite value for phase change systems, we now propose an entropic condition to determine

the temperatures at the interface.

In nonequilibrium thermodynamics, it has been proposed that a process follows the

path along which the entropy produced in the system at each step is maximized, subject

to conservation laws as well as external constraints such as prescribed thermodynamic

forces or fluxes [125].

The maximum entropy production principle (MEPP) therefore seeks to generalize the

inequality formulation of the second law of thermodynamics, which only states that the

entropy production is either positive for irreversible processes or zero for reversible ones

[120]; alone, the second law gives a possible range of discontinuous interface temperatures

TSA and TSB that satisfy ∆ ≥ 0, but does not pinpoint an actual value for TSA, TSB.

MEPP has been explored with series of proofs in the literature ranging from variational

analyses to statistical mechanics considerations [125, 118, 117, 126]. Functionally,

MEPP can be used as a variational principle to solve the Boltzman equation [125]; in

climate models to predict surface temperatures and cloud coverage [127]; in solid state

physics to predict dendritic structure and growth rates [128].
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Figure 3.3. The components of the entropy production rate at the two phase interface are
plotted as a function of the liquid and vapor side interface temperatures. The width of the
vapor and liquid domains are both 1 mm. The piston cooling the liquid reservoir is held
at a constant temperature 350 K and pressure 7.3 × 103 Pa, while the wall temperature
heating the vapor is 389.4 K.A) The entropy production rate ∆LV (eqn. 3.24) at the
liquid-vapor interface is negative for interface temperatures TSV and TSL away from the
maximum. These states are not thermodynamically accessible, but can be reached tran-
siently under local violation of the second law of thermodynamics.B) The first component
of the entropy production rate ∆1 arises from the difference in phase entropies between
the liquid and vapor. This term drives ∆LV for larger values of TSV and TSL.C) The sec-
ond component of the entropy production rate ∆2 reflects the kinetic energy contribution.
Due to the small mass flux ṁ relative to the other quantities, this term is negligible.D)
The third component of the entropy production rate ∆3 is due to heat transfer from the
interface. This term drives ∆LV for smaller values of TSV and TSL. The vapor and liq-
uid properties of water (thermal conductivities, latent heat of phase change, etc.) as a
function of temperature were referenced from the IAPWS formulation [136, 137, 124].
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Figure 3.4. The entropy evolution at the interface (eqn. 3.26) normalized

by the maximum value (∆′sLV =
∆s
LV

max
TS

(∆s
LV )

) as a function of the normal-

ized interface temperature T ′S. The entropy production rate ∆′C reaches a
maximum between T ′S = 1 (the wall temperature) and T ′S = 0 (the satu-
ration temperature) due to opposing dependencies between the mass flux
and the difference in phase free entropies on the interface temperature. The
temperature corresponding to the maximum ∆′sLS drops towards the satu-
ration value as the distance d between the wall and interface increases to
macroscale lengths. The vapor and liquid properties of water (thermal con-
ductivities, latent heat of phase change, etc.) as a function of temperature
were referenced from NIST[124]. The boundary conditions and location
were set to L = 0.1 m, Twall = 550 K, Tsat = 373.15 K, pP = 1 atm. Linear
temperature profiles are assumed in the liquid and vapor domains.

Here, we propose that the MEPP closes the phase change problem at the two phase

interface, in that the maximum entropy production rate can be used to specify the in-

terface temperatures. In general, suppose that the discontinuous temperatures T ∗SA, T ∗SB,

and T ∗S give an optimal solution to max(∆[TSA, TSB, TS]) while satisfying the imposed

constraints on thermodynamic fluxes or forces and conservation laws, represented by the

series of conditions Fi[TSA, TSB, TS]=0 for i ∈ {1, 2, ..., N}; in general, the dependence of
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∆[TSA, TSB, TS] on the interface temperatures is given by eqn. 3.17. Then T ∗SA, T ∗SB and

T ∗S are the temperatures observed at the two phase interface.

One caveat is that the diffusive time scale τD,c of each phase must be smaller than

the evolutionary time scale τE,c of the interface in order for the thermodynamic state

satisfying MEPP to be accessible in the nonequilibrium process. Essentially, the effective

lifetime of the system τE,c over which steady thermodynamic properties can be measured

must be greater than the thermal relaxation time τD,c for the interface temperatures to

be sampled in each phase. This means that the system can be treated as quasi-stationary

with respect to the attainment of the interface condition. Here, we take τD,c = d2
c/αc

to be the thermal diffusion time scale such that αc is the thermal diffusivity of phase

c ∈ {A,B} at the associated interface temperature and dc is the relevant length scale

occupied by phase c. The evolutionary time scale τE,c = dc/uS is the length scale divided

by the interface speed uS, which likewise is a function of the interface temperature. We

find that for systems that satisfy τD,c < τE,c, the interface temperatures and phase change

rates predicted by MEPP capture the corresponding data obtained from experiments and

molecular dynamics simulations.

The physical argument behind this closure condition is that the trajectory of states

corresponding to the maximum entropy production rate at each step reflects the most

probable path observed in the system under the constraints imposed by fixed thermody-

namic fluxes or forces as well as conservation laws [125, 118]. Endres showed that for the

Schlögl model of a first order phase transition with noise, the probability of observing a

particular trajectory at nonequilibrium steady state increases exponentially with the en-

tropy production rate[129]. Specifically, the most probable trajectory of states is the one
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that maximizes the entropy production rate, while minimizing the classical and stochas-

tic action along that path. The latter condition represents that the governing equations

constraining the system are satisfied. A stepwise algorithm to apply this condition in

calculating the interface temperatures is presented in Methods. It can be used to capture

computational and experimental data on the evolution of interfacial properties during

phase change processes.

3.4. Results

The interfacial temperatures that maximize the entropy production rate can be used

to describe phase change features in both simulation and experiment. Only properties in

the far field need to be know a priori in order to predict temperatures and mass fluxes

at the interface. The efficacy of the proposed thermodynamic closure principle prompts

its use in experiment and continuum simulation to capture the evolution of the interface

under nonequilibrium behavior.

3.4.1. Nanoscale simulation of liquid-vapor water

In this work, we use molecular dynamics (MD) simulations to explore nonequilibrium

phase change across the liquid-vapor interface of water within nanometers of the super-

heated wall. The simulation setup in Fig. 4.1 is established across a distance L+ d of 30

nm, with phase A adjacent to the superheated wall referring to water vapor and phase

B adjacent to the piston denoting liquid water; further MD details are provided in the

Methods section below.
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Figure 3.10. A) The experimental temperature profile [114] of a two phase
water system is well described by the predicted interface temperatures for
the liquid (TSLM) and vapor (TSV M) side using the maximum entropy prin-
ciple. The interface is located at x = 0 micron, where a pronounced tem-
perature jump creates a non-monotonic temperature distribution such that
TSL is not bounded by the liquid or vapor temperatures in the far field.B)
The interfacial temperature jump is well described by the maximum entropy
principle. Only data sets that provided all necessary information such as
boundary conditions, distances to the interface, etc. were included in the
plot to avoid using any unknown properties to ’fit’ the data. Linear tem-
perature profiles were assumed in the liquid and vapor domains. The vapor
and liquid properties of water and octane (thermal conductivities, latent
heat of phase change, etc.) as a function of temperature were referenced
from the IAPWS formulation [136, 137, 124].

of entropy produced due to phase change; this non-monotonic behavior of the interface

temperatures is therefore deterministic, rather than stochastic.

Another set of experimental results[132, 116, 133, 134, 113] are visualized in Fig.

3.12. The temperatures of each phase at the interface in Fig. 3.12A and mass fluxes due to

phase change in Fig. 3.12B are well described by the thermodynamic principle proposed in

this work. This agreement holds for evaporation and condensation of water under laminar

and turbulent conditions, as well as for evaporation of octane. Although temperature
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Figure 3.10. A) The experimental temperature profile [114] of a two phase
water system is well described by the predicted interface temperatures for
the liquid (TSLM) and vapor (TSV M) side using the maximum entropy prin-
ciple. The interface is located at x = 0 micron, where a pronounced tem-
perature jump creates a non-monotonic temperature distribution such that
TSL is not bounded by the liquid or vapor temperatures in the far field.B)
The interfacial temperature jump is well described by the maximum entropy
principle. Only data sets that provided all necessary information such as
boundary conditions, distances to the interface, etc. were included in the
plot to avoid using any unknown properties to ’fit’ the data. Linear tem-
perature profiles were assumed in the liquid and vapor domains. The vapor
and liquid properties of water and octane (thermal conductivities, latent
heat of phase change, etc.) as a function of temperature were referenced
from the IAPWS formulation [136, 137, 124].

of entropy produced due to phase change; this non-monotonic behavior of the interface

temperatures is therefore deterministic, rather than stochastic.

Another set of experimental results[132, 116, 133, 134, 113] are visualized in Fig.

3.12. The temperatures of each phase at the interface in Fig. 3.12A and mass fluxes due to

phase change in Fig. 3.12B are well described by the thermodynamic principle proposed in

this work. This agreement holds for evaporation and condensation of water under laminar

and turbulent conditions, as well as for evaporation of octane. Although temperature

Figure 3.5. The evolution of liquid and vapor side interface temperatures as
a function of the interface distance d from the superheated wall, predicted by
the maximum entropy rate principle proposed in this work and measured via
MD. The temperatures as averaged over 6 molecular dynamics simulations
from independent initial conditions are well captured by maximizing the
interfacial entropy production rate at each time step. The vapor and liquid
properties of water (thermal conductivities, latent heat of phase change,
etc.) as a function of temperature were referenced from literature [136,
137, 124]. The boundary conditions were TW = 575 K, TP = 350 K,
pP = 1 bar. Linear temperature profiles were assumed in the liquid and
vapor domains.

Fig. 3.5 demonstrates that the liquid and vapor side temperatures (T ∗SL and T ∗SV )

associated with the maximum entropy production rate ∆LV,max at the two phase interface

(eqn. 3.24) well captures the interfacial temperatures TSL,MD and TSV,MD measured using

molecular dynamics as the system evolves during the phase change process. The constant

saturation temperature Tsat = 373.15 K corresponding to the pressure pP = 1 bar applied

at the piston completely fails to model the non-constant, discontinuous dynamics of the

interface temperatures. This common assumption would appear as a constant line far

below the contours show in Fig. 3.5 and be incapable of capturing the rate of phase

change.
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In the window of time presented in which the vapor film thickness d increases from

3.5 to 9 nm, the two phase interface shifts away from the superheated wall mainly due

to expansion of the superheated vapor. In fact, the average mass flux calculated via MD

when the interface position 3.5 < d < 9 nm is ṁ = −414.1 kg
m2s

, which means that conden-

sation occurs at the interface. The mass flux that maximizes the entropy production rate

averaged over 3.5 < d < 9 nm is ṁ∗ = −478.1 kg
m2s

. Thus, this entropic interface principle

accurately describes the physically unintuitive mode of condensation at the interface near

a superheated vapor and estimates the correct order of magnitude of the phase change

rate of a nonequilibrium, nanoscale process.

Possible sources of error in this analysis include the deviation of fluid properties the

SPC/E water model compared to real water. There may also be differences in the def-

inition of material properties in the nanoscale film relative to bulk phase values [164].

Additionally, it was assumed that the temperature profiles in both the liquid and vapor

follow linear regimes, which can produce some deviation from the exact interfacial heat

fluxes measured by MD (Fig. 3.6). However, this is the lowest order model that does not

require additional knowledge of the system aside from the applied boundary conditions.

The interface temperatures calculated by maximizing the entropy production rate at the

interface while assuming linear profiles are adequate in capturing the values measured by

MD.

In this system, as in all MD simulations and experimental outcomes included in this

work, the respective thermal diffusion time scales τD,c are smaller than the evolutionary

time scales of the interface τE,c. Fig. 3.7 shows that τE,L exceeds τD,L by 1 order of

magnitude in the liquid phase while τE,V surpasses τD,V by 2 orders of magnitude in
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Figure 3.6. The temperature profiles in the vapor and liquid phases were
measured using molecular dynamics (MD) for a system being superheated
on the vapor side wall to T = 575 K and cooled on the liquid side piston
to T = 350 K. The piston applies a pressure of 1 bar. The assumption
of linear temperature profiles incurs error in calculating the heat fluxes for
both phases. However, it is the lowest order model that does not require
additional knowledge of the system outside of the applied boundary con-
ditions. Additionally, the interface temperatures calculated by maximizing
the entropy production rate at the interface while assuming linear profiles
are adequate in capturing the values measured by MD. The vapor and liq-
uid properties of water (thermal conductivities, latent heat of phase change,
etc.) as a function of temperature were referenced from the IAPWS formu-
lation [136, 137, 124].

the vapor phase. Intuitively, this means that the system has time to resolve interfacial

temperatures that maximize the entropy production rate before the interface shifts to a

new location, such that the interface can be considered stationary with respect to the

entropy production rate. The method of calculation for these time scales is presented in

Methods.
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Figure 3.7. The evolutionary time scale of the interface τE,c as well as the
diffusive time scale τD,c, c ∈ L, V of each phases were measured using
molecular dynamics (MD) for a system being superheated on the vapor side
wall to T = 575 K and cooled on the liquid side piston to T = 350 K. The
piston applies a pressure of 1 bar. The diffusive time scales in both phases
are orders of magnitude smaller than evolution time of the interface, such
that the system can be considered as quasi-steady relative to the interfacial
temperatures. The time scales associated with the speed of sound were also
reported to show that both phases were not caught in the ballistic regime.
The vapor and liquid properties of water (thermal conductivities, latent
heat of phase change, etc.) as a function of temperature were referenced
from the IAPWS formulation [136, 137, 124].

3.4.2. Nanoscale simulation of ice-liquid water

The agreement between the proposed entropy production interface principle and molecular

dynamics simulation holds for phase change between solid and liquid water as well. Fig.

3.9 shows that the ice and liquid side interface temperatures T ∗SI and T ∗SL corresponding the

maximum interfacial entropy production rate well describe the the highly non-equilibrium

interface temperatures measured by MD during the freezing process [131].

Note that the entropy production rate ∆IL at the interface between the ice and liquid

phases can be derived from the general 1D expression (eqn. 3.21) by taking the pressure
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dependence of the ice phase entropy to be

(3.27) (TS)sI = (TS)sI,sat −
1

ρI
(pI − psat[TSI ]) .

The interfacial entropy production rate ∆IL can then be expressed as

∆IL[TSI , TSL, TS] = ṁ

(
sL,sat − sI,sat −

1

TSLρL
(pL − psat[TSL]) +

1

TSIρI
(pI − psat[TSI)]

)
+qL(−1/TSL)− qI(−1/TSI)−

ṁ3

2TS

(
1

ρ2
L

− 1

ρ2
I

)
,

(3.28)

where the difference in liquid and ice phase entropies sL,sat − sI,sat for the mW water

model was given by Holten et al[130].

The interface temperatures measured by MD are approximately continuous (TSI,MD ≈

TSL,MD ≈ TS,MD ≈ 267 K), but nonetheless form non-monotonic profiles with the bound-

ary conditions in both the liquid and ice domains TBC ≈ 250 K. In the ice phase, the

temperature rises from the boundary TBC to a peak near the interface before falling in

the liquid phase back to TBC . Thus, the simplest assumption of a constant temperature

distribution in both phases TS,MD ≈ TBC fails. The freezing point of the mW water model

TF = 274.6 K exceeds TS,MD by around 7 K and is thus also a poor predictor.

The best estimate for the interface temperatures T ∗SL = T ∗SI = 263.2 K is obtained by

maximizing the entropy production rate at the ice-liquid interface ∆IL[TSI , TSL, TS = TSL]

in eqn. 3.28 while assuming linear temperature profiles in both the liquid and vapor

domain. The interfacial velocity associated with this maximum entropy rate principle
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Figure 3.8. A) The temperature profile of an ice-liquid system as measured
via molecular dynamics by Wang et al[131] using the mW water model
and as calculated by the maximum entropy production interface condition
proposed in this work. The boundary condition in the liquid water has
been chosen at a location closer to the interface in order to better estimate
the interfacial heat flux. Note that molecular dynamics places the interface
temperature TSL,MD ≈ TSI,MD ≈ 267 K to be 15 K greater than the bound-
ary temperatures TBC ≈ 250 K but around 7 K less than the freezing point
of mW water TF = 274.6 K. The temperature distribution is non-monotonic
and yet cannot be approximated accurately by the saturation temperature
assumption.B) The interfacial entropy production rate exhibits a maximum
value at T ∗SL = 265.2 K, T ∗SI = 263.1 K. The ice and liquid properties of wa-
ter (thermal conductivities, latent heat of phase change, etc.) were drawn
from the mW water properties reported by Wang et al. [131]. Linear
temperature profiles were assumed in the liquid and ice domains.

u∗S = 4.37 m/s also agrees with the interface velocity measured via molecular dynamics

uS,MD = 4.17 m/s.

Fig. 3.8 demonstrates that the boundary condition can be selected closer to the inter-

face in order to better estimate the interfacial heat flux. In general, if more information is

known about the system, the interfacial entropy production rate as well as the associated

temperatures and phase change rate can be determined with greater accuracy.
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Figure 3.9. A) The temperature profile of an ice-liquid system as measured
via molecular dynamics by Wang et al[131] using the mW water model
and as calculated by the maximum entropy production interface condition
proposed in this work. Note that molecular dynamics places the interface
temperature TSL,MD ≈ TSI,MD ≈ 267 K to be 15 K greater than the bound-
ary temperatures TBC ≈ 250 K but around 7 K less than the freezing point
of mW water TF = 274.6 K. The temperature distribution is non-monotonic
and yet cannot be approximated accurately by the saturation temperature
assumption.B) The interfacial entropy production rate exhibits a maximum
value at T ∗SL = T ∗SI = 263.2 K. The ice and liquid properties of water (ther-
mal conductivities, latent heat of phase change, etc.) were drawn from the
mW water properties reported by Wang et al. [131]. Linear temperature
profiles were assumed in the liquid and ice domains.

In terms of the time scale restrictions, the difference between the evolution time τE,I

and the diffusion time scale τD,I in the ice phase is just over 1 order of magnitude.

Meanwhile, τE,L = 1 × 10−8 and τD,L = 9 × 10−9 are closer but also satisfy τE,L > τD,L.

This implies that the system can be considered quasi-static with respect to the achieved

interfacial temperatures.
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3.4.3. Micron-scale experiments of liquid-vapor water and octane

The stochastic rate theory (SRT) suggested by Ward et al. advanced meticulous experi-

ments to measure the interfacial temperature jump between two phases [132, 116, 133,

134, 135, 113]. As noted, the SRT gives reasonable estimates for the temperature jump

if the interface temperature on either the liquid (TSL) or vapor (TSV ) side as well as the

mass flux across the interface is measured first.

Fig. 3.11 shows that the experimental interface temperatures measured via micro-

thermocouples [114] are well captured by the vapor and liquid interface temperatures T ∗SV ,

T ∗SL that maximize ∆LV [TSV , TSL, TS = TSL] (eqn. 3.24). Therefore in applications where

interface properties are not available a priori, the maximum entropy production condition

may be used to pinpoint the absolute temperatures of both phases at the interface and

the mass flux due to phase change. Only far field boundary conditions for temperature

and pressure must be input into this analysis.

As with prior analyses, taking the boundary condition in the vapor phase closer to

the interface does not significantly impact the interfacial temperatures T ∗SV , T ∗SL that

maximize ∆LV , as shown in Fig. 3.10. This simply provides a better estimate of the

interfacial heat fluxes used to calculate the entropy production rate.

The bulk temperature profiles in Fig. 3.11A are non-monotonic due to the interfacial

temperature jump, and the liquid side interface temperature TSL is not bounded by the

temperature conditions in the far field. This escapes a straightforward description from

existing theory and heretofore falls under the umbrella of ’nonlinear, transient evolution’.

However, the nonequilibrium thermodynamic mechanism proposed in this work suggests

that the interfacial liquid and vapor temperatures are selected by maximizing the rate
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Figure 3.10. A) The experimental temperature profile [114] of a two phase
water system is well described by the predicted interface temperatures for
the liquid (TSLM) and vapor (TSVM) side using the maximum entropy prin-
ciple. The interface is located at x = 0 micron, where a pronounced tem-
perature jump creates a non-monotonic temperature distribution such that
TSL is not bounded by the liquid or vapor temperatures in the far field.B)
The interfacial temperature jump is well described by the maximum entropy
principle. Only data sets that provided all necessary information such as
boundary conditions, distances to the interface, etc. were included in the
plot to avoid using any unknown properties to ’fit’ the data. Linear tem-
perature profiles were assumed in the liquid and vapor domains. The vapor
and liquid properties of water and octane (thermal conductivities, latent
heat of phase change, etc.) as a function of temperature were referenced
from the IAPWS formulation [136, 137, 124].

of entropy produced due to phase change; this non-monotonic behavior of the interface

temperatures is therefore deterministic, rather than stochastic.

Another set of experimental results[132, 116, 133, 134, 113] are visualized in Fig.

3.12. The temperatures of each phase at the interface in Fig. 3.12A and mass fluxes due to

phase change in Fig. 3.12B are well described by the thermodynamic principle proposed in

this work. This agreement holds for evaporation and condensation of water under laminar

and turbulent conditions, as well as for evaporation of octane. Although temperature
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Figure 3.11. A) The experimental temperature profile [114] of a two phase
water system is well described by the predicted interface temperatures for
the liquid (TSLM) and vapor (TSVM) side using the maximum entropy prin-
ciple. The interface is located at x = 0 micron, where a pronounced tem-
perature jump creates a non-monotonic temperature distribution such that
TSL is not bounded by the liquid or vapor temperatures in the far field.B)
The interfacial temperature jump is well described by the maximum entropy
principle. Only data sets that provided all necessary information such as
boundary conditions, distances to the interface, etc. were included in the
plot to avoid using any unknown properties to ’fit’ the data. Linear tem-
perature profiles were assumed in the liquid and vapor domains. The vapor
and liquid properties of water and octane (thermal conductivities, latent
heat of phase change, etc.) as a function of temperature were referenced
from the IAPWS formulation [136, 137, 124].

jumps in these sets of experiments are typically smaller, the nonequilibrium phase change

processes examined nonetheless exhibit the distinct non-monotonic characteristic wherein

the interface temperatures can lie outside the range of the far field temperature conditions.

In all cases, only far field pressures, temperatures, and domain lengths were used as input

into the maximum entropy rate principle; all properties on the interface were determined

by maximizing the entropy production rate ∆LV (eqn. 3.24).
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Figure 3.12. A) The experimentally measured temperature jump as well as
the distinct liquid and vapor side temperatures at the two-phase interface
are captured by the maximum entropy principle. This general agreement
between experiment and theory holds for evaporation (Exp # 1, 3, 7, 8,
9)[132, 116, 133] and condensation (Exp # 4, 5)[116] of water; evapo-
ration of octane (Exp # 2) [134]; evaporation of water under turbulent
conditions (Exp # 6) [135]; and evaporation of water heated on the vapor
side (Exp # 10, 11, 12) [113].B) The average phase change rate at the
interface in units of mass per area, per unit time drawn from the same ex-
periments are also captured by the maximum entropy principle. Only data
sets that provided all necessary information such as boundary conditions,
distances to the interface, etc. were included in the plot to avoid using any
unknown properties to ’fit’ the data; data points that overlapped signifi-
cantly in the plot were also excluded for clear visualization. The vapor and
liquid properties of water and octane (thermal conductivities, latent heat
of phase change, etc.) as a function of temperature were referenced from
the IAPWS formulation [136, 137, 124].

3.5. Discussion

To gain a physical understanding of nonequilibrium phase change in a liquid-vapor

system, we observe the interfacial temperature jump, mass flux and entropy production

rate associated with the average pressure and temperature at the interface for water (Fig.

3.15). In this example, the widths of both the vapor and liquid domains are fixed at 1
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mm. The piston cooling the liquid reservoir is held at a constant temperature of 350 K,

while the wall temperature is varied from 274 K ≤ TW ≤ 646 K for each value of pressure

102.9 Pa ≤ p ≤ 106 Pa imposed on the system (Fig. 3.15D). Given each set of boundary

conditions, the maximum value of the entropy production rate ∆LV,max in Fig. 3.2A is

used to determine the interface temperatures T ∗SL and T ∗SV , whose average is plotted on

the x axis. Similarly, the average pressure at the two phase interface is tabulated on the

y axis.

Fig. 3.15A overlays the interfacial temperature jump ∆TS = T ∗SV −T ∗SL on the average

pressure-temperature diagram at the interface. It is notable that interfacial temperature

continuity is a special condition confined to a single contour, whereas the majority of the

phase space is dominated by the existence of a temperature discontinuity. The sign of this

jump, whether T ∗SV > T ∗SL or vice versa, cannot in general be predicted by the equilibrium

binodal curve. The assumption of temperature continuity is not generally reliable when

the local interface rests in equilibrium.

Another way to characterize the interface is to look at the mass flux due to phase

change (Fig. 3.15B). The contour along which no phase change occurs is likewise ill

predicted by the binodal in general. The two contours ṁ = 0 and ∆TS = 0 separate

the interfacial phase space into four regions. In the top left and bottom right sectors,

phase change conforms to our physical intuition around the binodal. That is, as tem-

perature increases or pressure decreases past the coexistence curve, vapor becomes the

bulk stable phase and vice versa. The top right and bottom left sectors characterize the

metastable phases that are involved in processes like capillary condensation below and
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capillary evaporation above the binodal. Thus this entropic interface condition gives a

complete description of possible phase change processes in nonequilibrium scenarios.

All three curves (binodal, ṁ = 0, and ∆TS = 0) only intersect at the point TW =

T ∗SV = T ∗SL = TP , which reflects constant temperature profiles in both phases. This

corresponds to the bulk system being in equilibrium (Fig. 3.15C) such that ∆LV,max

reaches a global minimum value. The maximum entropy production rate for each set of

boundary conditions can be decomposed into the phase entropy ∆1,max, kinetic energy

∆2,max, and heat flux ∆3,max terms on the pressure-temperature phase diagram (Fig.

3.13). As the average interface temperature increases or the pressure decreases, ∆1,max

grows monotonically while ∆3,max exhibits the opposite behavior. The kinetic term ∆2,max

remains negligible due to the mass flux ṁ relative to the other quantities. Thus, the

competition of the two terms ∆1,max and ∆3,max gives rise to a global minimum in the

maximum entropy production rate when the system rests in equilibrium.

Fig. 3.14 shows that the maximum entropy production rate for octane displays char-

acteristics analogous to that of water. The competing relationships between the interface

temperatures and the individual terms ∆1,max and ∆3,max hold similarly for octane, while

the kinetic contribution from ∆2,max can likewise be neglected. As a result, octane also

achieves a global minimum value of ∆LV,max at the intersection of the binodal, zero mass

flux, and temperature continuity contours.

Both of these interfacial phase diagrams agree with the minimum entropy production

rate principle [138]. This principle says that over the relaxation time scale of a stationary

nonequilibrium system with some thermodynamic forces fixed and others free, the ther-

modynamic fluxes in the system conjugate to those unfixed forces will disappear. This
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Figure 3.13. The components of the maximum entropy production rate at the two phase
interface are mapped onto the average interfacial pressure and temperature. The width
of the vapor and liquid domains are both 1 mm. The piston cooling the liquid reservoir is
held at a constant temperature of 350 K, while the wall temperature and piston pressure
are varied.A) The maximum entropy production rate ∆LV (eqn. 3.24) at the average
interface temperature (T ∗SV +T ∗SL)/2 exhibits a global minimum at the intersection of the
binodal, continuous interface temperature and zero mass flux curves.B) The term ∆1,
which encapsulates the difference in phase entropies, increases for larger average interface
temperature and lower interface pressure.C) The second component of the entropy pro-
duction rate ∆2 reflects the kinetic energy contribution. Due to the small mass flux ṁ
relative to the other quantities, this term is negligible.D) The third component of the en-
tropy production rate ∆3 is due to heat transfer from the interface. This term increases for
lower interface temperature and higher pressure. The vapor and liquid properties of water
(thermal conductivities, latent heat of phase change, etc.) as a function of temperature
were referenced from the IAPWS formulation [136, 137, 124].
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Figure 3.14. For octane, the components of the maximum entropy production rate at the
two phase interface are mapped onto the average interfacial pressure and temperature.
The width of the vapor and liquid domains are both 1 mm. The piston cooling the
liquid reservoir is held at a constant temperature of 350 K, while the wall temperature
and piston pressure are varied.A) The maximum entropy production rate ∆LV,max (eqn.
3.24) at the average interface temperature (T ∗SV +T ∗SL)/2 exhibits a global minimum at the
intersection of the binodal, continuous interface temperature and zero mass flux curves.B)
The term ∆1,max, which encapsulates the difference in phase entropies, increases for larger
average interface temperature and lower interface pressure.C) The second component of
the entropy production rate ∆2,max reflects the kinetic energy contribution. Due to the
small mass flux ṁ relative to the other quantities, this term is negligible.D) The third
component of the entropy production rate ∆3,max is due to heat transfer from the interface.
This term increases for lower interface temperature and higher pressure. The vapor and
liquid properties of water (thermal conductivities, latent heat of phase change, etc.) as a
function of temperature were referenced from the literature [124, 142, 143].
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drives the system toward the minimum of the entropy production rate, which occurs at

equilibrium. Indeed, the global minimum in the entropy production rate is associated

with the equilibrium interfacial temperature and pressure, at the intersection of the two

contours ṁ = 0 and ∆TS = 0. If the wall temperature is allowed to evolve over time from

the initial condition (unfixed) rather than be held to a constant value, the system would

eventually relax to this equilibrium state in which the temperature profiles in both phases

are constant and equal.

On the shorter time scale, or if all thermodynamic forces are held constant, the associ-

ated thermodynamic fluxes adjust in order for the system to achieve the maximum entropy

production rate for each specific, average interfacial pressure and temperature plotted in

Fig. 3.15C. The minimum entropy production rate principle suggests that a stationary

nonequilibrium system with sufficient degrees of freedom will tend toward minimum value

of the entropy production rate over the relaxation time scale, whereas the maximum en-

tropy production rate principle tells us that a nonequilibrium system on a shorter time

period or under constant thermodynamic forcing will find the state corresponding to the

maximum in the entropy production rate as the fluxes vary. Indeed, both principles can

apply simultaneously, in that a stationary nonequilibrium system may approach the state

associated with the minimum entropy production rate on a longer time scale by taking

individual steps over a short time scale that maximize the entropy production rate at each

step, while satisfying thermodynamic constraints and governing laws.

Thus, the maximum entropy production rate allows us to accurately pinpoint the

interfacial properties of a nonequilibrium system undergoing phase change in a thermo-

dynamically consistent manner. It is the missing condition needed to close the two phase
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problem when phase change occurs across the interface. In addition, the minimum entropy

production rate informs the trajectory of a stationary phase change system over longer

time scales, within the permissible phase space set by the presence of fixed thermodynamic

forces or fluxes.

3.6. Conclusion

The maximum entropy production rate at the interface closes the phase change prob-

lem by determining the interface temperature and velocity. The predictions from the pro-

posed entropic interface condition well capture nanoscale temperatures and mass fluxes

for liquid, vapor and solid phase change at the nanoscale. The condition also accurately

predicts experimental data on interface temperature jumps and mass fluxes for different

fluids under both turbulent and laminar flows at mesoscale. This agreement suggests

that at most length and time scales, the interface properties are dominated by a deter-

ministic thermodynamic principle (that of entropy production maximization) rather than

stochastic or transient behavior which must be modeled probabilistically.

The maximum entropy principle can be used directly to design phase change systems to

achieve desired mass fluxes or interface properties for the applications discussed prior. It

can also be used to model nanoscale and mesoscale effects in continuum level simulations of

multiphase flows, where the saturation temperature has been the standard approximation.
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Figure 3.15. The nonequilibrium properties at the two phase interface are mapped onto
the average interfacial pressure and temperature. The distance of the interface from the
wall d and the distance of the interface to the piston L are both 1 mm, corresponding to the
widths of the vapor and liquid domains. The piston cooling the liquid reservoir is held at a
constant temperature of 350 K, while the wall temperature and applied piston pressure are
both varied.A) The temperature jump at the liquid vapor interface is generally nonzero.
The interface temperature is only continuous along the black contour.B) The mass flux
due to phase change across the interface is positive for evaporation and negative for
condensation. No phase change occurs along the white contour.C) The logarithm of
the maximum entropy production rate at each interface pressure and temperature shows
that the global minimum is located at equilibrium on the binodal, where the continuous
interface temperature and zero mass flux contours intersect. The point of intersection
corresponds to a constant temperature profile equal to the far field piston temperature
350 K in the liquid domain.D) The wall temperature TW is varied from 274 K to 646 K
at different pressures to obtain the phase diagrams of the interfacial temperature jump,
mass flux and entropy production rate. The vapor and liquid properties of water (thermal
conductivities, latent heat of phase change, etc.) as a function of temperature were
referenced from the IAPWS formulation [136, 137, 124].
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3.7. Methods

3.7.1. Finding the interfacial temperature

To use the maximum entropy production rate in determining the interfacial temperatures,

we developed the following algorithm.

1.) Obtain the temperature and pressure dependent properties of phases A and B

from literature [124, 137], including their entropies sA,B(T, P ), thermal conductivities

kA,B(T, P ), heat capacities, cP—A,B(T, P ) and densities ρA,B(T, P ).

2.) Estimate the interfacial heat fluxes. This can be done by assuming a lowest

order, linear model for the temperature profiles in each phase. Determine the far field

boundary conditions and associated length scales. For instance in a pool boiling scenario

for water, the wall temperature TW , distance d from the wall to the interface, liquid tem-

perature TP , and distance L between the interface and the liquid held at TP are natural

choices. A pressure condition is also required in either of the two phases. Such boundary

conditions can be measured experimentally or set computationally.

If temperature profiles are known a priori, the relevant distributions can be used to

precisely determine the interfacial heat fluxes. If flux boundaries instead of Dirichlet con-

ditions are set, the heat fluxes may also be estimated accordingly, though we have not

quantified the accuracy of this approach.

3.) For solid or liquid phases, the phase entropies sA,B can be determined using
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the temperature and pressure relations given in eqns. 3.23 and 3.27. If a vapor phase can

be approximated as an ideal, monatomic gas, eqn. 3.22 offers a suitable relationship for

the phase entropy.

4.) In the most general case, determine the entropy production rate ∆ as a func-

tion of the all possible interface temperatures TSA, TSB, TS using eqn. 3.17 outlined

by Delhaye [120]. We have found that the 1D, massless interface assumptions leading

to ∆1D (eqn. 3.21) may provide an adequate estimate in many scenarios. Note that

the fluid properties in each phase should be taken at the temperatures and pressures of

the interface, meaning that ∆ is in general a highly nonlinear function of TSA, TSB, and TS.

5.) The diffusive time scale τD,c, c ∈ {A,B} and evolution time scale τE,c can be

calculated in each phase. Note that τD,c = d2
c/αc represents the thermal diffusion time

scale, such that αc is the thermal diffusivity and dc is the relevant length scale occupied

by phase c ∈ {A,B}. The evolutionary time scale τE,c = dc/uS is the appropriate length

scale in each phase divided by the interface speed uS. Other than the fixed length scales

denoting the present location of the interface, all of the fluid properties in each phase

should be evaluated at the appropriate interface temperature.

If τE,c < τD,c, the corresponding interface temperatures are inadmissible; a thermody-

namic state cannot be accessed if the thermal relaxation time of either phase exceeds the

evolutionary time scale of the interface. The system has “moved on” before the interface

temperatures are achieved.
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6.) The interface temperatures that maximize the entropy production rate reflect

the most probable state observed over sufficient time or multiple iterations- the ensemble

average value at the interface.

3.7.2. Molecular dynamics

To gauge interface properties under nanoscale evaporation conditions as set up in Fig. 4.1,

we carried out molecular dynamics simulations with LAMMPS [139] software. A total

of 32085 SPC/E molecules of liquid water were equilibrated at saturation temperature

T = 373.15 K in the canonical ensemble with constant pressure (1 atm) imposed by

a piston constrained to move only in the direction orthogonal to the bottom surface

[164]. The solid surface and piston were constructed using two graphene sheets with

armchair lattice orientation, and the interaction between these planes and the SPC/E

water molecules was governed by the 6-12 Lennard Jones pair potential with the depth of

the potential well fixed at 0.05 kcal/mole [140]. After this equilibration step, the liquid

water adjacent to the bottom surface was heated to a target temperature of T = 575 K,

whereas the liquid adjacent to the piston was held at constant, saturation temperature to

simulate nonequilibrium heat transfer conditions [141]. The lateral simulation box size

in the plane parallel to the surface and piston was 8 nm by 8 nm. The perpendicular

dimension varied as the vapor film thickness evolved in time.
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CHAPTER 4

Cardiovascular disease

Background: What is the physical mechanism that drives aneurysm formation and

growth? The question remains fundamentally unresolved. Currently, the clinical diag-

nosis and treatment of aneurysms is informed by statistical guidelines on the size and

growth rate of an aneurysm, along with a holistic consideration of possible symptoms

and associated pathologies such as Marfan Syndrome, bicuspid aortic valve, etc. Without

knowing the key factors driving aneurysm development, it is difficult to assign meaning-

ful preventative treatment or assess the risk of rupture against the hazards of elective

surgical repair. This hold true especially for aneurysms that do not currently satisfy

the prevailing surgical intervention guidelines, but nonetheless may experience significant

growth or imminent rupture; conversely, aneurysms that exceed an intervention criterion

may potentially be stable.

Hypothesis: In this work, we propose a fluid-structure instability that can cause

blood vessels to dilate and form aneurysms, or drive existing aneurysms to experience

growth. This ab-initio framework leads to a physical parameter that informs the stability

of a local vessel cross section. A local dilation that whose parameter exceeds an analyti-

cally derived threshold implies that the driving pressure gradient in the blood flow exceeds

the restoring effect of the vessel stiffness and blood viscosity; this location is expected to

see aneurysm formation or growth.
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Methods and Results. A HIPAA-compliant, retrospective study was conducted

with 44 patients. The cohort was comprised of patients with magnetic resonance imaging

(MRI) scans of the upper and descending aorta. The patient must also have a subsequent

follow-up at least one year after the initial MRI scan, where their aneurysm development

was reviewed through either MRI, computed tomography (CT) or echocardiogram. The

stability parameter was calculated for each aortic cross section for every patient for the

earliest MRI data. Patients whose largest parameter value exceeded the analytical thresh-

old was categorized as ’growth expected’ (GE) with respect to the proposed instability

mechanism. Patients whose largest parameter value did not exceed the threshold was

categorized as ’growth not expected’, (GNE). This theoretical quantifier was compared

with the clinical outcome recorded at follow-up, where patients were categorized as ex-

periencing ’no arteriopathy development’ or ’arteriopathy development’, which comprises

observed aortic diameter growth, surgical intervention, and/or stenosis. A receiving op-

erator characteristic (ROC) curve was generated to gauge the diagnostic capability of the

stability parameter. The area under the curve of the ROC analysis was 0.93. No training

data was necessary to ’tune’ the stability parameter.

Conclusions: The proposed instability mechanism appears to be an important factor

in aneurysm growth and formation in many clinical scenarios. It offers accurate prediction

of aneurysm development from patient specific data that can inform precise, targeted

management of disease progression.
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4.1. Introduction

Aneurysms are pathological, localized dilations of a blood vessel that may occur

throughout the human body.

Intracranial, thoracic aortic, and abdominal aortic aneurysms (IA, TAA, AAA) are

each estimated to occur with a global prevalence of 2 − 5% [144, 145, 146]. Rupture

of an aneurysm induces a high rate of mortality and morbidity for the patient. Studies

showed that over half of patients with ruptured TAAs or AAAs died before reaching a

hospital, with overall mortality ranging from 80 to 100% [147, 148].

For IAs, between 10 to 30% of patients died suddenly away from hospitals [146], and

of those admitted for treatment, 45% of patients experienced an outcome categorized

as either moderately disabled, severely disabled, vegetative survival, or death on the

Glasgow Outcome Disability Scale. Elective surgery can be performed to prevent rupture

but also carries the risk of death and complications like paraplegia [147]. Thus, it is

vital to accurately determine the risk of aneurysm formation and growth to inform timely

treatment.

The standard of care is to recommend elective treatment for aneurysms based on

statistical associations between rupture risk and aneurysm size; for TAAs, the chance of

rupture increases from 2% for diameters between 4 and 4.9 cm to 7% for diameters above

6 cm, [149] while mean growth rates are between 0.1 to 0.3 cm per year [150]. This

informs the current clinical practice, which suggests surgical intervention for aneurysms

with diameters larger than a range between 5.5 to 6.0 cm or exhibiting growth rate larger

than a range between 0.5 to 1 cm per year, depending on the aneurysm location and

patient history [150, 151].
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The state of the art to predict aneurysm growth is based on regression analyses for

risk factors such as age or smoking history [152]; regression on geometric features such

as aneurysm diameter or undulation index [153]; machine learning approaches trained

on imaging features such as aneurysm diameter or intraluminal thrombi thickness [154].

These methods are based on establishing a correlation between available clinical data and

aneurysm growth rates. As with all regression techniques, the breadth of data used to train

the model is the main determinant for performance; with a small training cohort relative

to the disease population, the predictive capability of the model becomes extrapolative

rather than interpolative.

In this work, we identify a fluid-structure instability that can drive aneurysm formation

and growth. The dominant destabilizing terms are the pressure gradient driving blood

flow through the blood vessel and the vessel diameter. Meanwhile, the kinematic viscosity

of blood and the wall stiffness stabilize the vessel. The competition between these factors

reveal an underlying mechanism for aneurysm development as a function of flow and

tissue properties. A single dimensionless parameter can be derived from first principles

to encapsulate this instability. If the stability parameter at a local cross section of the

blood vessel exceeds an analytically derived threshold, an aneurysm is expected to form

or grow at the site. Otherwise, the location should remain stable with time.

In a retrospective study of 44 patients with thoracic aortic aneurysms, we show that

the stability parameter can be used as a diagnostic biomarker to determine whether an

aneurysm grows or stays stable. The only input to calculate the parameter for each

patient is a magnetic resonance imaging (MRI) scan taken at a single time point. This

analytical determination is then compared with the clinical outcome reported from a
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Figure 4.1. The distensible blood vessel is modeled as a one-dimensional
system with internal pressure P and velocity u averaged across the radial
direction r, which is normal to the centerline coordinate x. The interior
area A = πR2 varies as a function of both space x and time t.

follow-up at least one year after the baseline MRI. The area under the curve for a receiver

operating characteristic analysis is 0.93. No training data is necessary to tune the physical

parameter.

4.2. Vessel Instability

A classical model for flow through a blood vessel consists of 1D conservation equations

for mass and momentum derived from the Navier-Stokes equations, closed by a consti-

tutive tube law for the variation of pressure with the cross sectional area of the vessel

[155, 156]. Here, the pressure gradient is chosen to vary periodically in time with fre-

quency equal to that of the heartbeat cycle, to account explicitly for nonconstant temporal

effects[157].

4.2.1. Governing Equations

In 1D, the mass and momentum conservation equations are [155, 156]

(4.1)
∂A

∂t
+
∂(uA)

∂x
= 0,
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(4.2) A
∂u

∂t
+ αAu

∂u

∂x
= −A∂P

∂x
+ 2πν

(
r
∂u

∂r

)
r=R

,

where A(x, t) and R(x, t) denote the cross sectional area and radius, while the pressure

P (x, t) and velocity u(x, t) represent values averaged over the radial profiles at each loca-

tion x and time t. Here, P represents the excess internal pressure over reference pressure

outside the vessel, normalized by the fluid density. The kinematic viscosity of blood is ν

and its density is ρ.

The viscous term in the momentum equation depends on the radial velocity profile

and thus the Womersley number wo of the flow [155]. It is commonly reformulated as

(4.3) 2πν

(
r
∂u

∂r

)
r=R

= −
( 2Rτ

µu︸︷︷︸
β

)
πνu,

where u denote the average fluid velocity, and µ is the dynamic viscosity. The constant

β is defined as the flow’s shear stress at a nonzero Womersley number w0 = R
√
ω/ν.

Here, ω is the angular frequency of the sinusoidal oscillations in time for the velocity u

inside the vessel. This factor β therefore captures the relationship between viscous shear

stress and the pulsatile flow frequency of the heartbeat cycle. It is determined by using

the functional relationships of the wall shear stress τw = −µ
(
u
r

)
r=R

and flow rate Q with

wo [158].

For a parabolic velocity profile corresponding to wo = 0, β = 8. As wo increases, the

viscous contribution becomes localized in a boundary layer at the wall, leading to a larger

value of β for higher frequency flow through the aorta. Figure 4.2 presents β normalized

by β = 8 for a parabolic velocity profile as wo varies. The initial nonlinear behavior for
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Figure 4.2. The viscous factor β as a function of Womersley number w0.
Here, β has been normalized by its value at w0=0, corresponding to a
parabolic velocity profile.

wo < 2 smooths out into a linear relation when wo > 2 and the transient inertial forces

are large. This relationship spans the full range of physiological heartbeat frequencies.

For simplicity, the tube law relating pressure to area is taken to be linear

(4.4) P =
Ke

ρ

(
A

Ao
− 1

)
.

where Ke is the vessel wall stiffness and Ao is the relaxed area of the vessel corresponding

to excess internal pressure P = 0.

4.2.2. Base Flow

For pulsatile blood flow, the base, equilibrium solutions for area, pressure, and velocity

can be written as the sum of a constant, mean value, and an oscillatory, time-dependent
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component

(4.5) Ab = Am + Aω(t),

(4.6) ub = um + uω(t),

(4.7) − ∂Pb
∂x

= φb = φm + φω(t),

where Am, um, and φm are the mean values of area, velocity, and pressure gradient,

while Aω, uω, and φω are the time dependent, oscillatory components. The oscillatory

component of the pressure gradient in the base solution has a real, known amplitude of

φ̄ω, such that φω(t) = φ̄ω
2

(eiωt + e−iωt). The base solution for P is obtained by integrating

∂Pb
∂x

with respect to x to give

(4.8) Pb = Pm −
[
φm +

φ̄ω
2

(eiωt + e−iωt)
]
x

If the pressure gradient is sufficiently small with respect to Pm, the term in square brackets

can be neglected in the base case for simplicity. This gives a constant pressure profile

Pb ≈ Pm and thus a constant area profile Ab ≈ Am from the tube law (eqn. 4.4).

The maximum error in assuming constant pressure and area in the base solution can

be estimated by [φm + φ̄ωcos(ωt)]xmax, where xmax is the length of the ascending aorta.

The systolic pressure drop from the ascending to the descending aorta is found on average

to be 20 mmHg [166]. With a typical average pressure of Pm = 100 mmHg[160], the error

in this assumption is approximately 20%.
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The oscillatory component of velocity in the base solution takes the form uω(t) =

1
2
(ūωe

iωt + ū∗ωe
−iωt). The base flow is therefore described by the conservation equations

(4.9)
∂ub
∂x

= 0,

(4.10) Ab
∂ub
∂t

= −Ab
∂Pb
∂x
− βbπνub,

where βb is the viscous coefficient in the base case. Expanding the momentum equation

in terms of the mean and oscillatory terms,

(4.11) Am
∂uω(t)

∂t
= Am[φm + φω(t)]− βbπνum − βbπνuω(t).

Satisfying the momentum equation (eqn. 4.11) for the mean terms φm and um yields

(4.12) um =
φmAm
βbπν

.

Analogously, the magnitude of the oscillatory components are related by

(4.13) ūω =
φ̄ωAm(βbπν − iωAm)

(βbπν)2 + (ωAm)2
.

Lastly, the tube law gives an expression for the mean pressure

(4.14) Pm =
Ke

ρ
(
Am
Ao
− 1).
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4.2.3. Linear stability analysis

The base solutions for the velocity, area and pressure are perturbed by infinitesimal primed

quantities

(4.15) C = Cb + C ′

where

(4.16) C ′ =
1

2

(
C ′k(t)e

ikx + C ′∗k (t)e−ikx
)

for C ∈ [A, u, P ]. To conduct a linear stability analysis, the linearized perturbation equa-

tions must only contain real terms. First, the time dependent amplitude C ′k(t) associated

with each wavenumber k and its conjugate C ′∗k (t) are treated separately to obtain six

linearized equations

(4.17)
∂A′k
∂t

+ Abiku
′
k + ubikA

′
k = 0,

(4.18)
∂A′∗k
∂t

+ Abiku
′∗
k + ubikA

′∗
k = 0,

(4.19) Ab
∂u′k
∂t

+ A′k
∂ub
∂t

+ Abubiku
′
k = −AbikP ′k − βpπνu′k + φbA

′
k,

(4.20) Ab
∂u′∗k
∂t

+ A′∗k
∂ub
∂t
− Abubiku′∗k = AbikP

′∗
k − βpπνu′∗k + φbA

′∗
k ,
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(4.21) P ′k =
Ke

ρ

A′k
Ao
,

(4.22) P ′∗k =
Ke

ρ

A′∗k
Ao

,

where φb = −∂Pb
∂x

= φm + φω(t) is the acceleration due to the pressure gradient in the

base solution, and βp is the viscous coefficient in the perturbed solution. Note that the

perturbations are small with respect to the base flow, such that the velocity profile can

be approximated as parabolic. Hence, βp ≈ 8.

Next, each pair of linearized conservation equations (eg. eqn. 4.17 and 4.18) can

be added and subtracted to reformulate the perturbation equations in the real C ′r and

imaginary components C ′i

(4.23)
∂A′r
∂t
− Abku′i − ubkA′i = 0,

(4.24)
∂A′i
∂t

+ Abku
′
r + ubkA

′
r = 0,

(4.25) Ab
∂u′r
∂t

+ A′r
∂ub
∂t
− Abubku′i = AbkP

′
i − βpπνu′r + φbA

′
r,

(4.26) Ab
∂u′i
∂t

+ A′i
∂ub
∂t

+ Abubku
′
r = −AbkP ′r − βpπνu′i + φbA

′
i,

(4.27) P ′r =
Ke

ρ

A′r
Ao
,
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(4.28) P ′i =
Ke

ρ

A′i
Ao
,

where

(4.29) C ′r =
1

2
(C ′k + C ′∗k )

and

(4.30) C ′i = − i
2

(C ′k − C ′∗k )

We can combine the tube law (eqn. 4.27 and 4.28) into the momentum equations (eqn.

4.25 and 4.26) to obtain

(4.31) Ab
∂u′r
∂t

+ A′r
∂ub
∂t
− Abubku′i = Abk

Ke

ρ

A′i
Ao
− βpπνu′r + φbA

′
r

(4.32) Ab
∂u′i
∂t

+ A′i
∂ub
∂t

+ Abubku
′
r = −Abk

Ke

ρ

A′r
Ao
− βpπνu′i + φbA

′
i

4.2.4. Floquet Analysis

The linearized perturbation equations are parametric, such that the coefficient φb is a

periodic function of time. The heartbeat angular frequency ω imposed in the base solution

can drive the perturbations D′, where D ∈ [u,A] to grow exponentially.

This effect is captured by allowing the perturbations to take the Floquet form[161].

(4.33) D′r = e(µ+iαω)tF (t mod 2π/ω)
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where the function F is periodic in time with period 2π/ω. The growth rate µ determines

the stability of the system. If µ < 0 for all wavenumbers k, the amplitude of all perturba-

tions decay in time; otherwise if µ > 0 for any wavenumber k, the base solution becomes

unstable. F can be decomposed as a Fourier sum over all frequency modes of ω to give

(4.34) D′r =
∞∑
−∞

D̂r,ne
[µ+i(n+α)ω]t D′i =

∞∑
−∞

D̂i,ne
[µ+i(n+α)ω]t

The partial derivatives of D′r, D
′
i with respect to time become

(4.35)

∂D′r
∂t

=
∞∑
−∞

[µ+ i(n+ α)ω]D̂r,ne
[µ+i(n+α)ω]t ∂D′i

∂t
=
∞∑
−∞

[µ+ i(n+ α)ω]D̂i,ne
[µ+i(n+α)ω]t

These perturbation solutions can be substituted into the linearized governing equations

(eqn. 4.23, 4.24, 4.25, 4.25, 4.27, and 4.27), yielding the characteristic equations

(4.36) [µ+ i(n+ α)ω]Âr,n − Amkûi,n − umkÂi,n −
k

2
ūωÂi,n−1 −

k

2
ū∗ωÂi,n+1 = 0,

(4.37) [µ+ i(n+ α)ω]Âi,n + Amkûr,n + umkÂr,n +
k

2
ūωÂr,n−1 +

k

2
ū∗ωÂr,n+1 = 0,

(4.38)

Am[µ+ i(n+ α)ω]ûr,n − Amumkûi,n −
Amkūω

2
ûi,n−1

− Amkū
∗
ω

2
ûi,n+1 +

iωūω
2

Âr,n−1 −
iωū∗ω

2
Âr,n+1 =

AmkKe

ρAo
Âi,n − βpπνûr,n + φmÂr,n +

φ̄ω
2
Âr,n−1 +

φ̄ω
2
Âr,n+1,
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(4.39)

Am[µ+ i(n+ α)ω]ûi,n + Amumkûr,n +
Amkūω

2
ûr,n−1

+
Amkū

∗
ω

2
ûr,n+1 +

iωūω
2

Âi,n−1 −
iωū∗ω

2
Âi,n+1 =

− AmkKe

ρAo
Âr,n − βpπνûi,n + φmÂi,n +

φ̄ω
2
Âi,n−1 +

φ̄ω
2
Âi,n+1.

4.2.5. Dimensionless Form

To simplify the representation, we introduce the following length and time scales L →
√
Am, T → 2Am

βbπν
, and a dimensionless group NT → KeAm2

ρAo(
βb
2
πν)2

. The physical parameters

in the problem become µ̃ = Tµ, ω̃ = Tω, k′′ = kL
√
NT , Ã = Â

L2 , u′′ = ûT
L
√
NT

, Nm =

φmT 2

L
√
NT

, and Nω = φ̄ωT 2

L
√
NT

. Using these terms, the dimensionless forms of the characteristic

equations (eqn. 4.36, 4.37, 4.38 and 4.39) are

(4.40)

[µ̃+ i(n+ α)ω̃]Ãr,n − k′′u′′i,n −
Nm

2
k′′Ãi,n −

Nω

2(2 + iω̃)
k′′Ãi,n−1 −

Nω

2(2− iω̃)
k′′Ãi,n+1 = 0

(4.41)

[µ̃+ i(n+ α)ω̃]Ãi,n + k′′u′′r,n +
Nm

2
k′′Ãr,n +

Nω

2(2 + iω̃)
k′′Ãr,n−1 +

Nω

2(2− iω̃)
k′′Ãr,n+1 = 0

(4.42)

[µ̃+ i(n+ α)ω̃]u′′r,n −
Nm

2
k′′u′′i,n −

Nω

2(2 + iω̃)
k′′u′′i,n−1

− Nω

2(2− iω̃)
k′′u′′i,n+1 +

iω̃Nω

2(2 + iω̃)
Ãr,n−1 −

iω̃Nω

2(2− iω̃)
Ãr,n+1

− k”Ãi,n + 2
βp
βb
u′′r,n −NmÃr,n −

Nω

2
Ãr,n−1 −

Nω

2
Ãr,n+1 = 0
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(4.43)

[µ̃+ i(n+ α)ω̃]u′′i,n +
Nm

2
k′′u′′r,n +

Nω

2(2 + iω̃)
k′′u′′r,n−1

+
Nω

2(2− iω̃)
k′′u′′r,n+1 +

iω̃Nω

2(2 + iω̃)
Ãi,n−1 −

iω̃Nω

2(2− iω̃)
Ãi,n+1

+ k′′Ãr,n + 2
βp
βb
u′′i,n −NmÃi,n −

Nω

2
Ãi,n−1 −

Nω

2
Ãi,n+1 = 0

The important parameters describing the oscillatory component of flow through the

vessel—including blood viscosity, vessel diameter, pressure driven acceleration, and vis-

cous contribution under pulsatile waveform of the flow— have been collected in a single

dimensionless number Nω. Akin to the role of the Reynolds number in describing the

onset of turbulence, the stability parameter tracks the inception of the flutter type insta-

bility. The other nondimensional group Nm scales with the mean field velocity um and

is typically much smaller than Nω which scales with uω, the oscillatory amplitude of the

velocity in time.

Here, ω̃ encapsulates the dimensionless angular frequency of a heart beat cycle. For

a solution x = [Ãr,n,Ãi,n,u′′i,n,u′′r,n] to exist, the determinant of the matrix equation Ax=0

(eqn. 4.40, 4.41, 4.42 and 4.43) must be identically zero. Satisfying this determinant

condition for µ̃ = 0 gives a dispersion relationship between the wavenumber k′′ of the

perturbation and the dimensionless parameter Nω along the marginal stability curve.

This relationship holds for input values of the oscillatory frequency ω̃ and mean field

group Nm specific to the flow scenario. For values of Nω below this curve, perturbation

amplitudes decay in time, while above this curve the base state becomes unstable.

Fig. 4.3A) plots the dispersion relationship for representative values of the angular

frequency ω̃ = 5.9, Nm = 1.4× 10−2 and βp/βb = 1.4 corresponding to human physiology.
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Figure 4.3. A)The marginal stability curve depicting the dispersion rela-
tionship between the dimensionless wave number k′′ of the perturbation
mode and the dimensionless parameter Nω, which encapsulates the blood
viscosity, vessel diameter, pressure driven acceleration, and viscous contri-
bution under pulsatile waveform of the flow. For a give k′′, Nω larger than
the value on the marginal stability curve indicates that the system is un-
stable as the perturbation amplitude will grow, and vice versa. B) The
imaginary component of the Floquet multiplier α on the marginal stability
curve. For small wavenumbers k′′, α = 0 indicates that only harmonic cases
are relevant. Near order one k′′, the system undergoes a Neimark-Sacker
[163] or secondary Hopf bifurcation in which 0 < α < 0.5.

The marginal stability curve appears to plateau for larger values of the wavenumber k′′ but

does not asymptote to a constant value even for nanoscale spatial wavelengths, associated

with large k′′ on the order of 1010. There is thus no value of Nω below which the system

remains unconditionally stable for all k′′.

This may be a limitation of the 1D analysis, as we expect higher wave number modes to

be filtered out by viscous effects, especially above the viscous wave number k′′(boundary

layer) associated with the boundary layer thickness of flow inside the vessel. The math-

ematical representation of this limitation is that the viscous coefficient βp/βb does not
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scale with k′′ in eqn. 4.42 and eqn. 4.43. We expect that a full 3D treatment of this prob-

lem should allow the marginal stability curve in Fig. 4.3A) to curve back towards larger

Nω for wave numbers above k′′(boundary layer), as is commonly seen in such dispersion

relationships [164].

Nonetheless, we note that the inertial regime dominates near the wave number k′′(radius)

associated with vessel radius R. Perturbation modes near k′′(radius) correspond to the

natural length scale of the system and should be accurately captured by the current anal-

ysis given that viscous effects are small in this neighborhood. The variation of Nω between

k′′(radius) and k′′(boundary layer) is typically 0.1% of the mean value. Thus, we select

the value of Nω on the marginal stability curve at k′′(radius) as the the threshold value

Nω,crit for the system.

Essentially, have used Nω,crit at the wave number k′′(radius) to approximate the true,

minimum Nω on the marginal stability curve. A full, 3D analysis of flow through the

vessel should be done to determine the error in this approximation; such an undertaking

is outside the scope of the present work.

The physical significance of Nω,crit lies in what claims we can make about a system

exhibiting Nω relative to this threshold value. If Nω > Nω,crit, the blood vessel will be

unstable to a waveband of perturbation modes, whereas below this threshold, the base

flow should remain stable.

For completeness, Fig. 4.3B) also displays the imaginary component of the Floquet

multiplier α on the marginal stability curve. For small wavenumbers k′′, α = 0 indicates

that only harmonic cases corresponding to real Floquet exponents are relevant. Near

order one k′′, the system undergoes a Neimark-Sacker (NS) [163] or secondary Hopf



163

bifurcation in which 0 < α < 0.5. For Nω above the marginal stability curve, the system

transitions from stable periodic oscillations to unstable divergent trajectories through

a subcritical NS bifurcation. For Nω below the marginal stability curve, the system

transitions from stable periodic oscillations to quasi-periodic oscillations with secondary

frequencies corresponding to nonzero α; this results from a supercritical NS bifurcation.

4.2.6. Patient-specific instability

To determine the flow stability for a specific patient, the above formulation requires

information about the wall stiffness Ke of the blood vessel. This physiological parameter

can be found from the pulse wave velocity (PWV) measured from imaging techniques

such as MRI scans and echocardiograms. The PWV is the propagation speed of the pulse

wave in the aorta and is related to the elastic modulus or stiffness of the aortic wall. This

relationship can be derived by transforming the set of simplified governing equations to

the standard form of the wave equation [162]. The relevant conservation equations are

(4.44)
∂A

∂t
+
∂Au

∂x
= 0,

(4.45)
∂u

∂t
+ u

∂u

∂x
= −∂P

∂x
,

where the viscous term has been neglected, and P is the dynamic pressure divided by the

blood density. A general tube law is used

(4.46) P =
1

ρ
G(A),



164

where G is some function of the local cross-sectional area. Without adding new notation,

we next introduce an invertible change in the independent variables x→ x+ut and t→ t

such that the velocity u is frozen at the mean value. In the new basis, the conservation

equations become

(4.47)
∂A

∂t
+ A

∂u

∂x
= 0,

(4.48)
∂u

∂t
+

1

ρ

dG

dA

∂A

∂x
= 0.

Differentiating the mass equation (eqn. 4.47) with respect to time and the momentum

equation 4.48) with respect to space give

(4.49)
∂2A

∂t2
+ A

∂2u

∂x∂t
= 0,

(4.50)
∂2u

∂x∂t
+

1

ρ

dG

dA

∂2A

∂x2
= 0,

which can be combined to obtain

(4.51)
∂2A

∂t2
−
(1

ρ

dG

dA
A
)∂2A

∂x2
= 0.

This is the standard form of the wave equation, where the term in brackets is typically

called the propagation speed. It represents the speed of the plane wave solutions to eqn.

4.51. The pulse wave velocity can thus be defined as

(4.52) c2
pw =

1

ρ

dG

dA
A
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For the purposes of the present analysis, the tube law term appears in the perturbation

equations. By expansion around the base pressure Pb and area Ab,

(4.53) P = Pb + P ′ = Pb +
1

ρ

dG

dA

∣∣∣
b
A′ = Pb + c2

pw

A′

Ab
.

We see that no matter which form the tube law G(A) takes, the measured PWV can be

used to quantify the vessel’s elastic properties. The key dimensionless parameter becomes

(4.54) Nω =
φ̄ωA

3/2
b

(βb
2
πν)

√
ρAo
Ke

=
φ̄ωAb

βb
2
πνcpw

.

Using eqn. 4.54, Nω can now be calculated explicitly from clinical imaging data for each

cross section along a blood vessel. The difference between this clinical, patient specific

value Nω,clin and the critical threshold Nω,crit on the marginal stability curve produces an

overall stability parameter

(4.55) Nω,sp = Nω,clin −Nω,crit.

If Nω,sp > 0, the vessel cross section is expected to grow due to the increase in perturbation

amplitude. Otherwise for Nω,sp ≤ 0, the vessel diameter should remain constant in time

since all perturbation modes decay. Thus, we have developed an ab-initio theoretical

framework to predict the stability of an aortic section depending on a patient’s aorta

diameter Ab, oscillatory acceleration due to blood pressure φ̄ω, pulsatile contribution to

wall shear βb, blood viscosity ν, and blood density ρ. These values can be extracted from

clinical imaging (Ab, φ̄ω, and βb) as well as literature (ν ≈ 4e − 3N s/m2 and ρ ≈ 1060

kg/cm3 [166]).
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We propose that the stability parameter Nω,sp can be used as a physiomarker to

forecast aneurysm development. If the stability parameter at a local cross-section of the

blood vessel satisfies Nω,sp > 0, we hypothesize that the growth of perturbation modes will

trigger the cross-sectional area of the vessel to dilate permanently over time. Otherwise

if Nω,sp <= 0, perturbation amplitudes will decay, and the vessel should remain stable.

4.3. Methodology

To gauge the performance of this physiomarker in analyzing aneurysm growth, a ret-

rospective study was carried out for patients with and without existing aortopathies.

4.3.1. Cohort Selection

A database of patients and indicated for clinical cardiac imaging, including 4D flow MRI,

at Northwestern Memorial Hospital between 2011 and 2019 was queried to identify a list

of subjects with suspected isolated aortopathy and normal, tricuspid aortic valve (TAV).

Exclusion criteria were aortic valve stenosis (mild to severe), ejection fraction lower than

50%, bicuspid aortic valve, history of aortic dissection, or history of valve replacement or

aortic repair. Subjects both with and without aortic dilitation — clinical measurement

of maximal-area ascending aortic (MAA) or sinus of valsalva (SOV) diameter greater or

equal to 4 cm — were included.

An additional group of healthy subjects was assembled as a control cohort. These sub-

jects were drawn from a separate database of prospectively-recruited healthy volunteers

who received 4D flow MRI. Subjects eligible for enrollment were 18 and older, and with
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no known cardiovascular disease or abnormalities. The cohort for analysis was chosen

from the overall group of recruited volunteers to be uniformly distributed by age and sex.

All subjects were included in this study with oversight by and approval from the North-

western University Institutional Review Board. Patients were enrolled by retrospective

chart review and waiver of consent. Healthy subjects were enrolled with prospectively

obtained informed consent.

4.3.2. Clinical chart reviews and patient outcomes classification

Clinical patient records were reviewed comprehensively to identify the occurrence or lack

of aortic diameter growth or aortic surgery after the 4D flow imaging for each patient.

Aortic diameter growth was assessed from radiological measurements taken with CT or

MR angiography imaging, which included standardized assessment of MAA and SOV

diameter in double-oblique view. Aortic surgery events included any surgical replacement

or repair of the aortic valve or any portion of the aorta between sinus and arch. Times

between 4D flow imaging and follow-up measurements or surgical events were noted.

Cohort Characteristics. From the database of subjects with clinically indicated cardiac

and 4D flow MRI, a total of 119 patients with suspected aortopathy and normal TAV were

identified for potential inclusion in this study. Of the patients identified, 26 were excluded

due to lack of sufficient follow-up data, which was defined as at least one angiography exam

occurring subsequent to the 4D flow imaging analyzed here. A further 18 were excluded

for having concurrent conditions, such as history of congenital heart malformations, prior

valve repair operations, or genetic connective tissue disorder. The final cohort of patients

comprised 75 subjects. The age range in patients was 29 years to 79 years, and 23%
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controls
(n = 100)

patients
(n = 75)

age (years) 46.4±15.5 [19,79] 58.5±11.7 [29,79]
sex (female) 51 [51%] 17 [23%]

height (m) 1.71±0.11 [1.30,1.96] 1.77±0.13 [1.40,2.30]
weight (kg) 79.1±17.9 [47.6,142.9] 86.4±18.8 [45.5,140.9]
SOV (mm) – 41.8±4.8 [32.0,52.0]

MAA (mm) – 39.1±5.4 [27.0,47.0]

Table 4.1. Characteristics of the study cohort are summarized for age, sex,
as mean ± standard deviation and [minimum,maximum] of range or [per-
centage] values.

of the patients were female. Additionally, a total of 100 healthy control subjects were

identified, and the selections represented a wide range of ages and sexes in the cohort, with

subjects aged 19 years to 79 years and 51% of the group female. The cohort demographic

characteristic statistics are summarized in table 4.1.

4.3.3. Image Acquisition and Preprocessing

Clinical imaging was performed at 1.5T and 3T (Aera/Avanto/Espree, Siemens, Ger-

many). Sequence parameters for 4D flow MRI included 1.2–3.1 × 1.2–3.1 × 1.2–5.0 mm3

/ 33–45 ms spatial / temporal resolution; 12.4–40.6 × 18.0–50.0 × 3.8–17.6 mm3 field

of view; 80–500 cm/s VENC, as appropriate, determined from flow scout image; 2.1–3.0

ms TE, 4.1–5.7 ms TR, 7–25◦ tip angle; and respiratory navigators for free-breathing

scans. Images for all subjects were acquired between January 2011 and December 2019.

Pre-processing of 4D flow MRI data included previously-described methods for correc-

tion of background phase from eddy currents and Maxwell terms and for velocity phase
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un-aliasing [165]. Preprocessing was performed with commercial computational soft-

ware (MATLAB, Mathworks, Natick, Massachusetts). Following preprocessing, a three-

dimensional segmentation of the thoracic aorta was performed using commercial image

processing software (Mimics Innovation Suite, Materialize, Leuven, Belgium).

4.3.4. Image Processing

The 4D flow MRI provides information about the three-dimensional geometry of the aorta

as well as the velocity field inside it. The 3D geometry is time-averaged from velocity

contrast, and therefore remains constant in time. Fig. 4.4(a) shows the time-averaged

geometry of an aorta from a 4D flow MRI. The geometry is generated on a Cartesian grid

of voxels which have a binary value, i.e., voxels lying outside and inside the aorta have a

value of 0 and 1, respectively. The measured velocity field is a function of both space and

time.

Our analysis was focused only on the ascending part of the aorta, from the aortic root

to just below the three branches at the aortic arch. This region is shown inside the red

box in Fig. 4.4 (a) and more clearly zoomed in Fig. 4.4(b). The upper and lower limits

of the ascending aorta were segmented manually.

To model the ascending part of the aorta in a one-dimensional model, we find the

variation of cross-sectional area and mean velocity along its length. A centerline is first

generated through the ascending aorta (Fig. 4.4(b)). Normal planes are then generated.

These planes were used to calculate the cross-sectional areas and mean velocities at every

point along the centerline. Voxels on each plane are then meshed using Delaunay triangu-

lation (Fig. 4.4(c)). The sum of these triangles is the cross-sectional area Ab of the aorta
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Figure 4.4. Cross-sectional areas and mean velocity field from 4D flow MRI
of the aorta. (a) Time-averaged 3D geometry of the aorta. The red box
marks the ascending aorta. The axes units are in cm; (b) Point cloud (in
blue) showing the ascending aorta. The red curve shows the centerline, and
the red boxes show the planes normal to the centerline. These planes are
used to calculate the cross-sectional areas and mean velocities. The axes
units are in cm; (c) An example of the aorta cross-section on a normal
plane. Meshing is done using Delaunay triangulation to calculate the cross-
sectional area at the normal plane. The axes units are in cm; (d) Variation
of mean velocity as a function of time and length along the ascending aorta.

at a particular centerpoint. The mean velocity at each cross-section are calculated by

u(x, t) =
1

N

N∑
i

vi(x, t) · n̂,(4.56)

where u is the mean velocity at the centerline, i represents the i-th point in plane, N is

the total number of points, vi is the velocity at the i-th point, n̂ is the unit normal to the

plane, x is the distance along the centerline, and t is time. The variation of u(x, t) during

a cardiac cycle is shown in Fig. 4.4(d).
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These velocity profiles can be used to calculate the φ̄b via 4.13 as well as the pulse wave

velocity cpw [167]. All physiological parameters needed to calculate Nω,sp can therefore

be extracted from MRI imaging.

4.4. Results and Discussion

A total of 71 patients in the case cohort had at least one clinical follow-up visit so that

their growth rate could be quantified. These patients also did not exhibit any imaging

artifacts in their initial, baseline MRI. The maximum of their SOV and MAA diameters

(SOVmax and MAAmax) recorded during each clinic visit are presented as a time series after

their initial MRI at year 0 (Fig. 4.5A, 4.5B). The choice of the maximum diameter rather

than the mean value abides by standard clinical practice for radiologists in annotating

growth impressions of the patient over time.

The evolution of SOVmax is characterized by the maximum rate of change ∆SOVmax

over sequential follow-up imaging. For the patient specific data in Fig. 4.5A, ∆SOVmax =

0.39 cm/year due to a stepwise jump in measured SOVmax between years 2 to 3. This

growth rate is defined analogously for the maximum MAA diameter; Fig. 4.5B gives

∆MAAmax = 0.19 cm/year for the same patient. Although a line could be fit to the

data to extract an average growth rate, this approach is not indicative of standard prac-

tice. Radiologists typically take the the maximum diameter difference between sequential

follow-ups to quantify growth. This method is susceptible to outliers, but the usual ap-

proach is to bring in the patient for a second follow-up within a short time period if the

growth rate measured differs significant from the patient’s prior history.
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Figure 4.5. A) The maximum SOV diameter recorded during each clinical
visit. The initial MRI was processed at year 0. B) The maximum MAA
diameter recorded during each clinical visit. C) A phase diagram of patients
with follow-up imaging data. The maximum growth rate of their MAA and
SOV in (cm/year) are visualized with respect to theoretical prediction Nω,sp.
If Nω,sp > 0, the patient’s marker is labeled by “x”. Otherwise, the data
point is labeled by “∇”. The circles indicate that the patient experienced
a surgical outcome after their initial MRI at year 0. Nω,sp > 0 appears to
correlate with larger growth rates for the MAA and SOV. D) Each patient
has been labeled according to whether Nω,sp > 0 accurately predicts a
growth outcome, quantitatively categorized as exhibiting a growth rate in
SOV or MAA ≥ 0.29 cm/year. This threshold is considered an indication
for more frequent surveillance as it lies outside the range of normal growth
rates in the thoracic aorta.

The per patient growth rates for the SOV and MAA are visualized in Fig. 4.5C and

compared with our theoretical predictions. Each “x” in Fig. 4.5C denotes Nω,sp > 0, as
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calculated from the patient’s MRI image at year 0. This indicates that the ascending aorta

is expected to grow due to the flutter type instability. Conversely, each “∇” represents

Nω,sp <= 0. Since all perturbation modes are damped in this case, the ascending aorta

should not be subject to the identified instability. Patients who experienced surgical

outcomes after their initial MRI are circled. Growth rates exceeding 0.3 cm/year lie

outside the range of normal growth of the thoracic aorta. Dilation of the SOV or MAA

above this threshold is clinically recognized as a significant interval increases in aortic

dimension and serves as an indication for more frequent surveillance [168]. This threshold

for abnormal growth has been included as well in Fig. 4.5C.

We observe that the Nω,sp appears to correlate with larger growth rates in both the

MAA (Pearson correlation of 0.61, with a p-value of 10−8) and SOV (Pearson correlation of

0.62, with a p-value of 4×10−9). Fig. 4.5D shows that by using aortic growth rates of 0.29

cm/year as an indicator of significant growth, the stability parameter Nω,sp > 0 serves as a

good binary predictor for the growth outcome of each patient. This threshold of significant

growth of 0.29 cm/year is the optimal operating point that maximizes sensitivity and

specificity of the physiomarker and is remarkably close to the clinical threshold used in

practice [168].

The accuracy, sensitivity, and specificity of this proposed physiomarker in predicting

abnormal growth in the thoracic aorta are 0.93, 0.86, and 0.96, respectively. The area

under the curve of a receiver operating characteristic (ROC) analysis is 0.96, which is

typically considered “outstanding” for the performance of a binary predictive diagnostic

[169]. Additionally, the optimal operating point occurs at the minimum positive value for

Nω,sp for patients with follow-up data, suggesting that the analytically derived threshold
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Nω,sp > 0 Nω,sp ≤ 0

φ̄ω cpw Ab β φ̄ω cpw Ab β
m/s2 m/s cm2 none m/s2 m/s cm2 none

Patients

median 7.5915 3.5524 9.1440 25.7694 6.2827 6.5385 9.4793 25.9611

p-value 0.0027 2× 10−11 0.3056 0.4049 - - - -
between Nω,sp

p-value 0.0940 0.0007 0.0115 0.0105 0.0246 3× 10−5 3× 10−5 7× 10−6

between cohorts

Normal
subjects

median 10.7675 5.3595 6.3685 21.8522 6.9409 8.7686 7.7526 24.0146

p-value 0.0098 0.0042 0.1394 0.0718 - - - -
between Nω,sp

Table 4.2. Each physiological term that contributes to measuring the sta-
bility parameter Nω,sp is tabulated for both patients and normal subjects-
the patient’s aorta diameter Ab, oscillatory acceleration due to blood pres-
sure φ̄ω, pulsatile contribution to wall shear βb, and pulse wave velocity cpw.
The one-tailed Wilcoxon rank sum test was used to determine whether the
larger median of one population (e.g. patients, Nω,sp > 0) is significantly
greater than the smaller median of the other (e.g. patients, Nω,sp < 0).
The row of p-values comparing patient and normal subject cohorts is col-
ored red, while the row of p-values comparing Nω,sp > 0 and Nω,sp ≤ 0 is
colored blue. Rejection of the null hypothesis at the 5% level is colored
purple.

Nω,crit accurately describes the onset of the underlying instability. No training data set

was necessary to “tune” the calculation of the physiomarker.

4.4.1. Normal subject and patient cohorts

Next, the distributions of the stability parameter Nω,sp in both the normal subject cohort

and the patient cohort are examined. A few salient points are reported here.
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As seen in Fig. 4.6, the median physiomarker value for the normal subject cohort is

shown to be significantly (p= 2×10−7) smaller than that for the patient cohort, via a one-

tailed Wilcoxon rank sum test. This agrees with the inclusion criteria used to establish

the patient and normal subject cohorts, suggesting that the physiomarker discriminates

the abnormal features driving aneurysm growth. The sample size of both cohorts exceed

32, the value required to establish a difference in their median values at a significance

level of (p<0.005) with 90% statistical power.

Table 4.2 shows the breakdown of component physiological properties that make up

the physiomarker Nω,sp for the two cohorts. In the normal subject cohort, a positive

stability parameter Nω,sp > 0 can be caused by two significant factors. The first is larger

(p = 0.0098) blood flow acceleration φ̄ω driven by the oscillatory pressure gradient during

the cardiac cycle. Normal subjects with unstable physiomarker Nω,sp > 0 exhibit larger

φ̄ω compared to normal subjects with a stable physiomarker Nω,sp ≤ 0 in a one-tailed

Wilcoxon rank sum test. The second factor is smaller (p = 0.0042) pulse wave velocity

cpw, which indicates lower aortic stiffness. Such aortic walls distend farther under the

same pressure gradient compared to aortas characterized by larger cpw.

In the patient cohort, a positive stability parameter Nω,sp > 0 is also driven by a

significantly larger (p = 0.0027) acceleration φ̄ω and smaller (p = 2 × 10−11) pulse wave

velocity. This suggests that the main factors underlying aneurysm growth and formation

in both patients with existing aortopathies and normal subjects are similar. However,

a feature by feature comparison shows that that the physiological properties in the two

cohorts differ significantly across the board.
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First, the aortic areas Ab for both stable Nω,sp ≤ 0 and unstable Nω,sp > 0 patients

are significantly larger than that for subjects. This agrees with the selection criteria

for the two cohorts, in that patients were indicated for cardiac imaging due to possible

aortopathies. Similarly, the pulse wave velocities for stable Nω,sp ≤ 0 and unstable Nω,sp >

0 patients are significantly smaller than that for subjects. This suggests that as aneurysms

dilate towards larger sizes, the aortic wall weakens and becomes less stiff. Such a process

can form a self-reinforcing cycle since the thinning of the intimal wall during aneurysm

expansion decreases the elastic modulus, which induces farther dilation when Nω,sp > 0.

Next, we note the wall shear coefficients β due to pulsatile flow for both stable Nω,sp ≤

0 and unstable Nω,sp > 0 patients are significantly larger than that for subjects. This

difference arises from the larger pulsatile frequency ω observed in patients, which reduces

the width of the viscous boundary layer but also increases the resulting wall shear stress.

In patients, Cliff’s delta δC = 0.0280 between the stable Nω,sp ≤ 0 and unstable Nω,sp > 0

populations. This means that distance between the two distributions for β is negligible,

suggesting that this wall shear does not play a significant role in driving aneurysm growth

for larger aneurysms. In normal subjects, however, Cliff’s delta δC = 0.3605 between the

stable Nω,sp ≤ 0 and unstable Nω,sp > 0 populations. Thus, wall shear contributes

more significantly to triggering the flutter instability for small aneurysm sizes during the

formative stage.

Lastly, Table 4.2 shows that the pressure driven acceleration φ̄ω for the stable Nω,sp ≤ 0

population of patients is significantly larger than that for stable subjects. This may arise

due to both the expansion in aortic dimensions as well as blood pressure management

prescribed clinically for patients with aortopathies. For patients, the Cliff’s delta δC =
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0.7608 for the difference in pulse wave velocity cpw, while δC = 0.3199 for the difference

in acceleration φ̄ω between the stable Nω,sp ≤ 0 and unstable Nω,sp > 0 populations.

Meanwhile for normal subjects, the Cliff’s delta δC = 0.6473 for the difference in pulse

wave velocity cpw, while δC = 0.5736 for the difference in acceleration φ̄ω.

Thus, unstable Nω,sp > 0 aneurysms in patients are driven more significantly by the

smaller pulse wave velocity, while unstable aneurysms in normal subjects are induced more

significantly by larger pressure driven acceleration. We have pinpointed a fundamental

difference between the growth mode of large aneurysms in patients and the development

process of small aneurysms in normal subjects, which may arise from both disease pro-

gression and clinical treatment.

4.4.1.1. Age and gender partitioning. Next, we bin the patient and normal subject

cohorts into different age and gender groups. Unsurprisingly, we see significant difference

in the physiomarker Nω,sp between the two cohorts. The stability parameter is larger in the

patient cohort for both male and female subjects in the age groups (Age < 40) and (60 ≤

Age), indicating greater growth in aneurysms for patients. This suggests that neither age

nor gender are confounding factors for the different physiomarker Nω,sp distributions in

the two cohorts.

In the patient population, the physiomarker is systematically though not significantly

larger for females than males in each age group. This

[?]

Each of the age stratified categories (Age < 40, 40 ≤ Age < 60, and 60 ≤ Age) showed

a significantly smaller median physiomarker value (p<0.005) for the subject population

than for the corresponding category in the patient population, for ages 30 and up. This
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suggests that age is not a confounding factor for the different Nω,sp distributions in the

two cohorts.

Considering the normal subject cohort only, the median physiomarker value was sig-

nificantly smaller (p<0.005) for subjects of ages < 60, compared to those with ages ≥ 60.

Additionally, the median physiomarker value measured for men was significantly larger

(p<0.005) than for women. This complies with clinical observation that that the risk of

developing TAAs increases with age, and is greater for men than women [149]. These

observed population markers for TAAs appear to agree with the general distribution of

Nω,sp.
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Figure 4.6. A) The distribution of the stability parameter Nω,sp in the pa-
tient and normal subject cohorts. The median physiomarker value for the
normal subject cohort is shown to be significantly (p<0.005) smaller than
that for the patient cohort, via a one-tailed Wilcoxon rank sum test.
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Nω,sp

Age < 40 40 ≤ Age < 60 60 ≤ Age

Patients

median (female) -1.7870 -1.5444 -0.1496

p-value 0.5301 0.4590 0.3085
between genders

p-value (female) 0.3304 0.2720 0.4492
between age groups

p-value (female) 0.0485 0.0608 0.0035
between cohorts

median (male) -1.9003 -1.6373 -1.7122

p-value (male) 0.2706 0.3807 0.4516
between age groups

p-value (male) 0.0089 0.1154 0.0017
between cohorts

Normal
subjects

median (female) -2.9578 -3.3852 -3.6360

p-value 0.5066 0.0860 0.3365
between genders

p-value (female) 0.2843 0.1160 0.0633
between age groups

median (male) -3.2141 -2.7179 -4.0342

p-value (male) 0.2661 0.0076 0.0296
between age groups

Table 4.3. The stability parameter Nω,sp stratified by age and gender. The
one-tailed Wilcoxon rank sum test was used to determine whether the larger
median of one population (e.g. patients, Age < 40, female) is significantly
greater than the smaller median of the other (e.g. normal subjects, Age
< 40, female). The row of p-values comparing patient and normal subject
cohorts is colored red, while the row of p-values comparing genders is colored
blue. The row of p-values comparing each age group is colored green; note
that the p-value beneath Age < 40 tests the age groups Age < 40 and 40 ≤
Age < 60, the p-value beneath 40 ≤ Age < 60 tests the age groups 40 ≤
Age < 60 and 40 ≤ Age, and the p-value beneath 60 ≤ Age tests the age
groups 60 ≤ Age and Age < 40. Rejection of the null hypothesis at the 5%
level is colored purple.
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4.5. Conclusion

To summarize, we analyzed the growth of aortic aneurysms from first principles by

conducting a linear stability analysis of the integral-averaged mass and momentum conser-

vation equations describing the evolution of blood flow velocity through an elastic vessel

with time and spatially varying cross-sectional area. The perturbation equations around

the base flow gives us a matrix equation relating the temporal growth rate of each per-

turbation mode to its wave number. Floquet theory is used to account for the parametric

effect of the heartbeat frequency— essentially, the time varying blood velocity waveform.

The important parameters describing the flow through the vessel—including viscosity,

vessel diameter, pressure driven acceleration, etc.— are collected in a single dimensionless

number, which we call the stability parameter. Akin to the role of the Reynolds number

in describing the onset of turbulence, the stability parameter tracks the inception of the

flutter type instability. If the stability parameter at a local cross-section of the blood

vessel exceeds an analytically derived threshold, the growth of perturbation modes will

trigger the cross-sectional area of the vessel to dilate. We therefore hypothesize that an

aneurysm will form or grow at the site. Otherwise, perturbation amplitudes will decay in

time, and the location should remain stable.

Through comparison with imaging data extracted from clinical visits, we’ve shown

that the proposed stability parameter can be used as a physiomarker to forecast aneurysm

growth. The only input to calculate the parameter for each patient was a baseline mag-

netic resonance imaging (MRI) scan taken during the initial visit. We found that patients

who were predicted by this physiomarker to experience permanent aortic dilation were
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significantly more likely to exhibit aneurysm growth and surgical outcomes rather than

stable aneurysm sizes at clinical follow-up.

In summary, our work shows that the ab-initio physiomarker can both predict the

quantitative, time-dependent behavior of aneurysm evolution in patients from a single

image as well as capture the observed qualitative population trends in subjects without

an existing record of cardiac disease. Thus, we have initiated validation of both the

diagnostic capability of the physiomarker as well as its role as a fundamental mechanistic

precursor to aneurysm formation and growth.
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[152] Sarah Geisbüsch, Angelina Stefanovic, Deborah Schray, Irina Oyfe, Hung-Mo Lin,
Gabriele Di Luozzo, and Randall B Griepp. A prospective study of growth and rup-
ture risk of small-to-moderate size ascending aortic aneurysms. J Thorac Cardiovasc
Surg, 147(1):68–74, Jan 2014.

[153] Anirudh Chandrashekar, Ashok Handa, Pierfrancesco Lapolla, Natesh Shivaku-
mar, Elisha Ngetich, Vicente Grau, and Regent Lee. Prediction of abdominal aortic
aneurysm growth using geometric assessment of computerised tomography images
acquired during the aneurysm surveillance period. Annals of Surgery, Publish Ahead
of Print, 2020.



196

[154] Kenichiro Hirata, Takeshi Nakaura, Masataka Nakagawa, Masafumi Kidoh, Seitaro
Oda, Daisuke Utsunomiya, and Yasuyuki Yamashita. Machine learning to predict
the rapid growth of small abdominal aortic aneurysm. J Comput Assist Tomogr,
44(1):37–42, Jan/Feb 2020.

[155] Karim Azer and Charles S Peskin. A one-dimensional model of blood flow in arteries
with friction and convection based on the womersley velocity profile. Cardiovasc Eng,
7(2):51–73, Jun 2007.

[156] Xiao-Fei Wang, Shohei Nishi, Mami Matsukawa, Arthur Ghigo, Pierre-Yves Lagrée,
and Jose-Maria Fullana. Fluid friction and wall viscosity of the 1d blood flow model.
Journal of Biomechanics, 49(4):565–571, 2016.

[157] J R WOMERSLEY. Method for the calculation of velocity, rate of flow and viscous
drag in arteries when the pressure gradient is known. The Journal of physiology,
127(3):553–563, 03 1955.

[158] X. He, D. N. Ku, and J. E. Moore. Simple calculation of the velocity profiles for
pulsatile flow in a blood vessel using mathematica. Annals of Biomedical Engineering,
21(5):557–558, 1993.

[159] Seda Aslan, Paige Mass, Yue-Hin Loke, Linnea Warburton, Xiaolong Liu, Naru-
toshi Hibino, Laura Olivieri, and Axel Krieger. Non-invasive prediction of peak sys-
tolic pressure drop across coarctation of aorta using computational fluid dynamics.
Annual International Conference of the IEEE Engineering in Medicine and Biology
Society. IEEE Engineering in Medicine and Biology Society. Annual International
Conference, 2020:2295–2298, 07 2020.

[160] Ethel M Frese, Ann Fick, and H Steven Sadowsky. Blood pressure measurement
guidelines for physical therapists. Cardiopulmonary physical therapy journal, 22(2):5–
12, 06 2011.

[161] Paul M. Lion. Stability of linear periodic systems. Journal of the Franklin Institute,
281(1):27–40, 1966.
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