
NORTHWESTERN UNIVERSITY 

Multiscale Modeling and Mechanics of Graphene-based Nanomaterials 

and Carbon Fiber Reinforced Epoxy Resin Composites 

A DISSERTATION 

SUBMITTED TO THE GRADUATE SCHOOL 

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 

for the degree 

DOCTOR OF PHILOSOPHY 

Field of Civil and Environmental Engineering 

By 

Zhaoxu Meng 

EVANSTON, ILLINOIS 

September 2018 



2 
 

 

 

 

 

 

 

 

 

© Copyright by Zhaoxu Meng 2018 

All Rights Reserved 

 

  



3 
 

ABSTRACT 

Carbon-based materials, such as graphene and carbon fibers, have good prospects for 

applications in reinforcements of polymers as advanced structural composites. Hence, the study of 

the mechanical properties of the constituents and the composites is becoming increasingly popular 

in both academia and industry.  

Graphene has been shown to have a comparative advantage over traditional materials as 

composite reinforcements. There is a rapid rise of interest in harnessing the mechanical properties 

of graphene and its derivatives, like graphene oxide (GO), at larger length scales and higher 

material hierarchies, i.e. multi-layer assemblies. Despite the great progress in developing synthesis 

and characterization methods for these materials, the physical mechanisms governing the 

mechanical performance of multi-layer graphene (MLG) and GO sheets remain poorly understood. 

Experimental techniques offer limited insights into atomic-scale deformation processes, while 

atomistic simulations have proved prohibitively expensive in investigating the large-deformation 

and failure mechanisms of the multi-layer assemblies. Similar bottlenecks also exist for the 

characterization of matrix materials, such as epoxy resins. Previous atomistic investigations of 

epoxy resins fall short in linking nanoscopic observations to macroscopic properties, and thus, it 

limits the use of simulations in the computational design of new materials.  

To overcome these critical issues, we first develop coarse-grained (CG) models of MLG and 

GO sheets, which are incorporated into molecular dynamics (MD) simulations that are capable of 

quantitatively reproducing their mechanical responses in both elastic and fracture regimes. 

Additionally, the CG model of GO accurately captures the heterogeneous mechanical properties 

of GO with different chemistries. With two to three orders of magnitude increase in computational 

efficiency, CG MD simulations are then used to elucidate the mechanisms of deformation and 
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failure of MLG and GO sheets by collaborating with experimentalists. Specifically, we discover 

for the first time an atomic-level interlayer slippage process in MLG, which leads to repeatable 

energy dissipation of MLG sheets under film deflection tests. We also successfully elucidate the 

experimentally measured thickness-dependent strength of MLG sheets. In addition, differences in 

the failure modes of GO membranes under nanoindentation are shown to be due to differences in 

the chemistries of the contact area. We also show the potential of these CG models to study the 

fracture toughness of mesoscale graphene and GO sheets, as well as to investigate the mechanical 

properties and failure mechanisms of nacre-inspired nanocomposites. We also utilize our CG MD 

approach to study the ballistic impact behavior of thin MLG sheets. The simulation results reveal 

distinctive failure mechanisms that deteriorate the ballistic resistance of MLG sheets. Specifically, 

we have observed the in-plane cone wave formed upon impact can reflect from clamped 

boundaries and induce early perforation. In addition, the compressive wave in the thickness 

direction could result in spalling-like failure, similarly to the failure mechanism in the impact on 

macroscopic concrete specimen. To relate the observed failure mechanisms to microballistic 

experiments, we also develop analytical relationships, based on continuum mechanics theories, to 

bridge the size scales and provide a full picture of the deformation processes.  

Among all the matrix materials, epoxy resin is promising in graphene-based nanocomposites 

as well as in carbon fiber reinforced composites with its excellent mechanical properties and 

temperature resistance. However, developing new and better ones always take a long time as we 

have limited understanding of the physics underlying their properties. To characterize its structure-

property relationship from molecular scale, we first develop a robust atomistic model for its 

crosslinked structure and investigate the effect of resin functionality, crosslink degree, and 

component ratio on resin thermomechanical properties. More importantly, we link atomistic tensile 
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simulations of the resin with its macroscopic fracture energy, using a theoretical fracture 

mechanics model developed for the polymeric system. With this theoretical model, we also provide 

physical insight into the molecular mechanisms that govern the fracture characteristics of epoxy 

resins. Then, to establish the structure-property relationship of carbon fiber composites from a 

multiscale perspective, we utilize MD simulation results and an analytical gradient model to 

characterize the properties of the interphase region between fiber and matrix, which are then 

integrated into finite element analysis to investigate the failure behavior of composites. Using this 

multiscale framework, we explicitly elucidate that the nanoscale interphase region is crucial to 

capture the realistic mechanical properties of composites, especially the non-linear response at 

large deformation.  

The studies presented here illustrate important mesoscale physical mechanisms governing the 

mechanical performance of composite constituents such as MLG and GO sheets and epoxy resins 

as well as the entire composites. The insights obtained from the studies would lay the foundation 

for developing future impact and failure resistant composites.   
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Chapter 1: Introduction and Background 

In this chapter, I will start with the Introduction and Background of my Ph.D. dissertation, 

which focuses on the multiscale modeling and mechanics of graphene-based nanomaterials and 

carbon fiber reinforced epoxy resin composites. The overall objective of my research is to explore 

molecular and meso-scale mechanisms governing the mechanical performance of carbon-based 

materials and their polymers composites. In the first section, I will briefly introduce the “wonder 

material” - graphene, its derivative graphene oxide, and their related nanocomposites. I will 

highlight their excellent mechanical properties and applications for structural materials. In the 

following section, I will introduce typical matrix polymeric materials used in nanocomposites and 

composites. Then, in the third section, I will discuss the common characterization methods for 

investigating mechanical properties of nanomaterials and composites. I will conclude the chapter 

with an overview of the entire dissertation and how different characterization methods have been 

utilized to investigate the mechanics of graphene-based nanomaterials and carbon fiber reinforced 

epoxy resin composites.  

1.1 The era of graphene and its related nanocomposites 

Graphene, a so-called “wonder material”, has been attracting worldwide interest since the first 

report of its existence [1]. This is not surprising given that its 2D-atomic crystal structure with 

covalently bonded carbon atoms possesses unique properties such as high thermal and electrical 

conductivity [2], large surface area [3], high elastic modulus and intrinsic strength [4]. Graphene 

has been applied in the areas such as high-performance composite materials [5-7], electronics [8], 

strain sensors [9-11], hydrogen storage [12], supercapacitors [13, 14], and solar cells [15, 16]. 

Among all these applications, graphene-based nanomaterials and composites in structural 

applications are becoming increasingly popular. Pristine graphene has the highest recorded elastic 
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modulus (1 TPa) and intrinsic strength (~120 GPa) [4]. This extraordinary mechanical strength 

gives graphene a comparative advantage over other reinforced fillers commonly used in structural 

materials [17]. To achieve its theoretical intrinsic strength, it requires high-quality graphene with 

defect-free lattices [18-20]. While it is still challenging to fabricate inch-size single-crystalline 

graphene, large-area polycrystalline graphene (poly-graphene) containing internal grain 

boundaries and defects has been successfully synthesized via chemical vapor deposition (CVD) 

[21]. The strength of poly-graphene is substantially lower than the intrinsic strength of pristine 

graphene, but still higher than most of the engineering materials [22-24]. Interestingly, the fracture 

toughness of poly-graphene was found to be higher than that of pristine graphene due to the 

branching of the cracks during fracture [25-28], which demonstrates the idea of utilizing 

geometrical and topological engineering concepts to make poly-graphene a better candidate than 

pristine graphene for structural applications.  

Graphene oxide (GO), a derivative of graphene, contains oxygen-rich functional groups, which 

deteriorates its mechanical and electronical properties compared to pristine graphene. However, 

these functional groups also facilitate the dispersion of GO flakes in many solvents and polymer 

matrices [29-31], which allows facile preparation of polymer nanocomposites and scale-up 

production of GO. In addition, enhancement of damage tolerance and the interfacial interactions 

among GO layers, as well as between GO and matrix materials make GO a more favorable 

reinforcement [32-37]. There is an increasing amount of evidence that the key factor governing 

the mechanical response of composites is not the stiffness of reinforcements, but the interfacial 

interactions between the reinforcement and the matrix [7, 17, 38, 39]. Moreover, it has been 

reported that thermal stability of polymers could be greatly improved by incorporation of GO 

sheets [40, 41].   
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Production and preparation of graphene-based nanocomposites have been widely studied in 

the materials community. The most important aspect during the preparation of such 

nanocomposites is to ensure that graphene or GO flakes disperse adequately within the matrix. To 

design the optimal filler geometry, people often refer to biological materials for inspiration. Nacre, 

possessing both high strength and toughness after billions of years of evolution [42], has been a 

source of inspiration in the design of nanocomposites [43, 44]. The nacre-inspired nanocomposites 

possess a brick and mortar layered architecture. They overcome the bottleneck of traditional 

nanocomposites, such as poor dispersion, low loading, and weak interface interactions [45-48]. 

Many nanocomposite fabrication strategies have been presented in the literature. Among these, 

layer by layer assembly [49, 50] and vacuum-assisted filtration self-assembly [51] are two versatile 

techniques that are promising for preparing nacre-inspired nanocomposites. Recently, nacre-

inspired nanocomposites with graphene and GO serving as the brick building block have been 

fabricated and shown excellent mechanical properties [46, 51]. Such nanocomposites demonstrate 

promise for applications in many fields, including aerospace, race cars, and flexible electronic 

devices [52-54].  

1.2 Matrix materials used in composites 

As alluded to in the previous section, one of the most popular matrix materials used in 

composites is polymeric materials. Depending on the chemical structures of the polymers (or how 

the polymers chains are linked), the polymers can be classified as thermoplastics or thermosets 

polymers [55]. Methacrylate-based polymers are an important family of thermoplastics. They have 

been widely used in manufacturing thin films, nanocomposites, and nanoelectronics because they 

are easily processable and they possess remarkable mechanical properties [56-58]. In the category 

of thermosets polymers, epoxy resins, characterized by a highly crosslinked structure that evolves 
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during the curing process [59], possess excellent thermomechanical properties as well as good 

bonding quality to reinforcements. Epoxy resins generally have higher stiffnesses than 

thermoplastic polymers due to their crosslinked nature, and they are better suited to high-

temperature applications as the crosslinking gives rise to higher glass transition temperatures [60]. 

Epoxy resins have been applied in wide range of areas, most notably as structural adhesives and 

matrix materials in graphene-reinforce nanocomposites and fiber-reinforced composites. In 

Chapter 6, I will present a framework for the characterization of thermomechanical properties of 

epoxy resins. In Chapter 7, I will discuss designing and characterizing nacre-inspired 

nanocomposites system with poly (methyl methacrylate) (PMMA) as matrix material.  

1.3 Characterization methods for mechanical properties of materials 

Typically, there are three approaches in scientific research: experimental, analytical, and 

computational methods. The experimental method is usually the most convincible, but also very 

challenging to conduct, especially at the nanoscale. The analytical (or theoretical) method has the 

capability to generalize a scientific finding into broader principles so that it can be broadly 

applicable to similar systems and processes. The computational method has the ability to provide 

insights into problems that are hard to be tackled analytically or experimentally. During scientific 

research, it is always better and more valuable to integrate more methods together.  

A variety of recently developed experimental characterization techniques have been used to 

investigate the properties of carbon-based nanoscale materials. Here, I would like to mention 

several of them. Raman spectroscopy has been proved useful in characterization and study of the 

mechanical properties of graphene flakes and their interfacial stress transfer capability. Atomic 

force microscopy (AFM) has been used to characterize the number of graphene layers [1]. In 

addition, it has been used to indent free-standing monolayer graphene to measure its mechanical 



21 
 

properties [4]. Laser-induced projectile impact tests (LIPIT) [61] were recently used to investigate 

the dynamic mechanical behavior of multi-layer graphene (MLG) sheets under micron-size 

projectile impact. These experimental techniques have provided significant insights into the 

deformation mechanisms of graphene sheets and graphene-based nanomaterials. Nevertheless, 

these experimental techniques suffer from the limited resolution at the nanoscale and are typically 

destructive, consuming time and material.  

A number of theories have been proposed to study and predict the mechanical properties of 

composites and nanomaterials. In the traditional composites area, micromechanics theories are 

typically employed to predict the effective behavior of heterogeneous composites. The simplest of 

these to describe the reinforcement achieved from a high-modulus in a low-modulus matrix is the 

rule of mixtures [55]. Later theories have aimed to account for the orientation and size of the filler 

among other effects [62]. There are also semi-empirical methods to describe the reinforcing 

efficiency by considering more factors, such as Halpin-Tsai model [63], and Mori-Tanaka model 

[64, 65]. When considering the mechanical properties of polymer-based nanocomposites, some 

have suggested that classical micromechanical models developed for normal composites cannot 

be generally applied and that the interactions and interphases at the molecular scale play a major 

role [66]. Even if they may be somewhat phenomenological at times, there is still overwhelming 

evidence that micromechanics models and theories can effectively describe the mechanical 

behavior of nanocomposites [67, 68]. Among these modeling approaches, the classical shear-lag 

model is particularly noteworthy [69, 70] because it has been successfully applied to study the 

interfacial shear stress distributions [71-74] and explain the optimal length scales emerging from 

shear load transfer in biological materials [75, 76]. 
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Another important characterization method for nanomaterials is computation and modeling. 

Among all the computational techniques, molecular dynamics (MD) simulations have been 

successfully applied to investigate thermal and mechanical properties of nanoscale materials and 

systems. In particular, many studies have utilized MD simulations to investigate graphene and its 

related nanomaterials. One major portion of these studies focus on all-atomistic (AA) simulations, 

in which every atom in the systems is represented. Another portion focuses on coarse-grained (CG) 

simulations, where groups of atoms are clustered into beads that interact through an effective force-

field. With fewer particles and degrees of freedom, CG simulations are able to investigate 

mesoscale physical processes, while retaining certain molecular details of the systems. More 

details about MD simulations and CG technique will be introduced in Chapter 2.  

1.4 Thesis outline 

Despite recent developments in characterization methods, there are still certain aspects of 

research areas in which experimental methods have limited resolution and AA MD simulations are 

prohibitively expensive to conduct. For instance, the physical mechanisms governing the 

mechanical performance of multi-layer graphene system span multiple length scales [7]. Neither 

experimental techniques nor AA MD simulations can access all the relevant length scales, and 

there is a huge gap between them in terms of spatio-temporal scales. In addition, there have been 

long-existing challenges in applying MD simulation results to predict macroscopic materials 

properties and investigate fracture mechanisms, especially for polymer systems [77, 78].  

To bridge the current gap between experimental and computational characterization methods 

and further empower MD simulations, this work starts with developing multiscale computational 

approaches, in particular, CG MD models for MLG and GO sheets. The detailed calibration 

approach and model performance are presented in Chapter 3. With 2 to 3 orders of magnitude 
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computational efficiency increase gained by these CG models, they are utilized to elucidate the 

mechanisms of deformation and failure of graphene-based nanomaterials, which corroborate 

recent findings of nanomechanical experiments. Specifically, in Chapter 4, I focus on the 

nanoindentation characterization of MLG and GO sheets and fracture toughness measurements, 

and, in Chapter 5, I focus on dynamic loading conditions, i.e., ballistic impact. These two chapters 

explicitly show that MD simulations utilizing the developed CG models are able to not only 

illustrate unique deformation processes, but also reveal failure mechanisms that are not easily 

obtained from experimental methods. Along the way, I also present analytical models that are 

developed to generalize these findings and unravel size-dependent properties of different systems.  

For the characterization of matrix material – epoxy resin, a robust atomistic model for its 

crosslinked structure is developed in Chapter 6 and used to investigate the effect of resin 

functionality, crosslink degree, and component ratio on resin thermomechanical properties. More 

importantly, atomistic tensile simulations of the resin are linked with its macroscopic fracture 

energy, using a theoretical fracture mechanics model developed for polymeric systems. With this 

theoretical model, it is possible to provide physical insight into the molecular mechanisms that 

govern the fracture characteristics of epoxy resins. Then, in Chapter 7, to establish the structure-

property relationship of carbon fiber reinforced epoxy resin composites from a multiscale 

perspective, MD simulation results and an analytical gradient model are combined to characterize 

interphase properties, which are integrated into finite element analyses to investigate the failure 

behavior of composites. In addition, in the same chapter, I also present the work in understanding 

the failure mechanisms of a nacre-inspired nanocomposites with layered MLG/PMMA structure.  

At last, in Chapter 8, I summarize the contributions of these studies and indicate possible 

research directions to conduct in the future. Throughout this dissertation, I especially focus on how 
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different characterization methods, with MD simulation as a basic tool, have been used to advance 

the understanding of the mechanics of graphene-based nanomaterials and carbon fiber reinforced 

epoxy resin composites. 

  



25 
 

Chapter  2: Computational Method 

In this chapter, the basic computational tool – molecular dynamics (MD) simulation will be 

discussed. The first section provides an overview of MD, as well as some practical considerations 

that are employed. The second section discusses different force fields, some of which will be used 

in our simulations. The third section introduces the general coarse-graining methods for different 

systems as well as common CG models in the literature. While an overview of the techniques is 

included in this chapter, more specific details can be found in the following chapters. 

2.1 Molecular dynamics simulations 

MD simulations basically simulate the movement of particles based on Newton’s Law of 

Motion: 

 𝐹⃗ =
𝑑

𝑑𝑡
(𝑚𝑣⃗) = 𝑚𝑎⃗ (2-1) 

Thus, two basic elements for conducting MD simulations are the initial positions of the 

particles, i.e., the atomistic or molecular structure of your system, and the interactions between the 

particles, i.e., the force field. All-atomistic (AA) systems would exactly follow the atomistic 

structure of the system, for instance, graphene possesses hexagonal lattice with a side length of 1.4 

Å, polymers have repetitive structure of monomers, and metals have distinctive lattices (FCC, 

BCC etc.) and lattice constants. For the force field, in order to differentiate the interactions between 

covalent bonded and non-bonded interactions, different function forms and disparate steepness of 

potential well are adopted. For instance, a stiff harmonic potential is usually used to represent 

covalent bond for small bond stretching and compressing. In this case, the covalent bond behaves 

like a stiff spring between a pair of atoms: 
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 𝑉𝑏(𝑑) = 𝐾(𝑑 − 𝑑0)
2 (2-2) 

where 𝑑0 is the equilibrium bond length, and 𝐾 is the spring constant.  

However, for scenarios that require bond breaking, Morse potential can be used to represent 

the behavior of typical bonds, in which a bond is breakable at the maximum point of the bond 

force. The potential form is written as: 

 𝑉𝑏(𝑑) = 𝐷0[1 − 𝑒
−𝛼(𝑑−𝑑0)]2 (2-3) 

where 𝐷0 is the depth of potential well and 𝛼 relates to the width of the well. 

Other covalently bonded interactions include angle, dihedral, and improper interactions, which 

are used to capture the realistic angle bending, bond torsion, and the out-of-plane bending angles, 

respectively. Specifically, in Chapter 3, we will show that both bond and angle interactions govern 

the in-plane tensile and shear modulus of a sheet composed of hexagonal lattice, as in the case 

graphene, while the dihedral interaction influences the out-of-plane bending stiffness of the sheet. 

For polymer system, the dihedral and improper interactions are especially important for the chain 

relaxation dynamics [79]. 

For non-bonded multi-atom interactions such as van der Waals (vdW) interaction, pair-wise 

potentials are often used. The pair-wise potentials usually include both attractive and repulsive 

interactions, and one typical potential form is known as 12-6 Lennard-Jones (LJ) potential: 

 𝑉𝑛𝑏(𝑟) = 4𝜀𝐿𝐽[(
𝜎𝐿𝐽
𝑟
)12 − (

𝜎𝐿𝐽
𝑟
)6]  (2-4) 

where 𝜀𝐿𝐽 and 𝜎𝐿𝐽 are the two independent parameters governing depth and width of the potential 

well, respectively.  

With the two essential components: structure and force field, one can obtain the forces exerted 

on each particle, and by integrating Eq. (2-1) in time, the trajectory of the particles (i.e. their 
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position and velocity) can be traced and many system properties can be extracted including 

temperature, pressure, energy, etc. For large systems involving millions of particles as common in 

an MD simulation, efficient numerical integration technique must be implemented in order to 

obtain the whole trajectory. There are several factors to consider when choosing the specific 

numerical algorithm to solve Eq. (2-1) numerically, including stability and accuracy of the method 

as well as programming simplicity and memory requirements. One of the most popular algorithms 

is the Velocity Verlet Algorithm [80], which is also adopted by software packages such as 

LAMMPS [81], NAMD [82], and GROMACS [83]. These packages have been developed over 20 

years and offer a great amount of flexibility to simulate and analyze systems from different 

perspectives. For most of our MD simulations, we utilize LAMMPS package as it provides more 

versatility in performing specific simulation techniques. Typically, time steps are used that are 

1/10 the time of the fast period of relevant motion in the system. In fully atomistic simulations, the 

time step used for time integration is on the order of femtoseconds (10-15 seconds). When utilizing 

CG models in which several atoms are clustered into one single bead, it allows for an increase in 

time step.  

In addition to the numerical algorithms, another practical method to run MD simulations is to 

use a statistical ensemble that describes the possible microstates of the system [84]. During these 

ensembles, a separate constraint is applied to the system dictated by the quantities that are held 

fixed in a simulation. Three ensembles of interest are the microcanonical ensemble (NVE), 

canonical ensemble (NVT), and isothermal-isobaric ensemble (NPT), where N represents the 

number of particles, V represents the system volume, T is the system temperature, and P is the 

pressure of the system. The specific ensembles used in our simulations will be specified in each 

chapter of the text.  
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2.2 Typical force fields 

Many sets of force fields have been developed and verified for different systems. For instance, 

OPLS [85], AMBER [86], CHARMM [87], and GROMOS/GROMACS [88] are commonly used 

force fields for biomolecules. Especially, CHARMM force field has been used by my colleagues 

to study cellulose nanocrystals [89-91] and protein secondary and tertiary structures [92, 93], and 

the force field has been integrated into the NAMD software package. In addition, DREIDING [79] 

is a generic force field for polymeric systems, which has been validated for both PMMA [94] and 

epoxy resin systems [78, 95]. In Chapter 6, I will apply DREIDING force field to the crosslinked 

atomistic epoxy resin models and investigate the glass transition temperature of epoxy resins. 

Embedded-atom method (EAM) [96] force field is particularly appropriate for metallic systems. 

ReaxFF [97], a reactive force field, is able to simulate continuous bond formation and breaking 

and could consider possible chemical reactions. It is used to capture the uniaxial tensile failure of 

epoxy resin including network breaking in Chapter 6.  

For graphene, a widely used force field for AA configuration is called adaptive intermolecular 

reactive empirical bond order (AIREBO) potential [98], in which the interatomic interactions have 

strong coordination-dependence through a bond order parameter, which adjusts the attraction 

between two atoms based on the position of other nearby atoms. It has been shown to capture the 

realistic mechanical behavior of graphene sheets, including in-plane elastic properties [99], 

temperature and strain rate dependence of fracture strength [100], in-plane shear performance 

[101], nanoindentation of suspended sheets [102], fracture properties of polycrystalline graphene 

sheets [20, 25], dynamical failure under projectile impact [103, 104]. All these AA simulations 

using AIREBO potential have provided significant insights into different deformation mechanisms 

and mechanical properties, but the system sizes are often limited.  



29 
 

2.3 Coarse-graining methods 

Even though AA simulations have shown accurate descriptions of different systems ranging 

from polymers to graphene regarding their thermomechanical properties, they are prohibitively 

expensive to study large-deformation or failure mechanisms at mesoscale, i.e., larger than 50 nm 

in size. In addition, when long simulation time is needed, for instance, equilibration of polymer 

system with long chains, AA simulations are even more restricted.  

As aforementioned, CG models, where groups of atoms are clustered into beads that interact 

through an effective force field (which needs to be newly designed), offer great promise as they 

allow simulating much larger systems and much longer physical process, while still retaining the 

molecular detail of each system. Many CG models have been developed for a wide variety of 

systems, based on principles such as Boltzmann inversion [105], free-energy calculations [106], 

and strain-energy conservation [107]. Here, I will briefly discuss current CG models for lipids or 

proteins, polymers, and graphene.  

One of the most popular CG models for lipids or proteins is the MARTINI model [106], which 

is residue based and uses a mapping scheme of four-to-one, i.e., an average of four heavy atoms 

are represented by a single interaction bead [106, 108, 109]. Usually, the bead locates at the center 

of mass of these four atoms. So, for typical protein amino acid structures, the backbone unit is 

usually represented by one bead while the side chain is represented by one or more beads, 

depending on its dimensional degrees of freedom [108]. To represent the variety of non-bonded 

interactions in the lipid or protein structure, first, four types of basic interactions are defined: polar, 

nonpolar, apolar, and charged. Within these main types, subtypes are also defined to precisely 

capture the interactions. For instance, hydrogen-bonding capacities are differentiated by four 

subtypes: donor, accepter, both, and none [106]. The potential forms in the MARTINI model are 
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similar to those used in CHARMM force field. For instance, harmonic potentials are applied to 

represent the bonds and angles. A shifted 12-6 LJ potential energy function together with a 

Coulombic function is used for the vdW interaction and electrostatic interaction, respectively.   

The CG models for polymers can be divided into two categories, and one is generic CG models, 

and the other is systematic CG models. In the former category, the molecular details are ignored, 

and the force field is identical for different types of polymers. However, because fewer details are 

considered, larger spatial and temporal scales are easily approached by these generic models [110]. 

One of the most widely used generic CG models is the finite-extensible non-linear elastic (FENE) 

model [111-113]. Using this model, insights have been achieved on the effect of molecular weight 

on the dynamics or rheology of polymer systems [114, 115], and they have also been validated 

with the prediction from the Rouse [116] or tube [117] model, as well as with experiments [118]. 

For systematic CG models, they keep many intrinsic chemical and physical features of specific 

polymers. The potentials developed in the force fields of these CG models have more specific 

physical meanings, thus they have good transferability and can be systematically modified to 

represent similar polymer systems. My colleagues (Hsu and Xia) have contributed significantly in 

developing such models as well as developing thermomechanically consistent coarse-graining 

(TCCG) technique [94, 119] and temperature transferable coarse-graining technique [120, 121]. 

By retaining crucial chemical details of specific polymers and capturing diffusion coefficient, 

glass-transition temperature, and mechanical properties of different polymer systems, these CG 

model has been applied to study mechanical properties of polymer thin films [122-125] and 

nanocomposites [39].  

There have been some efforts on CG model development of graphene [107]. The basic 

approach for developing CG models of such systems with specific lattice structure and mechanical 
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properties is strain energy conservation approach, where the new force field for the CG model is 

specifically calibrated to capture the strain energy of the materials, which is related to Young’s 

modulus and strength. The CG model developed previously for graphene has suffered a few 

shortcomings. First, it only considers the linear elastic regime of graphene sheets given that the 

covalent bond adopts harmonic potential without any bond breaking criteria. Second, due to a high 

level of coarse-graining mapping (~250 carbon atoms to 1 CG bead), it is challenging to capture 

many intrinsic properties of graphene sheets, for instance, orientation dependent interlayer shear 

stiffness [126]. Moreover, this CG model of graphene is not compatible with current CG models 

of polymer mentioned earlier, thus it cannot be utilized to study graphene-polymer nanocomposite 

behavior. Starting from next chapter, I will illustrate our strategy to tackle these shortcomings and 

present our CG model of graphene.   
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Chapter  3: CG Model Development for Graphene and GO 

This chapter focuses the efforts to develop CG models for graphene and GO sheets. The 

developed models aim to capture the unique mechanical properties of these two systems. The 

structures of the CG models are inspired by their actual chemical structures. A systematic strain 

energy conservation approach is adopted in developing these models. Portions of the text and 

figures within this chapter are reprinted or adapted with permission from Ruiz et al. Carbon 2015 

[127] and Meng et al. Carbon 2017 [128]. 

3.1 CG model of graphene 

3.1.1 CG model description 

We use a 4-to-1 mapping scheme to conserve the hexagonal lattice of graphene, in which a 

carbon atom with its nearest three atoms is mapped into one bead in the CG model, as shown in 

Fig. 3-1(a). We later show that this mapping scheme can capture unique mechanical properties of 

graphene sheets, such as anisotropic in-plane tensile properties [100] and stacking orientation 

dependence of interlayer shear [129, 130]. This coarse-graining level is in line with MARTINI 

model [106] and typical CG models of polymers [94, 119]. The force field of the CG model 

includes the contributions from bonds, angles, dihedrals and pair-wise non-bonded interactions, 

which are illustrated in Fig. 3-1(b). The function of each potential is given as: 

 𝑉𝑏(𝑑) = 𝐷0[1 − 𝑒
−𝛼(𝑑−𝑑0)]2 (3-1) 

 𝑉𝑎(𝜃) = 𝑘𝜃(𝜃 − 𝜃0)
2 (3-2) 

 𝑉𝑑(𝜙) = 𝑘𝜙[1 − cos (2𝜙)]    (3-3) 

 𝑉𝑛𝑏(𝑟) = 4𝜀𝐿𝐽[(
𝜎𝐿𝐽
𝑟
)12 − (

𝜎𝐿𝐽
𝑟
)6]    (3-4) 
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where we use Morse-type potential to represent the bond interaction, and 𝑑0 is the equilibrium 

bond length, which equals to 2.8 Å, double the length of sp2 bonds in graphene lattice, 𝐷0 is the 

depth of potential well of the Morse bond and 𝛼 relates to the width of the potential well; 𝑘𝜃 is the 

spring constant of the harmonic angle potential, 𝜃0 is the equilibrium angle, which equals to 120° 

based on the hexagonal lattice; 𝑘𝜙 is the spring constant of the dihedral interaction, 𝜀𝐿𝐽 and 𝜎𝐿𝐽 

are the two independent parameters of the 12-6 LJ potential to represent the interlayer pair-wise 

interaction. To assure an interlayer equilibrium spacing of ∆𝑧𝑒𝑞 = 3.35 Å, we calibrate 𝜎𝐿𝐽 =

3.46 Å. We note that the pair-wise interaction is only applied between beads in different layers. 

 

Figure 3-1. Schematics of the coarse-grained model of graphene. (a) CG lattice (blue) overlaid 

over the atomistic structure (grey). The magnified image shows that each bead in the CG model 

represents 4 carbon atoms. (b) illustration of the contributions of the CG force field. Different 

energy contributions are highlighted with ball-stick representation in blue.  
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To calibrate the 5 parameters in the force field (𝐷0, 𝛼, 𝑘𝜃, 𝑘𝜙, 𝜀𝐿𝐽), we adopt the strain energy 

conservation approach such that the elastic and fracture properties of the model, namely the in-

plane Young’s modulus (𝐸), the in-plane shear modulus (𝑆), the failure strain of the bond (𝜀𝑚𝑎𝑥), 

the bending rigidity of graphene monolayer (𝑀), and the adhesion energy per surface area (𝑈𝑎), 

are consistent with realistic properties obtained experimentally or from atomistic simulations. 

From both computational and experimental studies, we know that Young’s modulus of 

graphene is approximately 1 TPa, the failure strain of the bond is set as 25% [4, 131], and we 

choose 𝑆 = 450 𝐺𝑃𝑎 as the target value for in-plane shear modulus [101]. The reported values of 

the bending rigidity of monolayer graphene range from 0.7 to 2.1 eV [107, 132-134]. Here, we use 

an intermediate value of 𝑀 = 1.6 𝑒𝑉. A wide range of adhesion energy per surface area is also 

found in the previous studies [107, 135-137], and we use 𝑈𝑎 = 260 𝑚𝐽/𝑚2 as our target value.  

The bond and angle interactions govern the in-plane properties of the CG model. Gillis has 

derived the relationship between the elastic constants of graphene and the force constants of the 

harmonic bonds and angles of the hexagonal lattice, 𝑘𝑏 and 𝑘𝜃 respectively [138], where 𝑘𝑏 =

√3𝐸𝑆∆𝑧𝑒𝑞/(4𝑆 − 𝐸) and 𝑘𝜃 = √3𝑑0
2𝐸𝑆∆𝑧𝑒𝑞/6(3𝐸 − 4𝑆). Using our target values (𝐸 = 1 𝑇𝑃𝑎 

and 𝑆 = 450 𝐺𝑃𝑎), we obtain the values of the spring constants 𝑘𝑏 = 470 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 ∙ Å2  and 

𝑘𝜃 = 409.4 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 ∙ 𝑟𝑎𝑑2 by using ∆𝑧𝑒𝑞 and 𝑑0 values of the model. The spring constant of 

𝑘𝑏 can be related to the Morse bond as 𝑘𝑏 = 𝐷0𝛼
2. In addition, the parameter 𝛼 is directly related 

to the failure strain of the bond (𝜀𝑚𝑎𝑥), 𝛼 = 𝑙𝑜𝑔2/(𝜀𝑚𝑎𝑥𝑑0). For 𝜀𝑚𝑎𝑥 = 25%, we have 𝛼 =

0.99 Å−1, then it gives rise to 𝐷0 = 479.5 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙. The out-of-plane bending response of the 

model is governed by the dihedral term. By prescribing a bending deformation to the sheet at 

constant curvature 𝜅 and measuring the bending strain energy 𝑈𝑏𝑒𝑛𝑑 of the sheet, we can get the 
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bending rigidity  𝑀 = 2𝑈𝑏𝑒𝑛𝑑/𝜅
2 . By changing the dihedral parameter 𝑘𝜙 , we find 𝑘𝜙 =

4.15 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙  to preserve the target value 𝑀 = 1.6 𝑒𝑉 . Similarly, we conduct bilayer sheet 

adhesion energy test and obtain 𝜀𝐿𝐽 = 0.82 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 to match the targeted adhesion energy. A 

summary of all the functional form and parameters in the force field is presented in Table 3-1. 

Table 3-1. Functional forms and calibrated parameters of the force field of MLG CG model. 

Interaction Functional Form Parameters 

Bond 

𝑉𝑏(𝑑) = 𝐷0[1 − 𝑒
−𝛼(𝑑−𝑑0)]2 

for 𝑑 < 𝑑𝑐𝑢𝑡 

𝑑0 = 2.8 Å 

𝐷0 = 479.5 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 

𝛼 = 0.99 Å−1 

𝑑𝑐𝑢𝑡 = 3.5 Å 

Angle 𝑉𝑎(𝜃) = 𝑘𝜃(𝜃 − 𝜃0)
2 

𝜃0 = 120° 

𝑘𝜃 = 409.4 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 ∙ 𝑟𝑎𝑑2 

Dihedral 𝑉𝑑(𝜙) = 𝑘𝜙[1 − cos (2𝜙)] 𝑘𝜙 = 4.15 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 

Non-bonded 

𝑉𝑛𝑏(𝑟) = 4𝜀𝐿𝐽[(
𝜎𝐿𝐽

𝑟
)12 − (

𝜎𝐿𝐽

𝑟
)6]    

for 𝑟 < 𝑟𝑐𝑢𝑡 

𝜎𝐿𝐽 = 3.46 Å 

𝜀𝐿𝐽 = 0.82 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 

𝑟𝑐𝑢𝑡 = 12 Å 

  

3.1.2 Protocols for the MD simulations    

The MD simulation package LAMMPS is used to carry out all the CG MD simulations. We 

choose a time of 4 fs for all the simulations. The x and y directions correspond to the zigzag and 

the armchair edges respectively. Next, uniaxial stretching, in-plane shear, and sliding of a graphene 

flake over a graphene substrate are carried out to evaluate the performance of the model.  
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To measure the in-plane mechanical response of the model, we use 10-layer square sheets of 

edge size around 10 nm. Periodic boundary conditions (PBC) are applied in all directions. The 

system is first minimized and then equilibrated in the NPT ensemble at 𝑇 = 300 𝐾  and zero 

pressure for 1 ns. After equilibration, the strain-controlled uniaxial tensile test is performed by 

deforming the simulation box in either direction at a strain rate of 5 × 108 𝑠−1 . During the 

deformation, the pressure is kept zero in all directions except the loading direction.  

The in-plane shear simulations are performed on the same multi-layer system as the tensile 

test but using NVT ensemble. The same shear rate of 5 × 108 𝑠−1 is used. We perform two types 

of simulations depending on the applied constraints. In the first type, the beads of the different 

sheets are constrained to move just in the sheet plane, and as a result, out-of-plane buckling of the 

sheets is not allowed. In the second type, no such constraints are applied. The shear stress in both 

cases is determined from the off-diagonal component of the stress tensor in the direction of shear.  

To evaluate the interlayer shear response of the model, we simulate a graphene flake sliding 

on top of a graphene substrate. The flake dimensions are 87.3 × 81.2 Å2  and the substrate 

378.3 × 333.2 Å2 . The graphene substrate is constrained in all directions and the flake is 

constrained in the in-plane direction perpendicular to the pulling direction. To minimize the 

thermal noise, the system is equilibrated in the NVT ensemble at 𝑇 = 5 𝐾  for 200 ps. After 

equilibration, the flake is pulled using steered molecular dynamics (SMD). During SMD 

simulations, a spring is attached to the center of mass of the flake and the spring is pulled at a 

constant velocity of 10−6 Å/𝑓𝑠. We choose a spring constant 𝑘𝑆𝑀𝐷 = 470 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 ∙ Å
2. We 

measure the force vs. displacement response during SMD pulling. In addition, we have confirmed 

that the interlayer shear landscape is independent of the flake size as long as the spring constant of 

the SMD is adjusted accordingly. 
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3.1.3 Performance of the CG model 

The anisotropy or chiral dependence of the in-plane mechanical properties of the model is 

shown in Fig. 3-2 (a). We note that this dependence arises naturally from the honeycomb lattice 

configuration, a distinctive feature of our CG strategy. The non-linear softening response is due to 

the anharmonic Morse potential in large deformation. We can also capture the failure behavior of 

the graphene sheets, marked by the drop in the stress-strain curves. This is another distinctive 

feature of our CG model that it enables bond breaking, which lead to the failure of graphene sheets. 

For small deformations, the zigzag and armchair directions behave similarly, and we obtain 

identical Young’s modulus in either direction by fitting the slope of the stress-strain curve in small 

deformation, which is around 960 GPa. This value is very close to the experimental measure value 

[4]. The nominal failure strength of our model in the zigzag direction is 121 GPa, while 97 GPa 

in the armchair direction, which is also consistent with the experimental value of approximately 

120 GPa [4].  

The in-plane shear response along the zigzag direction is shown in Fig. 3-2(b). If the motion 

of the beads is confined to the plane of the corresponding layer, the response is linear elastic with 

a shear modulus in the zigzag direction very close to the target value used for the calibration of the 

model, 𝑆𝑐𝑜𝑛𝑠
𝑧𝑖𝑔

= 445 𝐺𝑃𝑎. If constraints are not applied, the system reaches an instability point 

where the sheets buckle at a very small shear strain of 0.5%. The response is non-linear after the 

instability, and the critical in-plane shear strain is 𝛾𝑚𝑎𝑥
𝑧𝑖𝑔

= 21% and the shear strength is 𝜏𝑚𝑎𝑥
𝑧𝑖𝑔

=

44.6 𝐺𝑃𝑎. These values are in reasonable agreement with these reported by Min and Aluru using 

atomistic simulations and the AIREBO force field [101]. The reduction in strength in the 

unconstrained case compared to the constrained case is also in good agreement.  
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Figure 3-2. In-plane mechanical behavior of the CG model. (a) Uniaxial tensile test in both zigzag 

(black) and armchair (red) directions. (b) Comparison of in-plane shear testing along the zigzag 

direction between the case when the sheets are not allowed to buckle and the case when no 

constraints are applied.  

The interlayer shear response governs the mechanical property of large-scale MLG assemblies, 

such as reinforcements in nanocomposites [139] or graphene papers [74, 140]. To evaluate the 

shear response of the model, we define the interlayer shear strain as 𝜀𝑠 = ∆𝑑/𝑡, where ∆𝑑 is the 

displacement in the pulling direction, and 𝑡 equals the interlayer equilibrium distance ∆𝑧𝑒𝑞, and 

the shear stress as 𝜏𝑠 = 𝑓/𝐴𝑓𝑙𝑎𝑘𝑒 , where 𝑓  is the pulling force and 𝐴𝑓𝑙𝑎𝑘𝑒  is the area of the 

graphene flake. The shear stress-strain curve shows a periodic response. We define the interlayer 

shear modulus as the maximum slope in one period of the response. We find that the shear modulus 

is strongly flake orientation dependence, with the shear modulus measured for orientation angles 

𝜃 = 0° and 𝜃 = 60° (commensurate stacking) 2 and 3 orders of magnitude larger than the other 

orientation angles (non-commensurate stacking), as shown in Fig. 3-3(b). This existence of low 

friction for non-commensurate stacking orientations is known as superlubricity, which has been 

observed experimentally [126, 130]. In addition, the measured shear modulus in commensurate 

stacking lies in the range of experimental measured values.  
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Figure 3-3. Interlayer shear response of the CG model. (a) Schematic of the simulation set up. A 

graphene flake sits on top of a graphene substrate at an angle 𝜃. (b) Interlayer shear modulus as a 

function of orientation 𝜃.  

In sum for the CG model of graphene, we use a strain energy conservation approach for 

calibration, where the force field parameters are calibrated using well-known elastic mechanical 

properties of graphene. Despite the simplicity of the force field, we show that the model can 

quantitatively capture complex mechanical properties and behaviors such as non-linear elasticity, 

anisotropy in the zigzag and armchair directions, and buckling of the sheets under shear 

deformation. Moreover, the model naturally captures the complex interlayer shear response of 

graphene, such as superlubricity. Additionally, the model is compatible with other existing models 

of proteins and polymers, which makes it very appealing for the use in the modeling of graphene-

based nanocomposite.  

3.2 CG model of GO 

3.2.1 CG model description  

Most prior investigations on GO modeling were carried out using AA simulations or first 

principle calculations, which provide valuable insights into molecular mechanisms and unique 
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mechanical properties of GO sheets. Specifically, it has been shown that the in-plane mechanical 

properties, i.e. Young’s modulus and intrinsic strength, monotonically decrease with increasing 

degree of oxidation [141, 142]. Soler-Crespo and coworkers have found that the composition of 

GO also affects the mechanical behavior of GO, and epoxide-oxidized GO sheets have relatively 

larger failure strain than hydroxyl-oxidized GO [143]. Nevertheless, there are still many 

drawbacks in these detailed computational approaches. The most critical one is that the simulated 

GO systems are limited to the sizes lower than 10 nm, thus limited our understanding the 

mechanical behavior of GO sheets at larger scales. However, typical coarse-graining methods are 

not applicable to the highly heterogeneous GO systems. For instance, MARTINI-type method 

requires a determined chemical structure of the system, while GO sheets differ from each other 

with different composition and distribution of functional groups. In addition, the chemical 

structures influence the properties of GO system significantly, and it is impossible to utilize strain 

energy conservation approach exhaustively for every targeted property of specific structures. 

These issues require a highly versatile coarse-graining method that could consider different 

chemical structures of GO and their distinctive influences on mechanical properties and achieve 

greater computational efficiency as well. 

Our proposed CG model of GO still conserves a similar hexagonal lattice structure, since the 

basic planar structure of GO is similar to graphene and in this way, we could also take advantage 

of our previous work on CG model of graphene. But different from the CG model of graphene, the 

CG model of GO also includes two other different types of beads, representing hydroxyl- and 

epoxide-oxidized functional regions as illustrated in Fig. 3-4. By directly varying the percentages 

of each type of beads in the CG model, we are able to generate CG structures of GO with different 

degrees of oxidation and compositions. To capture the diversity of mechanical properties of GO 
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arising from different structures, we also differentiate the bonded and non-bonded interactions for 

these types of beads. However, to maximize the computational efficiency, we only include bond, 

angle and non-bonded interactions, and bonds and angles are for intralayer interactions while non-

bonded interactions are for interlayer ones. In addition, we categorize the bonds and angles into 

three types, and the categorizations are listed in Fig. 3-4.  

 

Figure 3-4. Schematic illustration of CG model of GO. Panel A shows the all-atomistic (AA) GO 

structure and the AA to CG mapping scheme, where three types of CG beads: non-oxidized (C), 

hydroxyl-oxidized (H) and epoxide-oxidized (E), represent different AA lattices. Panel B shows 

the resulting CG structure with different types of CG beads and the classification of bond and angle 

types. 

In our CG model, the percentage of bonds and angles can be simply changed by prescribing 

the percentage of different beads. The functional form of bond type I (𝑉𝑏,𝐼) is the same as that in 

the CG model of pristine graphene, which is represented by Morse potential. For bond types II and 

III (𝑉𝑏,𝐼𝐼 and 𝑉𝑏,𝐼𝐼𝐼), we choose a piecewise harmonic functional form in order to capture the unique 

non-linear behavior of GO of either hydroxyl-oxidation or epoxide-oxidation. To represent the 

distorted hexagonal structure by functional groups, we use different equilibrium bond lengths (𝑑0) 

for the three types of bonds herein, which are double the equilibrium C-C bond length in pristine 
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graphene, with a hydroxyl group connected, and with an epoxide group connected, respectively, 

calibrated using density functional-based tight binding (DFTB) method. Fig. 3-5 shows the typical 

energy and force profiles for this piecewise harmonic bond potential and a corresponding stress-

strain curve of GO sheets by adopting this bond potential. The initial harmonic part in the potential 

gives rise to linear elastic properties. The change of the slope in the force profile at 𝑑𝑐1 results in 

a non-linear behavior in the stress-strain curve. The bond failure strain is controlled by the critical 

bond length where the maximum force is achieved (i.e. the bond length 𝑑𝑐2). We adopt a harmonic 

functional for all the angle interactions (𝑉𝑎) and the equilibrium angle (𝜃0) is maintained at 120°. 

We adopt the 12-6 LJ potential for the non-bonded interactions (𝑉𝑛𝑏). The detailed function forms 

are listed in Table 3-2. 

The three sets of parameters are calibrated respectively according to three sets of target 

properties obtained from DFTB calculation. Specifically, we calibrate the parameters of type I 

bonds and angles and pair-wise interactions between C beads according to the properties of pristine 

graphene, and Type II and H beads parameters according to the properties of maximum hydroxyl-

oxidation GO sheets, Type III and E beads parameters according to the properties of maximum 

epoxide-oxidation GO sheets, respectively. Later we show that it is sufficient to capture the 

dependence of in-plane properties and interlayer adhesion energy of GO sheets on composition 

and degree of oxidation when combining these three sets of interactions. The detailed calibration 

process will be discussed shortly.   
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Table 3-2.  Functional forms and calibrated parameters of the force field in the CG model of GO  

Interaction Functional form Parameters 

Bond 

Type I:  𝑉𝑏,𝐼(𝑑) = 𝐷0[1 − 𝑒
−𝛼(𝑑−𝑑0)]2 

𝑑0 = 2.86Å  

𝐷0 = 443.07
kcal

mol
 

𝛼 = 1.154 

𝑑𝑐ut = 3.7Å 

Type II & III: 

𝑉𝑏,𝐼𝐼 & 𝐼𝐼𝐼(𝑑) = 

{
 
 

 
 

𝑘𝑏𝑒(𝑑 − 𝑑0)
2     𝑑 < 𝑑𝑐1

𝑘𝑏𝑝(𝑑 − 𝑑𝑐1)
2 + 2𝑘𝑏𝑒(𝑑𝑐1 − 𝑑0)(𝑑 − 𝑑𝑐1) + 𝐶1    𝑑𝑐1 < 𝑑 < 𝑑𝑐2

𝑘𝑏𝑓(𝑑 − 𝑑𝑐2)
2 + [2𝑘𝑏𝑝(𝑑𝑐2 − 𝑑𝑐1) + 2𝑘𝑏𝑒(𝑑𝑐1 − 𝑑0)](𝑑 − 𝑑𝑐2) + 𝐶2   𝑑𝑐2 < 𝑑

𝐶1 = 𝑘𝑏𝑒(𝑑𝑐1 − 𝑑0)
2

𝐶2 = 𝑘𝑏𝑝(𝑑𝑐2 − 𝑑𝑐1)
2 + 2𝑘𝑏𝑒(𝑑𝑐1 − 𝑑0)(𝑑𝑐2 − 𝑑𝑐1) + 𝐶1

 

 

Type II: 

𝑑0 = 2.94Å 

 𝑑𝑐1 = 3.12Å  

𝑑𝑐2 = 3.46Å  

𝑑𝑐ut = 3.5Å 

𝑘𝑏𝑒 = 317.34 
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙Å2
 

𝑘𝑏𝑝 = 126.94 
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙Å2
  

𝑘𝑏𝑓 = 634.68 
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙Å2
 

Type III: 

𝑑0 = 2.80Å 

 𝑑𝑐1 = 3.00Å  

𝑑𝑐2 = 4.20Å  

𝑑cut = 4.3Å 

𝑘𝑏𝑒 = 256.1 
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙Å2
 

𝑘𝑏𝑝 = 21.34 
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙Å2
 

𝑘𝑏𝑓 = 512.2 
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙Å2
 

Angle 
𝑉𝑎(𝜃) = 𝑘𝜃[𝜃 − 𝜃0]

2 

𝜃0 = 120
° 

Type I: 𝑘𝜃 = 456.61
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙
 

Type II: 𝑘𝜃 = 259.47
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙
 

Type III: 𝑘𝜃 = 189.93
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙
 

Non-

bonded 

𝑉𝑛𝑏(𝑟) = 4𝜀𝐿𝐽[(
𝜎𝐿𝐽

𝑟
)
12

− (
𝜎𝐿𝐽

𝑟
)
6

] 

𝜎𝐿𝐽 = 7.48Å 

 

Type C: 

 𝜀𝐿𝐽 = 0.0255
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙
 

Type H: 

 𝜀𝐿𝐽 = 0.128
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙
 

Type E: 

 𝜀𝐿𝐽 = 0.0797
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙
 

  



44 
 

 

Figure 3-5. Piecewise bond potential used in the CG model. Typical energy (a) and force (b) 

profiles for type II and III bond potentials. (c) Representative stress-strain curve of a GO sheet 

with 60% degree of epoxide oxidation using the bond potential shown in (a) (b). 

3.2.2 Target GO mechanical property characterization using DFTB 

In this part, we collaborate with Dr. Soler-Crespo to carry out a series of semi-empirical DFTB 

calculations using the open-source code CP2K (http://www.cp2k.org/) to determine the 

mechanical properties of GO as a function of its chemical compositions. A Monte Carlo-based 

algorithm is employed to determine the favorable locations for functional groups from random 

choices according to Boltzmann-like distributions, as discussed in previous work [143-145]. 

Through the calculations, we first determine the elastic modulus, failure strain under uniaxial 

tension and interlayer adhesion energy of three targeted GO sheets: non-oxidized, maximum 

hydroxyl-rich oxidation, and maximum epoxide-rich oxidation. We note that 72% hydroxyl-rich 

oxidation and 80% epoxide-rich oxidation are the maximum oxidation degrees for each 

functionalization type. Further increasing the functional group coverage would result in chemical 

instability of the systems during DFTB calculations. Additionally, GO sheets with a fixed degree 

of oxidation (70%) but variable chemical compositions (different hydroxyl/epoxide ratio) are 

generated, and their properties are also obtained for validation purpose.  

http://www.cp2k.org/
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First, we determine the in-plane properties of the three targeted GO sheets. The all-atomistic 

GO monolayer sheets have in-plane dimensions of  20 × 20 Å2. We apply uniaxial tension on the 

armchair direction until failure. Stress-strain curves are determined by assuming the effective 

monolayer thickness as ∆𝑧𝑒𝑞 = 7.5 Å  for all the sheets. The Young’s moduli (𝐸) are obtained by 

fitting the slope of the linear section in the stress-strain curves. The in-plane shear moduli (𝑆) are 

calculated by using the linear-elastic relationship S = 𝐸/2(1 + 𝑣), assuming the Poisson’s ratio 𝑣 

is a constant equal to 0.16 for all GO sheets, which is taken as the average value for all the degree 

of oxidation cases according to DFTB calculation results.  

To characterize the interlayer adhesion energy, we generate bilayer GO sheets for the three 

scenarios: non-oxidized, 72% hydroxy-rich, and 80% epoxide-rich. The UFF force field is 

included to account for the dispersion effects in the material, as implemented in CP2K. The 

adhesion energy can be determined by calculating the total energy of the bilayer system after 

optimization and subtracting the energy of two separate single sheets.   

A summary of the target properties is shown in Table 3-3.  

Table 3-3. Target Properties for GO 

 

Young’s 

modulus (E) 

GPa 

In-plane shear 

modulus (S) 

GPa 

Elastic 

strain 

(𝜺𝒆𝒍𝒂) 

Failure 

strain 

(𝜺𝒎𝒂𝒙) 

Adhesion 

energy 

𝐦𝐉/𝐦𝟐 

Graphene 530 228 - 21% 31 

Hydroxyl-

oxidized GO 
285 121 8% 10% 156 

Epoxide-

oxidized GO 
230 99 8% 25% 97 

* The elastic modulus is calculated by assuming the effective thickness of the monolayer GO as 

7.5 Å [143]. 
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3.2.3 Derivation of CG model force field parameters 

Next, we derive the parameters of the three sets of interactions (including bond, angle and non-

bonded interaction) according to the target properties (Table 3-3) by employing the strain energy 

conservation approach. 

Since type I bonds and angles are similar to the ones used in CG model of pristine graphene, 

we utilize the same method as in 3.1.1 to derive the parameters in the Morse bond potential and 

harmonic angle potential. The 𝑘𝑏𝑒 parameter in type II and III bonds as well as 𝑘𝜃 of type II and 

III angles are also similarly derived according to the relationship proposed by Gillis [138]. We 

find that the parameter 𝑑𝑐1 in bond types II and III linearly scales with the linear elastic limit strain 

𝜀𝑒𝑙𝑎. We conduct uniaxial tensile simulations using the CG model with different values of 𝑑𝑐1and 

pick the value that conserves 𝜀𝑒𝑙𝑎 of DFTB results. The slope of the second linear part is related 

to the nonlinearity in the stress-strain curve before failure, Fig. 3-5. The average slope of the post-

elastic region observed from DFTB calculations is conserved by choosing a corresponding 𝑘𝑏𝑝 

value. The 𝑑𝑐2 parameter is directly related to failure strain and is calibrated to match the failure 

strain from DFTB calculations. Our CG results also suggest that the slope parameter 𝑘𝑏𝑓 does not 

affect the failure strain and stress-strain curve, and thus we specify 𝑘𝑏𝑓 = −2𝑘𝑏𝑒 . During 

simulations, we delete bonds once they are stretched to 𝑑𝑐𝑢𝑡, which is slightly larger than 𝑑𝑐2. 

Thus, all the parameters of the bond and angle potential can be determined. 

For the non-bonded interaction parameters, we follow the same method adopted in CG model 

of pristine graphene that calculates the parameter 𝜎𝐿𝐽 according to the interlayer spacing while 

tunes the parameter 𝜀𝐿𝐽 based on adhesion energy. As a result, we use 𝜎𝐿𝐽 = 7.48 Å for all the bead 

types, and the calibrated 𝜀𝐿𝐽 values are listed in Table 3-2. An identical cutoff value of 20 Å is 
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adopted for all the pairwise interactions. The pair coefficient for interactions between different 

types of beads is obtained via a Lorentz-Berthelot mixing rule: 𝜎𝐴𝐵 = (𝜎𝐴𝐴 + 𝜎𝐵𝐵)/2, 𝜀𝐴𝐵 =

√𝜀𝐴𝐴𝜀𝐵𝐵. A summary of all the CG force field functional forms and the corresponding calibrated 

parameters is presented in Table 3-2. 

3.2.4 Protocols for the CG MD simulations  

LAMMPS is used to conduct all the CG-MD simulations. We choose the same time step of 4 

fs as that used in the CG model of graphene. To simulate the in-plane uniaxial tensile test, we use 

a monolayer sheet of dimensions ~ 50 × 50 𝑛𝑚2. The system contains ~ 24,000 beads in total and 

PBC are applied in all the directions, while a 10 nm empty space exists on either side of the sheet 

in the out-of-plane direction to keep consistent with DFTB calculations. This appropriate model 

size is determined by running different model sizes until convergence is achieved in the stress-

strain results. We find that for smaller systems, the failure strain and maximum are relatively 

higher, and this size effect might arise from the specific classification of bonds and angles in the 

CG model. The systems are first minimized and equilibrated in NPT ensemble at 𝑇 = 300 𝐾 and 

zero pressure in the in-plane directions. After equilibration, the strain-controlled uniaxial tensile 

test is performed by deforming the simulation box at a constant rate of  1 × 108 𝑠−1 in the armchair 

direction. During deformation, we constrain the out-of-plane displacements of all the beads in 

order to maintain the uniaxial tensile condition and minimize the entropic elastic behavior [20].  

The bilayer adhesion simulations involve two GO sheets parallel to each other with dimensions 

~ 20 × 20 𝑛𝑚2. PBC are applied om the in-plane directions, and again there is a 10 nm empty 

space on either side of the sheets in the out-of-plane direction. We also test different sizes of 

systems ranging from 8 × 8 𝑛𝑚2  to 40 × 40 𝑛𝑚2 , and the variation of the adhesion energy 

calculated in within 5%. After initial minimization, the system is equilibrated in the NVT ensemble 
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at temperature 𝑇 = 300 𝐾. After equilibration, the energy of interlayer pair-wise interactions is 

measured. The adhesion energy at 10 K is also calculated, and it is found to be less than 5% higher 

than the adhesion energy at room temperature, thus verifying that the entropic effect on the 

adhesion energy is negligible.  

3.2.5 Performance of CG model  

Having derived all the force field parameters for the CG model based on the three target 

properties, we validate the CG model by testing it for different degrees of oxidation and 

compositions. First, in Fig. 3-6 and Fig. 3-7, we compare CG and DFTB uniaxial tensile results in 

the armchair direction for GO sheets with different degrees of oxidation of either hydroxyl 

oxidized or epoxide oxidized. We can see that the brittle failure of the hydroxyl oxidation case is 

captured by using the piecewise potential form of bond type II. The epoxide oxidation cases exhibit 

a relative larger failure strain and ductility with bond type III. The model also reproduces the 

general increase of failure strain with increasing epoxide coverage. There is an excellent 

qualitative agreement between CG model and DFTB calculation.  
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Figure 3-6. Comparison of uniaxial tensile test results from CG model and DFTB calculations for 

hydroxyl oxidation cases.  

 

Figure 3-7. Comparison of uniaxial tensile test results from CG model and DFTB calculations for 

epoxide oxidation cases. 
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In Fig. 3-8, we compare the elastic moduli and strengths for both oxidation cases obtained 

from CG model and DFTB calculations. The Young’s modulus for each case is within 10% 

difference. It is a remarkable accomplishment of the model that parameterization for the maximum 

oxidation case is sufficient to capture the uniaxial tensile behaviors of other degrees of oxidation 

cases with reasonable accuracy. The strength deviations are typically larger, but the general 

decreasing trend with increasing degree of oxidation is well preserved.  

 

Figure 3-8. Comparison of Young’s modulus and tensile strength at different degrees of oxidation 

between CG model and DFTB calculations. 

Having verified the CG model for both hydroxyl and epoxide oxidation cases, we then test the 

CG model for a wider set of compositions that include combinations of epoxide and hydroxyl 

functionalization. First, we define the ratio of epoxide and hydroxyl functional groups as δ =

𝑁𝑒𝑝𝑜𝑥𝑖𝑑𝑒𝑠

𝑁𝑒𝑝𝑜𝑥𝑖𝑑𝑒𝑠+𝑁ℎ𝑦𝑑𝑟𝑜𝑥𝑦𝑙𝑠
, where 𝑁𝑒𝑝𝑜𝑥𝑖𝑑𝑒𝑠 and 𝑁ℎ𝑦𝑑𝑟𝑜𝑥𝑦𝑙𝑠 are the total number of epoxide and hydroxyl 

groups in DFTB calculations, while they represent the total number of type E and type H beads in 
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CG model. DFTB calculations have indicated that for a given degree of oxidation (70% in this 

case), brittle to ductile failure behavior can be observed by increasing δ [143]. As shown in Fig. 

3-9, the CG model is able to quantitatively reproduce the increasing failure strain trend with 

increasing δ for combined functionalization cases. Fig. 3-9 (c) also compares the ductility, which 

is defined as the difference between linear elastic limit strain 𝜀𝑒𝑙𝑎 and failure strain 𝜀𝑚𝑎𝑥, between 

DFTB results and our CG model. The agreement is remarkable. These results demonstrate the 

predictive capabilities of our CG model given that the model is only calibrated based on three 

target cases.  

 

Figure 3-9. In-plane mechanical behavior of combined functionalization cases. (a) DFTB results 

for different 𝛿 at 70% degree of oxidation, and 𝛿 is defined as the ratio between the number of 

epoxide groups and the total number of oxidation groups. (b) CG model results for different 𝛿 at 

70% degree of oxidation, and 𝛿 is defined as the ratio between the number of type E beads and the 

total number of type E and type H beads. (c) Ductility vs. 𝛿 for both DFTB (circle) and CG (square) 

results.  

For the interlayer interaction performance, Fig. 3-10 shows the interlayer adhesion energy for 

three functionalization cases predicted from the CG model: hydroxyl oxidization, epoxide 

oxidization, and a combined composition with 1:1 ratio between hydroxyl and epoxide beads. By 

differentiating the interactions for the three types of beads, our CG model can quantitatively match 
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the relationship between adhesion energy and degree of oxidation, and also capture the interlayer 

adhesion difference resulted from different functionalization. We also carry out DFTB calculations 

on four atomistic cases of combined compositions. The DFTB results all lie near the CG 

predictions as shown in Fig. 3-10, and this consistency further shows the predictive capability of 

the CG model for the interlayer adhesion energy. 

 

Figure 3-10. Adhesion energy comparison between CG model and DFTB calculations. 

In summary, the developed CG model of GO is capable of reproducing the deteriorating 

mechanical properties of GO with increasing degree of oxidation (functional group density) while 

improving the interfacial adhesion energy. Compared to DFTB calculations, the model achieves 

at least ~8000-fold increase in computational speed. With this significant computational efficiency 

gain, the model would enable us to study the large-deformation and failure mechanisms of 

mesoscale structures, which are going to be presented in the following chapters.  

3.3 Conclusion 

This chapter presents the systematic methodology for developing CG models of both graphene 

and GO and the performance of these models in capturing the mechanical responses of MLG sheets 
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and GO sheets. Specifically, hexagonal lattice structure is adopted in both models. Then, a strain 

energy conservation approach is adopted to calibrate the force field parameters according to the 

basic mechanical properties informed from nanomechanical experiments or higher-level 

simulations such as DFTB calculations. The CG model of graphene is able to quantitatively 

reproduce MLG’s mechanical response in both elastic and fracture regimes, as well as the 

orientation-dependent interlayer shear properties. The CG model of GO, by adopting the 

heterogeneous structure, captures the heterogeneous properties of GO which depend on 

compositions, such as the deteriorating mechanical properties of GO with increasing degree of 

oxidation (functional group density) while improving the interfacial adhesion energy. With two to 

three orders of magnitude increase in computation efficiency, these models help to elucidate the 

mechanisms of deformation and failure in mesoscale multilayer assemblies. With these models, 

the mechanical properties of nanocomposites systems will be studied in the following chapters 

with great computational efficiency.  

  



54 
 

Chapter  4: Application of CG Model in Quasi-Static Loading Cases 

Investigating the mechanical properties and deformation mechanisms of graphene and GO 

sheets in their multilayer assembly form is especially important, as these multilayer assemblies are 

to be directly used in nanocomposites as reinforcements. Although direct measurement of Young’s 

modulus and strength has been conducted on free-standing monolayer graphene by using 

nanoindentation in an AFM, there are still many unsolved physical mechanisms in the multilayer 

form due to the limited resolution of current experimental technique at the nanoscale. For instance, 

a nonlinear behavior in the force vs. deflection curves for multilayer graphene (MLG) is observed 

during nanoindentation, as a repeatable hysteresis always exists during loading/unloading cycles. 

Moreover, there is strong thickness-dependent strength measured experimentally. The 

mechanisms cannot be explained by experimental characterization alone. Here, the developed CG 

model of MLG is utilized to investigate the deformation mechanisms during nanoindentation on 

MLG films. Furthermore, when applying nanoindentation tests on GO membranes, different force 

vs. deflection curves were observed. The difference has been attributed to the influence of chemical 

structures on the mechanical properties, but no direct evidence has been found. Here, using the CG 

model of GO, the simulation results explicitly illustrate the different nanoindentation behaviors of 

GO sheets with different compositions, which corroborate the experimental findings. Additionally, 

the fracture toughness of graphene or GO membranes has been measured experimentally recently 

but show large scatter. In this chapter, I will show that the CG models have great advantages in 

estimating fracture toughness and investigating size-dependence of fracture properties as well. 

Portions of the text and figures within this chapter are reprinted or adapted with permission from 

Wei & Meng et al. ACS Nano 2016 [146] and Meng et al. Carbon 2017 [128].  
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4.1 Recoverable slippage mechanisms in multilayer graphene under nanoindentation 

During nanoindentation of MLG samples, a closed hysteresis loop during a loading/unloading 

cycle is observed in the experiments. This hysteresis loop is repeatable in different cycles, as 

shown in Fig. 4-1, which indicates repeatable energy dissipation. To find out the deformation 

mechanism corresponding to this hysteresis loop, we adopt the CG model of MLG to conduct 

nanoindentation simulations at scales comparable to experiments.   

 

Figure 4-1. Experimental observation of hysteresis during loading and unloading cycles. (a) 

Illustration of the AFM experimental setup. (b) Three-cycle tests on bilayer graphene sheets to 

show the repeated energy dissipation.  

4.1.1 Simulation setup and elastic properties of MLG 

We begin by summarizing experimentally observed linear elastic properties of single and 

multilayer graphene samples. In the experiments, a diamond probe with a semispherical tip is used 

to load freestanding circular films at the center using an AFM (XE-100, Park Systems). Typical 

force vs. deflection curves for monolayer, bilayer and trilayer graphene at small deflections (less 

than 30% of the deflection required to rupture the specimen) are obtained. We note that in the 
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small deflection range, no hysteresis is observed during loading and unloading cycles. To obtain 

Young’s modulus, the force vs. deflection behavior can be expressed as [4]:  

 𝐹 = 𝜎0𝜋𝑡𝛿 +
𝐸𝑡

𝑞3𝑎2
𝛿3 (4-1) 

where 𝐹 is the applied force, 𝛿 is the central deflection or indentation depth, 𝑎 is the film radius, 

𝑞 = 1.02 is a dimensionless constant, 𝑡 = 𝑛∆𝑧𝑒𝑞  is the thickness of the graphene sheets, and 

∆𝑧𝑒𝑞 = 0.34 𝑛𝑚 is the equivalent graphene monolayer thickness and 𝑛 is the number of layers.  

The measured monolayer graphene elastic modulus is 1.06 ± 0.08 𝑇𝑃𝑎, and the elastic moduli 

of bilthe ayer and trilayer graphene sheets are 1.04 ± 0.04 𝑇𝑃𝑎  and 0.98 ± 0.06 𝑇𝑃𝑎 , 

respectively. Within experimental error, the elastic moduli for graphene flakes up to three layers 

are identical and do not exhibit size-dependence.  

Using the CG model developed previously, we carry out nanoindentation simulations on 

graphene sheets up to 5 layers. Multilayer graphene sheets have an in-plane area of 

100 × 100 𝑛𝑚2. The square sheets are suspended over a circular hole at the center, with a diameter 

of 50 nm. The fact that the sheet size is much larger than the suspended region makes it possible 

to mimic the boundary conditions in the experiments. Specifically, the area outside of the 

suspended region in the bottom layer are fixed by a stiff harmonic spring with spring constant 

10,000 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 ∙ Å3. The other layers are laid on the bottom layer and held in place only by non-

bonded interactions. In MLG, two stacking configurations are considered: commensurate stacking 

and non-commensurate stacking. The commensurate stacking configuration chosen in this study 

is similar to the Bernal stacking [147], corresponding to the minimum energy configuration of the 

sheets with no rotational stacking fault. The non-commensurate stacking configuration chosen 

herein is obtained by having a 90° offset angle between adjacent layers. This non-commensurate 

stacking configuration, being a higher energy state and having a lower interlayer shear stiffness, is 
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stable for the sizes of the sheets studied here, as spontaneous rotation is not a kinetically accessible 

pathway for large sheet overlaps.  

The MLG sheets are first relaxed using energy minimization with the conjugate gradient 

algorithm and further relaxed in the NVT ensemble at temperature 𝑇 = 10 𝐾 for 200 ps to reduce 

thermal noise. After the equilibration process, the center of the MLG sheets are indented by a 

spherical indenter with radius of 4 nm at a constant rate using the command ‘fix indent’ in the 

LAMMPS package. The indenter interacts with CG graphene beads via a repulsive harmonic force, 

𝐹(𝑟) = 𝑘𝑖𝑛(𝑟 − 𝑅)
2 , where 𝑘𝑖𝑛  is a force constant set to be 1000 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 ∙ Å3  that can be 

treated as a rigid indenter, 𝑟 is the distance between the center of the indenter and beads, and 𝑅 is 

the radius of the indenter. Through the process, the forces on the indenter and the corresponding 

indentation depths are gathered for analysis.  

The indentation simulation results of MLG for the commensurate stacking configuration are 

shown in Fig. 4-2, with the force normalized by the number of layers (i.e. 𝐹/𝑛). The normalized 

forces are superposed with each other at small deflections. The elastic moduli extracted by using 

deflection smaller than 2.5 nm are found to be approximately 1.02 ± 0.06 𝑇𝑃𝑎 for all the cases. 

Simulations are also performed on MLG with the non-commensurate stacking configuration, and 

the results indicate that the elastic modulus is insensitive to the stacking configuration. At larger 

deformation, however, the curves deviate from the linear elastic model, and the deviation increases 

with increasing number of layers. We attribute this to the nonlinear elastic response of graphene 

sheets as well as the greater inhomogeneity in the strain distribution among layers.    
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Figure 4-2. Simulation results of indentation force vs. deflection for multilayer systems. The forces 

are normalized by n and all the curves are plotted up to the same indentation depth (~ 60% of 

maximum indentation depth). 

4.1.2 Reversible interlayer slippage mechanism 

Fig. 4-3 shows more details of the hysteresis loop during loading/unloading cycles in 

experiments for both bilayer and trilayer sheets. At deflection of approximately 80 nm, kinks in 

the experimental force vs. deflection curves can be seen in both cases. The unloading segments do 

not follow the kink, thus creating the hysteresis. Interestingly, the unloading segments coincide 

with the loading segment when the film deflection is below 50 nm, suggesting the system goes 

back to its original energy state.  
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Figure 4-3. Experimental curves highlighting the hysteresis in bilayer (a) and trilayer (b) graphene 

sheets. 

The CG MD simulation reproduces the kink as the deflection increases and the hysteresis takes 

place during the loading/unloading cycle, as shown in Fig. 4-4(a) for trilayer commensurate and 

non-commensurate stacking cases. The activation force for the kink for the commensurate stacked 

trilayer (~ 550 nN) is higher than that for the non-commensurate stacked trilayer (~ 380 nN). This 

can be attributed to the strong interlayer interactions between graphene layers in commensurate 

stacking compared to non-commensurate cases. Interestingly, in the CG-MD simulations, the 

unloading segments also coincide with the loading segments as the tip retracts to its original 

position, indicating the systems return to their original state when fully unloading.  

A close inspection of the CG beads trajectories during the loading/unloading process reveals 

that recoverable interlayer slippage is the corresponding mechanism for this repeatable energy 

dissipation phenomenon, where the onset of the interlayer slippage coincides with the kinks in the 

force vs. deflection curves. Each slippage event corresponds to part of the interface overcoming 

energy barriers from initial energy minima state to the adjacent energy minima state, due to the 

shear force induced by indentation. During unloading, the whole system will return to the initial 
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energy minima state. Thus, it gives rise to the close hysteresis loop. This type of mechanically 

activated slippage has also been suggested by first-principles calculations [148, 149].  

 

Figure 4-4. Characterization of recoverable interlayer slippage mechanism using CG MD 

simulation. (a) and (b) show both commensurate and non-commensurate stacked trilayer graphene 

hysteresis observed through simulations. (c) Time evolution of the slippage events responsible for 

the onset of hysteresis in commensurate stacked (left column) and non-commensurate stacked 

(right column) trilayer system. Each plot shows the in-plane (x-y plane) accumulated relative 

displacement between the middle layer and the bottom layer. The white dash circle indicates the 

hole rim and the yellow arrow indicates the position where the slippage is initiated. (d) Recoverable 

atomic slippage between the middle layer and bottom layer for commensurate stacking (left 

column) and non-commensurate stacking (right column). The arrows show the slippage direction 

of the lattices.   

In Fig. 4-4(c), we characterize the slippage process observed in simulations by measuring the 

accumulated relative displacements between the middle layer and bottom layer projected in the 

basal plane (x-y plane) for both commensurate and non-commensurate stacked trilayer graphene. 
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As film deflection increases, slippage initiates at a location near the boundary of the circular 

suspended region and subsequently propagates along the periphery. This is logical since the 

interlayer shear stress maximizes there. Afterwards, the slippage propagates along the contour of 

the sheet. Fig. 4-4(d) shows more detailed information about the atomic-level slippage between 

the bottom and middle layers of a small region near the periphery. For the commensurate stacking 

case, the slippage follows a stick-slip mechanism, with sharp jumps between different states during 

loading and unloading. For non-commensurate stacking, the periodic energy barriers in the 

interlayer shear landscape still exist but their magnitude is significantly smaller. As a result, the 

slippage is observed to be more progressive, especially during the unloading process. It is worth 

noting that similar dislocation reversibility was reported in penta-twinned silver nanowires [150, 

151]. This recoverable slippage process leads to an energy dissipation mechanism. The dissipated 

energy scales with the stacking order, as shown in Fig. 4-4(a), and we also expect that the 

dissipated energy would scale up if the slippage could be activated in multiple interfaces as the 

number of layers increases. This repeatable energy dissipation mechanism has great potential in 

future applications such as enhanced acoustic damping in nanoelectronics devices.  

4.2 Size-dependent measured strength of multilayer graphene 

From the nanoindentation experiment, one can also derive the intrinsic strength of the 

materials. The previously measured intrinsic strength of monolayer graphene is 130 GPa [4]. 

Previous work suggests that there is a scaling relationship between rupture force and the strength: 

σ ∝ √𝐹/𝑡, where 𝑡 is the thickness of the film under nanoindentation [152]. Thus, from the rupture 

forces for monolayer, bilayer, and trilayer graphene sheets, we can derive the effective strength 

(measured by nanoindentation) for bilayer and trilayer sheets using 𝜎𝑒𝑓𝑓 = 𝜎𝑚𝑜𝑛𝑜√
𝐹𝑓
𝑛𝐹𝑚𝑜𝑛𝑜
⁄ , 
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where σmono = 130 𝐺𝑃𝑎 , 𝑛 = 2 𝑜𝑟 3, and 𝐹mono  and 𝐹𝑓  are the rupture forces for monolayer 

graphene and n-layered, respectively.  

The nanoindentation measured effective strengths for mono-, bi-, and trilayer systems are 130 

GPa, 127 GPa, and 109 GPa. This decreasing trend of measured strength is similarly observed for 

the simulation data using the same calibration approach, as shown in Fig. 4-5(b). This can be 

explained by the CG MD simulation results that the strain across layers is inhomogeneously 

distributed in the thickness direction with tensile strain is larger and more spread out in the bottom 

layer, as shown in Fig. 4-5(a). The interlayer slippage, once it occurs, magnifies uneven stress 

distributions among individual layers. The higher stress level in the bottom layer then leads to the 

premature failure of multilayer systems, and thus lowers the effective material strength. 

Interestingly, the non-commensurate stacked systems show a more significant decreasing trend. 

This is due to the lower interlayer shear strength and earlier interlayer slippage in the non-

commensurate stacked systems.  

 

Figure 4-5. Inhomogeneous strain distribution among layers and thickness-dependent effective 

strength. 
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To emphasize the effect of interlayer shear behavior on effective strength measured under 

nanoindentation, we consider two limiting hypothetical cases. First, if interlayer shear strength is 

infinitely large (𝜏𝑓 → ∞), the multilayer system behaves as a single sheet and the strain distribution 

among layers would be identical. Thus, the effective strength will remain close to the value of 

monolayer graphene regardless of the number of layers, assuming the bending contribution is 

negligible. Second, the individual layers are perfectly lubricated (𝜏𝑓 → 0). In this case, the bottom 

layer carries most of the load, and the rupture force of the multilayer system would be close to that 

of a monolayer system. Thus, the effective strength would decrease with 𝑛−1/2. To further prove 

the two hypothetical cases, we simulate two systems, one with very high interlayer interaction, and 

the other with extremely low interaction between layers. By changing the interlayer interaction, 

we can modify the interlayer shear strength accordingly. We find that for the higher interlayer 

shear strength case, the effective strength is higher than those in the original commensurate 

stacking case and approaches the limiting value of 1. For the lower shear strength case, the 

effective strength decreases more significantly. Therefore, the effective strength extracted from 

nanoindentation measurement is greatly affected by the interlayer shear strength, which should be 

taken into account in the strength measurements of other 2D materials [153].  

4.3 Composition-dependent of nanoindentation behavior of GO membrane 

The mechanical properties of GO sheets have been experimentally studied using the same 

nanoindentation technique [145]. Different from pristine graphene case where there are small 

variances in the force vs. deflection curves and derived effective strength, GO membranes not only 

show a large range of rupture force, but also exhibit two types of force vs. deflection responses for 

suspended GO membranes that correspond to ductile and brittle failure modes, respectively, as 

shown in Fig. 4-6. In the ductile failure mode, only the initial stage of deflection can be fit to linear 
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elastic membrane model (Eq. 4-1), beyond which the GO deform inelastically until rupture. In 

contrast, the linear elastic behavior through the deflection with sudden rupture is observed in the 

brittle failure mode. 

 

Figure 4-6. Characterization of GO membrane using nanoindentation. Typical ductile (left) and 

brittle (right) force vs. deflection curves for different GO membranes. Adapted from Wei et al., 

Nat. Commun. 2015. 

Then, we carry out nanoindentation simulation on monolayer GO with the CG model we have 

developed. Specifically, we compare three types of GO sheets: one without functional groups, 

same as a monolayer pristine graphene sheet, one with 70% hydroxyl oxidation, and the last case 

is a 70% epoxide oxidation GO sheet. We use the same in-plane dimensions as the ones used in 

the graphene sheets in the last section. Same simulation procedures are also applied.  

Fig. 4-7 depicts the force vs. deflection curves for the three GO sheets studied here. We apply 

the linear elastic membrane model (Eq. 4-1) to fit the small deflection range (~ 50% of maximum 

indentation depth) for each case. The results show that the force vs. deflection curve of graphene 

slightly deviates from the analytical model in the large deformation range, similar to what we have 

observed in the last section. This deviation has been attributed to the nonlinear elastic behavior of 

graphene, as also shown in Fig. 3-2. For the epoxide oxidation case, the deviation from analytical 
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model happens earlier and it is more obvious. This large deviation comes from the obvious 

nonlinear ductility of epoxide-oxidized GO sheets, as illustrated in Fig. 3-7. The ductility of this 

type of GO sheet also results in the largest rupture depth, although the rupture force of epoxide-

oxidized GO sheet is lower than that of the graphene sheet. For hydroxyl oxidized case, given that 

70% hydroxyl oxidation renders the GO sheet brittle (Fig. 3-6), we see no observable deviation 

between the force vs. deflection curve and the analytical model, and the rupture depth is the 

smallest.  

 

Figure 4-7. Simulation results of nanoindentation on three types of GO sheets. The linear elastic 

membrane model for each case is also plotted with dashed lines.  

The comparison between the hydroxyl-oxidized case and epoxide-oxidized case corresponds 

to the two typical modes observed experimentally. Our CG MD simulation results suggest that the 

failure mode highly depends on the chemistry composition of the contact area between the indenter 

and membrane. If the contact area is predominantly occupied by epoxide groups, we anticipate a 

ductile failure model, while brittle failure could occur when the indenter interacts with a hydroxyl-

rich area. The fact that our CG MD simulations help to explain the experimental data for the GO 
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nanoindentation case further demonstrates the prediction potential of our CG model. It also 

illustrates the importance of explicit representation of discrete heterogeneity regions in the CG 

model to capture the intrinsic mechanical properties of the target systems.  

4.4 Fracture toughness of graphene and GO sheets 

Fracture toughness is defined as the capability of a material with preexisting cracks and defects 

to resist total fracture or failure [154]. It is a critical mechanical property as it determines the 

structural integrity and reliability. The usefulness of a material is thus usually determined by its 

fracture toughness rather than its intrinsic strength. Theoretical and computational modeling in 

recent literature has provided insights into the fracture mechanisms of graphene and GO sheets 

[20, 27, 155-158]. Recently, the fracture toughness of graphene and GO have been measured 

separately [26, 159, 160]. Specifically, it has been found that Griffith theory of brittle fracture 

applies to continuum bilayer graphene specimen, and the fracture toughness was measured as the 

critical stress intensity factor of 4.0 ± 0.6 𝑀𝑃𝑎√𝑚 and the equivalent critical strain energy release 

rate of 15.9 𝐽𝑚−2 [26]. The intricacies of the crack tips were difficult to consider purely by the 

experimental method. Then, Wei and coworkers applied finite element analysis to resolve the 

stresses at the crack tips and determined the critical stress intensity factor of multilayer graphene 

to be 12.0 ± 3.9 𝑀𝑃𝑎√𝑚 [159], much higher than the values for that of bilayer graphene. The 

energy release rate of multilayer GO specimen was determined to be two times higher than 

graphene and it was found that linear fracture analysis, i.e. Griffith theory, overestimates the 

fracture toughness [160]. The reason was attributed to the nonlinear nature of GO sheets [160]. 

However, in this study, the crack shape was not precisely controlled and there was obvious crack 

tip blunting due to the electron irradiation method used, and this should be the primary reason for 

the inapplicability of linear fracture analysis. As a result, the experimental characterization 
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methods still suffer from many technical difficulties, such as generating cracks and controlling 

crack shape. In addition, the experimental measured fracture toughness has very large variances.  

Here, we apply our CG models to investigate the fracture toughness of monolayer graphene 

and GO sheets by accurately controlling the crack shape and size. According to the Griffith fracture 

criterion for a central crack of length 2𝑎0: 

 𝜎𝑐√𝜋𝑎0 = √2𝛾𝐸 (4-2) 

where the left-hand side is the critical stress intensity factor 𝐾𝑐 = 𝜎𝑐√𝜋𝑎0, 𝜎𝑐 is the failure far-

field stress, and the right-hand side term depends only on material properties (𝐸 is the Young’s 

modulus and 𝛾 is the surface energy, i.e. edge energy for 2D materials like graphene). 

We first generate graphene systems with different initial crack length, and the width of the 

crack is kept constant as 1 nm. Fig. 4-8(a) shows the initial configuration of the system with 𝑎0 =

3 𝑛𝑚. Fig. 4-8(b) shows the propagating crack after reaching critical stress 𝜎𝑐. The catastrophic 

crack propagation verifies the nature of the brittle failure, which is also manifested by the linear 

response in the stress-strain curves shown in Fig. 4-8(c).  

 

Figure 4-8. Schematic of the simulation setup for calculating fracture toughness of monolayer 

graphene. (a) Initial configuration of a graphene sheet with a central crack 𝑎0 = 3 𝑛𝑚. (b) The 
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state of catastrophic crack propagation. (c) Stress-strain relationships for sheets with different 

crack lengths.  

Table 4-1 lists the results of 𝜎𝑐 for systems with different crack lengths and the calibrated 𝐾𝑐 

values. Here, the 𝐾𝑐 is calibrated by using monolayer thickness of graphene as 0.34 nm. We note 

that the curves shown in Fig. 4-8(c) assume the thickness of the system is 0.75 nm, to be consistent 

with GO sheets shown later. The converted results show that 𝐾𝑐 is approximately constant, further 

corroborating that Griffith criterion is applicable to describe the fracture of monolayer graphene. 

In addition, the obtained 𝐾𝑐 value of 3.77 𝑀𝑃𝑎√𝑚 is consistent with the experimental measured 

value for bilayer graphene sheets, thus validating each other and indicating that there is not much 

crack tip blunting effect in the experiments. Since we also capture the Young’s modulus of 

graphene accurately, according to Eq. 4-2, the edge energy is also conserved in our CG model.  

Table 4-1. Simulation data of crack size, critical fracture stress and critical stress intensity factor 

𝐾𝑐 of monolayer graphene. 

𝑎0 (𝑛𝑚) 𝜎𝑐 (𝐺𝑃𝑎) 𝐾𝑐 (𝑀𝑃𝑎√𝑚) 

2 45.2 3.60 

3 38.6 3.75 

4 33.5 3.75 

5 30.4 3.82 

6 28.2 3.88 

7 26.3 3.88 

Average  3.77 

Standard Deviation  0.11 
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The same procedure is used to measure the fracture toughness of both hydroxyl-oxidized and 

epoxide-oxidized GO sheets with a 70% degree of oxidation. Interestingly, although epoxide-

oxidized GO without cracks shows an obvious non-linear response during uniaxial tension, it 

exhibits nearly linear response before failure and much smaller failure strain when a defect is 

present, as shown in Fig. 4-9. The linear stress-strain behavior as well as the catastrophic crack 

propagation observed indicate the likely applicability of Griffith theory. The measured 𝐾𝑐  is 

1.00 ± 0.04 𝑀𝑃𝑎√𝑚 for the hydroxyl case, and 1.16 ± 0.03 𝑀𝑃𝑎√𝑚 for the epoxide case, by 

assuming monolayer thickness as 0.75 nm. Notably, the measured 𝐾𝑐 of epoxide-oxidized GO is 

16% larger than that of hydroxyl-oxidized GO, which further corroborate the influence of 

chemistry on the fracture toughness and in agreement with previous reports that epoxide-rich GO 

has higher toughness [143]. We note with interest that the difference between 𝐾𝑐 obtained herein 

and experimentally [160] indicates potential fracture toughness enhancement in the multilayer 

structures, such as possible crack pathway deflections. In addition, the fracture toughness of 

materials can be influenced by crack blunting and polycrystalline microstructure, as investigated 

in recent studies for graphene case [20].  

 

Figure 4-9. Stress-strain relationships for hydroxyl-oxidized and epoxide-oxidized GO sheets with 

different crack lengths. 
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4.5 Conclusion 

In conclusion for this chapter, the applicability and potential of CG models of graphene and 

graphene oxide in studying the deformation mechanisms and properties involving large 

deformation and failure are demonstrated. Firstly, CG-MD simulations have been utilized to 

thoroughly characterized the deformation and effective strength of MLG combined with 

nanoindentation experiments. The CG-MD simulations provide new physical insights into the 

mechanical behavior of MLG during the indentation loading and unloading processes. A 

recoverable slippage mechanism between graphene layers is observed to account for the closed 

hysteresis loop observed in experimental loading/unloading cycle. More interestingly, the 

interlayer slippage is activated when an orientation-dependent critical shear stress threshold is 

reached. In addition, the simulation results illustrate that the finite interlayer shear strength would 

lead to a difference in nanoindentation measured strength when graphene samples are scaled in the 

thickness direction. Next, the mechanical response of monolayer GO under nanoindentation is 

studied. Either ductile or brittle failure occurs depending on different contact area chemistries, thus 

corroborating previous experimental observations. Lastly, the CG models are also applied to 

measure the fracture toughness of both pristine graphene sheets and GO sheets. The measured 

fracture toughness of pristine graphene is consistent with previous experimental and computational 

studies, and the results suggest the applicability of classic Griffith theory of brittle fracture. The 

chemistry at the crack tip is shown to influence the fracture toughness of the GO sheets. 

Additionally, the lower 𝐾𝑐 values measured here for GO sheets compared to experiments suggest 

potential fracture toughness enhancement in the multilayer structures. 
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Chapter  5: Application of CG Model in Ballistic Impact 

Understanding the ballistic impact response of materials is important for diverse applications 

that occur at small as well as large scales, including therapeutic delivery of nanoparticles to cells 

[161, 162], designing impact-resistant electronics [163], body armors [164], or space debris shields 

[165]. Microscale ballistic experiments, most notably the laser-induced projectile impact tests 

(LIPIT) established recently broke new ground in this area [61], bringing projectile and membrane 

sizes down to the micro and nanoscale [166-168]. This now allows direct characterization of the 

influence of nanostructures on ballistic resistant performance, leading to new barrier concepts 

based on polymer nanocomposites and 2D nanomaterials. LIPIT experiments on MLG have shown 

that the specific penetration energy for MLG membrane is about 10 times than the corresponding 

literature values for macroscopic steel sheets [166], which shows MLG’s potential as a ballistic 

barrier material. These findings correspond to the delocalization of concentrated stress, i.e. an 

impact propagation zone (IPZ), as well as graphene’s exceptional specific strength. Specifically, 

the failure process of MLG membrane involves a cone wave developed in the wake of impact, 

which forms the IPZ, and radially propagating cracks that give rise to petals [166]. Inspired by this 

experiment, atomistic MD simulations have been applied to simulate the failure mechanisms of 

graphene membrane under ballistic impact [103, 104, 169]. But these simulations are limited to 

very small sizes to minimize computational effort. Multiscale computational approaches and 

continuum theories offer greater promise to bridge different length and time scales in order to 

better understand the failure processes. 

In this chapter, the CG model of graphene is utilized to investigate the ballistic impact behavior 

of thin MLG sheets. The characteristics of the dynamic process are accurately captured. The 

simulation results also reveal distinctive failure mechanisms that deteriorate the ballistic resistance 
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of MLG sheets. Specifically, the cone wave formed upon impact – which travels in-plane at a very 

high speed in thin graphene membranes – can reflect from clamped boundaries and induce early 

perforation [170]. In addition, the compressive wave in the thickness direction could result in 

spalling failure [171], a phenomenon previously observed in the impact on the macroscopic 

concrete specimen. Portions of the text and figures within this chapter are reprinted or adapted 

with permission from Meng et al. Extreme Mechanics Letters 2017 [170] and Meng et al. Carbon 

2018 [171]. 

5.1 Cone wave effect on ballistic resistance of graphene membrane  

In this section, we study the effect of finite specimen size on the ballistic response of single 

and MLG membranes, particularly focusing on the effect of cone wave reflection from boundaries 

on the deterioration of ballistic resistance, by performing MD simulations with the CG model of 

graphene. We also study the projectile impact behaviors of graphene membranes with different 

sizes, thicknesses, and shapes for the suspended free-standing region. Finally, we present an 

analytical relationship, verified by simulation data, which predicts the relationship between the 

critical membrane size below which the cone wave reflections return to the projectile surface and 

induce perforation and system’s geometrical factors.  

5.1.1 Simulation setup 

The CG model of graphene is used for the square graphene sheets with varying number of 

layers and different dimensions. The in-plane direction of the sheets is along the x-y plane. In the 

default setting, a circular region is defined in the center of the square sheets to represent the free-

standing impact region, and the beads outside of the free-standing region are fixed to represent the 

clamped boundaries used in experiments. At the center point of the square sheet with a vertical 

distance larger than 5nm, we generate the spherical projectiles by adopting a diamond cubic lattice 
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structure with a lattice constant of 0.72 nm. The default projectile bead mass is 96 g/mol, which 

gives rise to a projectile density of 3.42 g/cm3. During the simulation, the projectile is treated as a 

rigid body, since no appreciable deformation of the projectile is found in the microballistic 

experiments [166]. The interactions between the projectile and graphene membrane are modeled 

by the same 12-6 LJ potential as the ones used for interlayer interactions in the CG model of 

graphene: 𝜀𝐿𝐽 = 0.82 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 and 𝜎𝐿𝐽 = 3.46 Å. We have verified that LJ parameters have a 

negligible effect on the ballistic impact response. Specifically, the reactive force and projectile 

velocity evolution are approximately the same with varying 𝜀𝐿𝐽  parameter. The system is first 

equilibrated under an NVT ensemble at 10 K with the projectile fixed at the initial position. A low 

temperature is chosen to minimize thermal noise in the results. To simulate the ballistic impact, 

the projectile is given an initial velocity vertically towards the graphene membrane. And, the 

system is run under an NVE ensemble to conserve the total energy. 

5.1.2 Reduced ballistic limit velocity due to cone wave reflection 

Fig. 5-1 shows the typical residual velocities (Vr) vs. initial velocities (V0) relationship for a 

circular freestanding monolayer graphene membrane with a radius of 𝑎 = 100 𝑛𝑚 impacted by 

projectiles with different radii (𝑟𝑝). The ballistic impact behavior of the membrane can be broken 

into three distinct regions based on Vr. Region I corresponds to the scenario when the projectile 

cannot penetrate the membrane and bounces off, as indicated by the negative values of Vr. At 

greater V0, Vr suddenly changes from negative to positive, marking the onset of region II and a 

transition from projectile bouncing back to penetration. We take the lowest V0 that results in 

penetration as ballistic limit velocity (V50). In this regime, an obvious IPZ forms and expands 

outwardly through the cone wave propagation. Further increasing V0 leads to region III, where Vr 

scales linearly with V0. In this regime, the projectile immediately perforates the membrane locally, 
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and the linear scaling can be expected from conservation of momentum. By comparing the 

responses of different projectile sizes, we can see that V50 decrease with increasing projectile sizes. 

But interestingly, for a much larger projectile with radius 𝑟𝑝 = 15 𝑛𝑚 plotted in magenta, even 

very small V0 results in perforation.  

 

Figure 5-1. Residual velocity vs. initial velocity relationship for different radii projectiles 

impacting on a circular membrane with a radius of 100 nm. The inset shows the general shape of 

the relationship and three corresponding regions.  

The specific V50 values for a wider range of projectile sizes are presented in Fig. 5-2. An 

analytical expression for the V50 of an infinite, linear elastic, thin isotropic membrane has been 

derived as [172]: 

 𝑉50 = √2(1 + 𝛤)𝑐0(𝜀𝑚𝑎𝑥/𝐾𝑚𝑎𝑥)
3/4 (5-1) 

where Γ =
𝑚𝑚

𝑚𝑝
 is the mass ratio of the part of the membrane (𝑚𝑚) in contact with the projectile 

(𝑚𝑝), 𝑐0 = √
𝐸

𝜌
 is the elastic wave speed in the membrane, 𝜀𝑚𝑎𝑥 is the in-plane failure strain of the 

membrane and 𝐾𝑚𝑎𝑥 is a strain concentration factor depending on both Γ and 𝜀𝑚𝑎𝑥. For simplicity, 

we assume that 𝐾𝑚𝑎𝑥 mildly depends on Γ, so for a given membrane material,  𝜀𝑚𝑎𝑥 and 𝐾𝑚𝑎𝑥 can 
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be taken as constants. Given that 𝑚𝑚~𝑟𝑝
2, and 𝑚𝑝~𝑟𝑝

3 for spherical projectiles, a rough scaling 

yields that V50 ~𝐴 + 𝐵/𝑟𝑝 from Eq. (5-1). Then, we fit the scaling curve for the results of the 

projectile radius smaller than 8 nm. The V50 values for smaller projectiles follow this scaling, 

however, for larger projectiles, the V50 deviates considerably from the predicated relationship. This 

size-dependent deviation cannot be explained by current theoretical models. It should be related 

to the finite size of the simulation systems.  

 

Figure 5-2. Ballistic limit velocity vs. projectile radius with the analytical scaling relationship 

shown in red dashed line. 

To better understand the deviation, we visualize the complete impact process from simulation 

trajectories. We observe that for a large projectile, the cone wave propagates outward radially until 

it reflects from the circular clamped boundary, as seen in Fig. 5-3(b). The reflected cone wave 

travels back towards the projectile, further deforming the membrane downward, and upon reaching 

the surface of the projectile, it generates a large local strain that leads to immediate perforation of 

the membrane, Fig. 5-3(c). We note that the perforation would not happen if the cone wave did 

not return. This observation indicates that when the projectile to membrane size ratio is relatively 

large, the membrane loses part of the projectile-proof capability due to the cone wave reflection 
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from the boundaries. This issue brings forward the following interesting questions: What is the 

critical size relationship between the membrane and the projectile that governs cone wave 

reflection? Which material properties influence this scaling relationship?  

 

Figure 5-3. Simulation snapshots of the cone wave reflection process in monolayer graphene. (a) 

Cone wave propagates outwardly. (b) Cone wave gets reflected and returns towards the center. (c) 

Cone wave encounters the projectile surface and subsequent catastrophic failure. The simulation 

conditions are: 𝑎 = 100 𝑛𝑚, 𝑟𝑝 = 100 𝑛𝑚 and 𝑉0 = 500 𝑚/𝑠. 

5.1.3 Derivation of the critical size relationship 

We define the critical membrane size 𝑎𝑐 for a given projectile size 𝑟𝑝 as the size at which the 

cone wave returns to the projectile at the instance of maximum deflection. We calculate two 

periods of time: (a) the total time 𝑡𝑐 taken by the cone wave to reflect from the boundary and return 

to the surface of the projectile, and (b) the time 𝑡𝑝 taken by the projectile to come to a full stop. 

Setting these two times as equal will yield the critical size relationship.  

According to Phoenix and Porwal’s work [172], after a sharp increase in the speed of 

expanding cone wave, the wave speed stays approximately constant (𝑣𝑐0) afterwards. However, 

the speed of the reflected cone wave will be different because the wave speed depends on the local 

membrane strain of the wave front, and during reflection, the membrane is in stretched state. The 

total traveled time of cone wave 𝑡𝑐 has been derived rigorously in our work [170]: 
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 𝑡𝑐 = 𝑘1
2𝑎𝑐

𝑣𝑐0
, 𝑘1 ≅ 0.78  (5-2) 

where 𝑘1 is introduced to account for the higher reflected cone wave speed.  

To calculate 𝑡𝑝, the reactive force expression for a 2D linear elastic isotropic membrane is 

used [172]: 

 𝐹 = 𝜋𝜌𝑚ℎ𝑚𝑉(𝑡)𝑑(𝑟𝑐)
2/𝑑𝑡   (5-3) 

where 𝑟𝑐  is the cone shape region radius, 𝜌𝑚  and ℎ𝑚  are the membrane density and thickness, 

respectively, and 𝑉(𝑡) is the projectile velocity as a function of time, which decreases with time 

during impact. Although 𝑟𝑝 does not appear in Eq. (5-3), the deceleration rate depends on 𝑚𝑝, and 

thus, 𝑟𝑝 plays a role inside 𝑉(𝑡). 

In the finite system, Eq. (5-3) is valid before the cone wave reaches the boundary at time 𝑡1. 

To get a more accurate expression of the reactive force, we divide the overall process into two 

phases. In the first phase, the cone wave expands outwardly with constant speed 𝑟𝑐 = 𝑣𝑐0𝑡, so the 

reactive force can be written as: 

 𝐹1 = 2𝜋𝜌𝑚ℎ𝑚𝑉(𝑡)𝑣𝑐0
2 𝑡   (5-4) 

During the second phase, when the cone wave gets reflected, 𝑟𝑐 cannot increase any further. 

Simulations indicate that the reactive force stays approximately a constant in this phase, Fig. 5-

4(a). Thus, it is reasonable to express the constant force as: 

 𝐹2 = 2𝜋𝜌𝑚ℎ𝑚𝑉(𝑡1)𝑣𝑐0
2 𝑡1 (5-5) 

We compare force estimation from Eq. 5-4 and 5-5 with simulation results in Fig. 5-4(a). It 

shows good agreement. Specifically, it captures the increasing-decreasing trend in the first phase. 

The total error is less than 15%, which is obtained by calculating the total areas under the force 
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curves. The final peak in the actual force curve occurs when the reflected wave encounters the 

projectile. Finally, the force drops to zero sharply, indicating failure of the membrane.  

 

Figure 5-4. Estimation of reactive force and projectile velocity. 

For the complete impact process, the impulse given to the projectile in time 𝑡𝑝 by the reactive 

force is equal to the total change in its momentum. This can be expressed as: 

 ∫ 𝐹𝑑𝑡
𝑡𝑝

0

= ∫ 𝐹1

𝑡1

0

𝑑𝑡 + ∫ 𝐹2

𝑡𝑝

𝑡1

𝑑𝑡 = 𝑚𝑝𝑣𝑝 (5-6) 

Solving the above equation by assuming that the velocity decays with a scaling that lies 

between linear (𝑉(𝑡) = 𝑣𝑝 − 𝑣𝑝𝑡/𝑡𝑝) and quadratic function of time (𝑉(𝑡) = 𝑣𝑝 − 𝑣𝑝𝑡
2/𝑡𝑝

2), as 

shown in Fig. 5-4(b), we then obtain the projectile halting time: 

 𝑡𝑝 =
2𝑘2
𝑣𝑐0

𝑟𝑝
1.5(

𝜌𝑝

𝜌𝑚
)0.5(

1

ℎ𝑚
)0.5 (5-7) 

where 𝑘2 lies in the range of 0.75-0.91, and the lower and upper bounds correspond to quadratic 

and linear velocity decay, respectively. 

Setting 𝑡𝑝 = 𝑡𝑐, we finally have: 
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 𝑎𝑐 =
𝑘2
𝑘1
𝑟𝑝
1.5(

𝜌𝑝

𝜌𝑚
)0.5(

1

ℎ𝑚
)0.5 (5-8) 

In our simulations, 
𝜌𝑝

𝜌𝑚
= 1.55  ( 𝜌𝑝 = 3.42 

𝑔

𝑐𝑚3  and 𝜌𝑚 = 2.2 
𝑔

𝑐𝑚3 ), ℎ𝑚 = 0.34 𝑛𝑚  for 

monolayer graphene, as a result  
𝑘2

𝑘1
(
𝜌𝑝

𝜌𝑚
)0.5(

1

ℎ𝑚
)0.5 lies between 2.05-2.49, and  the lower and upper 

bounds correspond to quadratic and linear velocity decay, respectively. 

From CG MD simulations, we determine the critical membrane sizes for different projectile 

sizes by tracking whether the failure caused by the reflected cone wave happens at approximately 

the same time when the projectile attains zero velocity. The results are shown in Fig. 5-5, where 

the theoretical predictions 𝑎𝑐 = 𝐶𝑟𝑝
1.5 with 𝐶 equals to 2.05 and 2.49 (linear and quadratic velocity 

decay bounds) are also plotted. The theoretical fitting agrees very well with our simulation results. 

 

Figure 5-5. Comparison of the simulation results and the analytical critical relationship. 

5.1.4 Validation of the critical size relationship 

To further validate the accuracy of the critical scaling relationship of Eq. 5-8, such as the 

density ratio and the membrane thickness. We have conducted several additional simulations. First, 

we change the densities of the projectile and membrane while keeping their ratio 
𝜌𝑝

𝜌𝑚
 a constant and 

we observe that the critical size relationship between the membrane and the projectile remains the 
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same. Then, by doubling the projectile density 𝜌𝑝 while keeping the same membrane density, we 

find that the critical projectile size decreases for a given membrane size, as shown in Table 5-1. 

Given 𝑎𝑐 , 𝜌𝑚  and ℎ𝑚  as constants, Eq. 5-8 yields (
𝑟𝑝1

𝑟𝑝2
)1.5 = (

𝜌𝑝2

𝜌𝑝1
)0.5, where 

𝜌𝑝2

𝜌𝑝1
= 2. From our 

simulation data, we also have 𝑙𝑜𝑔2 (
𝑟𝑝2

𝑟𝑝1
)
1.5

≈ 0.5, thus verifying the scaling order for 
𝜌𝑝

𝜌𝑚
 as 0.5. 

Finally, we have also run monolayer to trilayer membrane simulations, and we find that the 

projectile density should increase double and triple times accordingly for bilayer and trilayer 

membrane to keep the critical size relationship between membrane and projectile, thus verifying 

the exponent of 
1

ℎ𝑚
 also as 0.5. Specifically, Fig. 5-6 shows the cone wave reflection process for a 

bilayer membrane with 𝑎𝑐 = 100𝑛𝑚, 𝑟𝑝 = 12.5𝑛𝑚 and 𝜌𝑝 = 6.84 𝑔/𝑐𝑚3 . The reflected cone 

wave also emerges (Fig. 5-6(a)), and when it encounters the bullet surface, immediate perforation 

occurs (Fig. 5-6(b)). 

 

Table 5-1. Verifying the scaling order of the density factor. 

𝑎𝑐 (𝑛𝑚) 

𝑟𝑝1 (𝑛𝑚) 

(projectile density 

3.42 g/cm3) 

𝑟𝑝2 (𝑛𝑚) 

(projectile density 

6.84 g/cm3) 

𝑙𝑜𝑔2 (
𝑟𝑝1

𝑟𝑝2
)

1.5

 

50 7.5 6 0.48 

100 12.5 10 0.48 

150 16 12.5 0.53 

200 21 16.5 0.52 
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Figure 5-6. Simulation snapshots of the cone wave reflection process in bilayer graphene. 

Moreover, Eq. 5-8 has several important ramifications. First, the critical membrane size 

increases with the projectile size to the power of 1.5, showing greater increase of membrane radius 

needed to achieve criticality as the projectile size increases. For a silica projectile with size 𝑟𝑝 =

2 𝜇𝑚, used in recent experiment [166], the calculated critical membrane size is ~200 𝜇𝑚 for 

monolayer graphene. A larger thickness alleviates the reflected cone wave effect, while even for 

multilayer graphene, say 50 graphene layers, the critical membrane size is still ~28 𝜇𝑚. It should 

also be noted that the reflected cone wave effect intensifies with higher projectile density. If gold 

projectiles instead of silica were used in recent experiments [166], the corresponding critical 

membrane size would increase by 2.7 times. These estimations indicate that it should be possible 

to observe and study the cone wave reflection effect with current microballistic techniques [61, 

166]. Second, Eq. 5-8 is independent of the material properties, such as the Young’s modulus. To 

validate this, we modify the force field parameters of the CG model in order to generate different 

membrane systems. Specifically, the bond and angle stiffness parameters are changed accordingly, 

which linearly scale with the Young’s modulus of hexagonal symmetry sheet [127, 128]. The other 

two systems are those which have either half or double the Young’s modulus of pristine graphene. 

By keeping the projectile size constant, we observe from the simulations that the reflected cone 
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wave always returns to the surface of the projectile at the time when the projectile reaches zero 

velocity for all the three systems. The analytical relationship derived here is thus generally 

applicable to membranes if cone wave and IPZ exist.  

In addition, we note that although the derived theory for the reflected wave speed and projectile 

halting time is general, membranes with circular shape have the most reflected wave effect since 

the reflected wave returns to the center at the same time and causes the greatest strain concentration 

when encountering the projectile surface. An experimentally relevant question that arises from this 

analysis is what the free-standing membrane geometry should be to reduce the cone wave 

reflection effects on the ballistic performance, and vice versa, in which kind of boundary condition 

we could observe the most obvious wave reflection effect. For this purpose, we have also tested 

triangular and square shapes for the suspended free-standing area. Specifically, in the same square 

sheet with edge length of 105 nm, we define circular shape with diameter equal to 100 nm (Fig. 5-

7 (a-b)), square (Fig. 5-7 (c-d)) and triangular shape (Fig. 5-7 (e-f)) with length of edge equal to 

100 nm. We also show the cone wave reflection process in the Fig. 5-7 by coloring the beads per 

their out-of-plane positions, with red corresponding to lower position (further from the reader) and 

blue corresponding to higher position (closer to the reader). For circular shape, after the cone wave 

reflects from the fixed boundary simultaneously, the wave keeps the circular shape (Fig. 5-7(a)) 

and gets back to the center at the same time, which results in large strain concentration and failure 

of the membrane (Fig. 5-7(b)). However, the square shape membrane has much less cone wave 

reflection effect because the reflected cone waves from four edges interfere with each other (Fig. 

5-7(c)) during traveling back and only part of it returns to the center (Fig. 5-7(d)). For triangular 

shape membrane, we see a moderate cone wave reflection effect. The shorter distance to the edges 

(Fig. 5-7(e)) and less time being required for the reflected wave to travel back give rise to a stronger 
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effect. However, only part of the reflected wave returns to the midpoint at a given instance, which 

limits the wave reflection induced strains compared to a circular membrane setting. In summary, 

we conclude that the clamped circular membrane setting is the boundary condition that maximizes 

the reflected cone wave effects among the shapes studied here. 

 

Figure 5-7. Cone wave reflection for free-standing membrane with different shapes. (a-b) circular 

shape, (c-d) square shape and (e-f) triangular shape. The beads outside of the freestanding region 

are fixed during the simulation. The beads are colored per their out-of-plane position, with red 

corresponding to lower (further from the reader) and blue corresponding to upper (closer to the 

reader).  
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5.2 Effect of geometrical factors on membrane ballistic penetration energy 

In the previous section, we have shown that there exists a critical membrane size below which 

the cone wave returns to the projectile and induces immediate perforation, thus deteriorating the 

impact resistance of graphene membrane. However, we note that the deterioration happens even 

for a membrane larger than the critical size, but smaller than the size of the largest IPZ, as the size 

of IPZ indicates the actual deformed volume that contributes to the total impact energy absorbed. 

To illustrate this, we have conducted simulations with different membrane span size and measured 

the ballistic penetration energy (Ep) over a large impact velocity (Vi) range beyond V50. The results 

are shown in Fig. 5-8. 

 

Figure 5-8. Ballistic penetration energy vs. impact velocity profile for different membrane span 

sizes. 

For the membrane radius 𝑎 = 50 𝑛𝑚 case, even though the cone wave does not return back to 

the projectile in time, there is still a decrease in the energy absorption capability in low Vi regime. 

To estimate the size of actual deformed volume or the size of IPZ, we use the same theoretical 
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framework presented earlier. Before any penetration occurs, the reactive force profile can be 

expressed as: 

 𝐹 = 2𝜋𝜌𝑚ℎ𝑚𝑉(𝑡)𝑣𝑐0
2 𝑡   (5-9) 

We note that Eq. 5-9 is similar to Eq. 5-4 presented earlier, but without considering the wave 

reflection phase. The reactive force first increases to a maximum value and then decreases to zero, 

as also shown in our simulation result of a monolayer graphene, Fig. 5. The force decreasing to 

zero happens at the time when 𝑉(𝑡) becomes zero. The maximum force happens at a time during 

the deceleration process, and the value of maximum force increases with Vi, until reaching the 

critical force that results in film penetration, at which the projectile velocity is V50. 

Again, using momentum transfer theorem, we consider the projectile momentum change: 

 𝐹 = −𝑚𝑝𝑑(𝑉(𝑡))/𝑑𝑡   (5-10) 

From Eq. 5-9 and Eq. 5-10, we can derive the explicit velocity and force expression: 

 𝑉(𝑡) = 𝑉𝑖exp (−
𝜋𝜌𝑚ℎ𝑚𝑣𝑐0

2

𝑚𝑝
𝑡2)   (5-11) 

 𝐹 = 2𝜋𝜌𝑚ℎ𝑚𝑣𝑐0
2 𝑉𝑖exp (−

𝜋𝜌𝑚ℎ𝑚𝑣𝑐0
2

𝑚𝑝
𝑡2) 𝑡 (5-12) 

From the force expression, we can also derive the critical time to reach the maximum force: 

 𝑡𝑟 = √
𝑚𝑝

2𝜋𝜌𝑚ℎ𝑚𝑣𝑐0
2    (5-13) 

We have compared the theoretical estimations on velocity (Eq. 5-11) and force (Eq. 5-12) and 

the actual projectile velocity and reactive force from simulation in Fig. 5-9. The theoretical velocity 

matches very well with the actual velocity, and there is only a minor discrepancy between the 

forces. Also, the derived critical time for maximum force agrees perfectly with actual critical time. 

We would like to note that when the force reaches maximum value, 𝑉(𝑡) has not decreased to zero. 

As a result, there is always a residual velocity for the projectile after penetration. This is a 
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distinctive characteristic for projectile impact on thin membranes. However, when projectiles 

impact on thicker plates, where the friction between projectile and plates during penetration 

process is non-negligible [173], the residual velocity can be close to zero. 

 

Figure 5-9. Projectile velocity and reactive force profile from simulation and theoretical estimation. 

The simulation settings are ℎ𝑚 = 0.34 𝑛𝑚, 𝑅 = 4 𝑛𝑚, and 𝑉𝑖 = 600 𝑚/𝑠. 

We can also see from Eq. 5-13 that 𝑡𝑟 decreases with increasing Vi, as the cone wave speed 

𝑣𝑐0 positively relates to Vi. Interestingly, the travelled distance by the cone wave, which is 𝑣𝑐0𝑡𝑟 =

√
𝑚𝑝

2𝜋𝜌𝑚ℎ𝑚
 is a constant independent of Vi. As a result, when Vi is equal or lower than V50, the size 

of IPZ or the actual deformed volume is a constant, while the strain distribution inside the IPZ 

positively depends on Vi. However, when Vi is higher than V50, the film will rupture earlier than 

𝑡𝑟. Thus, the size of the IPZ would decrease with increasing Vi beyond V50. 

We can then estimate the actual deformed volume near V50, which is the traveled volume by 

the cone wave in 𝑡𝑟. By plugging in 𝑚𝑝 =
4

3
𝜌𝑝𝜋𝑅

3 (𝜌𝑝 is the projectile density and 𝑅 is projectile 

radius), the radius of IPZ can be estimated as: 
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 𝑟𝑎 = 𝑅 + 𝑣𝑐𝑡𝑟 = 𝑅 + 0.8𝑅√
𝜌𝑝

𝜌𝑚

𝑅

ℎ
   (5-14) 

The ratio between the actual deformed volume and projected volume by the projectile is: 

 𝑘 = (𝑟𝑎/𝑅)
2 = (1 + 0.8√

𝜌𝑝

𝜌𝑚

𝑅

ℎ
)2   (5-15) 

Eq. 5-15 provides an estimation of the maximum actual deformed volume at V50. We can see 

that the ratio 𝑘 depends on a specific geometrical factor, 𝑅/ℎ (the ratio between projectile radius 

and film thickness). As a result, after being scaled by the projected volume, penetration energy 

still strongly depends on 𝑅 and ℎ. We use the symbol Ep
* to represent the scaled Ep values, and 

𝐸𝑝
∗ = 𝐸𝑝/(𝜌𝑚ℎ𝑚𝜋𝑅

2). Interestingly as well, Eq. 5-15 also illustrates the effect of membrane 

density (𝜌𝑚) on the scale of IPZ: lower 𝜌𝑚 leads to larger IPZ, or higher delocalization capability. 

This finding is significant in the sense that when designing armor films, a lighter-weight material 

with similar stiffness would be a better candidate for low velocity impact applications, as it can 

absorb more energy by more efficient energy delocalization. In this sense, graphene foams with 

high modulus and low density could find potential applications in protective structures [174-176].  

To further illustrate the effect of geometrical factors on the MLG membrane as proposed in 

Eq. 5-15, we change the 𝑅 and ℎ separately and compare Ep
* for each system. In Fig. 5-10 (a) and 

(b), we see that for either monolayer graphene or tri-layer graphene, with larger 𝑅, Ep
* is higher 

near V50. Similar effect can be seen by decreasing the ℎ in Fig. 5-10(c). These results are consistent 

with the theoretical analysis that with larger 𝑅/ℎ, the energy absorption capability of MLG film 

in the low Vi regime becomes better. It also shows that for very thin films relative to the size of the 

project, they can absorb more energy in the low velocity regime than in the high velocity regime. 

With increasing Vi, Ep
* first decrease, then increase. The decreasing trend is due to the shrink of 

actual deformed volume. When projectile velocity becomes much higher than V50, when MLG 
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films exhibit local comminution failure mechanism, the penetration energy is governed by the 

comminution process and the fragments’ size [177-179]. We note that this high velocity regime 

failure response is difficult to realize in an experimental setting, but it is important for applications 

such as the space exploration [165].  

 

Figure 5-10. Effect of geometrical factors on the ballistic penetration energy of MLG membrane. 

(a) Ep
* of monolayer graphene using different sizes of projectiles. (b) Ep

* of trilayer graphene using 

different sizes of projectiles. (c) Ep
* of mono-, tri-, and five-layer graphene using 6 nm radius 

projectile. 

5.3 Compressive wave effect on the ballistic resistance of multilayer graphene plate 

Ballistic impact responses of ultra-thin graphene membrane have been investigated in the 

previous sections. Two open questions that remain unanswered are, how graphitic plates behave 

when they can no longer be treated as a thin membrane, and how the projectile shape influences 

the perforation resistance of plates of varying thickness. Macroscopically, it is already known that 

the penetration process and failure mechanisms become more complicated when the barriers 

become thicker [180, 181]. Also, the penetration process and failure mechanisms have shown to 

depend on the shapes and sizes of projectiles [182-186]. At smaller scales, however, there have 
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been far fewer studies, and the recent microscopic experiments also suggest that high-speed impact 

of microparticles is not simply a scaled-down version of macroscopic ballistic impact [61, 168].  

In this section, we will show that beyond a critical plate thickness, a cylindrical projectile 

penetrates the MLG plate at a lower velocity than a spherical one. This counterintuitive 

phenomenon is explained by spalling-like failure for thicker plates, where the graphene layers at 

the bottom section undergo a wave-superposition induced failure in the cylindrical case. The 

spalling failure is usually observed in the dynamic failure of quasi-brittle materials such as 

concrete [187, 188]. Later in this section, a simple mechanics relationship for impact resistant 

pressure is proposed, which is originally used to describe the impact mechanics relationship for 

macroscopic laminates [189]. The relationship is validated for the MLG plate system studied here, 

and it is helpful to understand the dependence of spalling-like failure and ballistic resistance on 

different physical parameters. 

5.3.1 Simulation setup 

We generate square MLG plates composed of 3-25 layers, with the thickness ranging from 1 

nm to 8.5 nm. The in-plane dimension size of the MLG plates is around 110 nm. Consistent Bernal 

stacking order is used for all the MLG systems [147]. In addition to spherical projectiles, we also 

general cylindrical projectile with a flat nose as a direct comparison and to also investigate the 

effect of projectile shapes on the ballistic resistance of MLG plates. Both the spherical and 

cylindrical projectiles studied herein compose diamond cubic lattice beads with a lattice constant 

of 0.72 nm. The default projectile bead mass is 192 g/mol, which gives a density of 6.8 g/cm3. 

During the comparison of the two shapes of projectiles, the masses and radii of the projectiles are 

kept the same. In the simulations, the projectile is treated as a rigid body and the reactive forces 

act on the projectile as a single entity. The interactions between the projectile and graphene are 
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kept the same as in the previous sections. Similarly, a circular region in the center of the plate is 

modeled as suspended around the impact location, where the free span of the region is 100 nm in 

diameter. To resemble the experimental boundary condition that only the top and bottom surface 

is clamped, the beads outside of the circular region in the top and bottom layer are fixed, and the 

other beads are with without any constraints.  

We also carry out finite element method (FEM) analysis to illustrate the wave propagation and 

stress concentration mechanisms during the impact process. Commercial software ABAQUS is 

used to conduct the simulations. Axisymmetric model is used to represent the axisymmetric nature 

of the problem as well as to save computational costs. The properties of the MLG plate is 

transversely isotropic. The in-plane direction is linear elastic with Young’s modulus 𝐸 = 0.9 𝑇𝑃𝑎, 

and the thickness direction is linear elastic with Young’s modulus 𝐸 = 60 𝐺𝑃𝑎 , which are 

consistent with the average elastic moduli measured in CG MD simulation. The failure criteria are 

neglected since we aim to only show the stress wave propagation instead of capturing the failure 

in FEM analysis. The densities of the graphene plate and projectile are 2.2 g/cm3 and 6.8 g/cm3, 

also consistent with MD systems. The interaction between the projectile and plate is assumed to 

have exponential contact force varied with the gap. We set contact pressure to be zero between the 

projectile and the substrate when the gap is larger than 0.05 nm, and the repulsive force increase 

exponentially as they come closer, which becomes 50 GPa when they are in perfect contact. Our 

calculations have also shown that these parameters describing exponential contact force behavior 

have negligible influence on stress wave propagation. The impactor is initially set to be 0.1 nm 

above the substrate with an initial velocity of 500 m/s. Both the impactor and the multilayer 

graphene are represented by 4-node bilinear quadrilateral axisymmetric (CAX4R) elements in 

ABAQUS.  
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5.3.2 Dependence of impact response on projectile shape 

We first consider the effects of the projectile shape on the failure mechanisms occurring in the 

ballistic impact of MLG plates. Snapshots of the penetration process from two CG MD simulations 

are shown for a spherical projectile in Fig. 5-11 (a-c) vs. a cylindrical projectile in Fig. 5-11 (d-f). 

Both systems comprise of a 10-layer graphene plate. The projectiles have the same total mass and 

the same radius of 4 nm. By visualizing the penetration process of both systems with velocities 

slightly above V50, we show that there are mixed failure modes for both systems. Since the stresses 

generated in top layers are very large due to high-velocity impact, localized failure is observed in 

the top layers. Specifically, local fragmentation (comminution) happens in the top layers impacted 

by the spherical projectile (Fig. 5-11 (b)), and local plugging develops under cylindrical projectile, 

where pieces of circular graphene flakes under the projectile are chopped off due to large shear 

stresses produced around the rim of the flat-nose (Fig. 5-11 (d)). During the penetration of the 

remaining layers, the projectile velocity and the reactive force decrease dramatically. When the 

projectile reaches the bottom section of the plate, it no longer has adequate kinetic energy to induce 

localized failure. At this point, an IPZ develops for the bottom layers and more global deformation 

with petal failure is found in both cases (Fig. 5-11 (c) and (f)). This transition in the deformation 

mode also results in some delamination between the bottom and upper layers during failure, which 

further increases the dissipated energy through creating new surfaces. As a result, the orientation 

and surface chemistry dependent interlayer shear interactions in graphitic layers might also play a 

role in the ballistic performance of graphitic based barriers [126, 128, 129, 146, 190]. The different 

failure modes, i.e., fragmentation, plugging and petal failure, have been correspondingly observed 

in macroscopic ballistic penetration process [181]. 
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Figure 5-11. Simulation snapshots comparing the impact response of 10-layer graphene plate by a 

spherical vs. cylindrical projectile. For clarity, only zoomed-in square region with a length of 40 

nm is shown here. The initial velocities are 3000 m/s and 4500 m/s for either case. (a) Side view 

of the spherical system. (b) The local fragmentation of the top two layers. (c) The petal rupture 

failure of the bottom two layers. (d) Side view of the cylindrical system. (e) The local plugging 

failure of the top two layers. (f) The local petal rupture failure of the bottom two layers.  

Next, we discuss the dependence of V50 on the projectile shapes. We first generate graphene 

plates with different number of layers, and then we find out their V50 values by using spherical or 

cylindrical projectiles. To make our results more convincible, we have also used two different sizes 

of the projectiles, with radii to be 4 nm and 5 nm, respectively. The V50 results are plotted in Fig. 

5-12. In general, higher velocities are required to penetrate thicker plates for the same projectile, 

and the V50 values decrease with increasing sizes of projectiles, for both spherical and cylindrical 

ones. The thinnest system we have tested is a 3-layer graphene plate, which is approximately 1 nm 

thick. Comparing to the size of the projectile, the membrane theory is still applicable to the thinnest 
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system since the thickness is less than 1/8 of the projectile diameter, where a previous study 

indicates that 0.2 is a critical ratio between plate thickness and projectile diameter, larger than 

which the barrier no longer behaves like a membrane [191]. For this thinnest system, the V50 

required by a cylindrical projectile is about 50% higher than that by a spherical one. This is because 

a greater stress concentration is expected at the impact zone for a spherical projectile with a sharp 

and small contact area, which results in easier penetration. V50 values of varying plate thickness 

for the spherical case follow a linear trend. In contrast, the V50 values for the cylindrical case show 

a sigmoidal shape, and the downturn happens at the 10-layer for the 4 nm radius projectile and at 

the 15-layer for the 5 nm radius projectile. Beyond the downturn at the critical plate thickness, the 

V50 for cylindrical projectile becomes lower than that for spherical projectile. This crossover in V50 

indicates that a new mechanism emerges during the ballistic impact process of the cylindrical 

projectile for MLG plates beyond a critical plate thickness, which significantly reduces the ballistic 

impact resistance of the MLG plates.  

 

Figure 5-12. V50 vs. plate thickness for spherical and cylindrical projectiles with radii of 4 nm and 

5nm. 
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To explain the change in plate ballistic resistance with respect to projectile shapes, we visualize 

the impact processes of the 4 nm cylindrical projectile on 15-layer graphene system. We observe 

an early onset of failure at the bottom section of the plate impacted by cylindrical projectile even 

with initial velocity V0 below V50. Fig. 5-13 shows the snapshots of the impact process with V0 = 

3600 m/s, which is lower than the V50 of the system (3800 m/s). After contact between the flat nose 

of the cylindrical projectile and the top section of the plate, the compressive wave propagates 

downward at a speed that is faster than the projectile velocity, as shown in Fig. 5-13 (a)(b). A 

rough estimation of the speed of the compressive wave is 5.2 km/s, given the elastic modulus of 

60 GPa in the thickness direction and graphene density of 2.2 g/cm3. The actual speed could be 

even higher since there exists obvious strain hardening behavior for the MLG compressive 

deformation in our model. When the compressive wave reaches the bottom-most layer, part of the 

wave gets reflected. The reflected stress wave front interacts with the remaining portion of the 

incident pulse in such a manner that results in failure of several layers from the bottom, as shown 

in Fig. 5-13 (c)-(d). Specifically, the bottom-most layer keeps intact as it is the free boundary, 

while several layers above it show radial cracks. Fig. 5-13 (e) shows a zoomed-in view of the 

cracks formed in the bottom three layers. This wave-induced dynamic fracture resembles the 

spalling that occurs in various materials. Spalling is a particularly well-known phenomenon for 

concrete, where the far-end of the structure fails by the impact of a flying object, blast, or thermal 

radiation such as those induced by lasers [188, 192]. This specific failure mechanism existing in 

the cylindrical projectile impact case facilitates the perforation of the whole plate. It explains the 

plate ballistic resistance change that cylindrical projectile needs lower V50 than a spherical one 

beyond a plate thickness. 
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Figure 5-13. Spalling-like failure process of a 4 nm cylindrical projectile impacting on 15-layer 

graphene plates. Only zoomed-in center strip region with length 20 nm and width 4 nm is shown 

here. (a) Initiation of the compressive wave in the thickness direction. (b) The compressive wave 

reaches the bottom-most layer. (c) Wave reflects from the bottom-most layer. (d) Cracks develop 

in the bottom section of the plates. (e) Zoomed-in view of the cracks in the bottom section.  

To further understand how the stress wave induces the in-plane cracks in the bottom section 

of the plate under cylindrical projectile impact, we carry out FEM simulations for the 15-layer 

MLG plate to visualize the stress wave propagation. The thickness of the plate in FEM is 5.25 nm, 

equaling to the MD case. However, the initial velocity of the projectile is set at 500 m/s, a lower 

value to ensure that failure is avoided in FEM, considering that there are no failure criteria set in 

the FEM. FEM simulations enable our observations on wave propagation and stress concentration 

in this case. From Fig. 5-14 (b) and (c), we can clearly observe the propagation of the compressive 

wave as represented by the stress evolution of S22 (normal stress in the thickness direction), where 

the wave front shows a planar shape. In addition, the compressive wave intensity does not show 

significant attenuation during propagation. At the same time, there is in-plane normal stress S11 

developed along with S22 due to the Poisson effect. After the reflection of the compressive wave 
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at the bottom, we observe a sharp increase in S11 concentrated at the center of the bottom section 

of the plate due to stress wave superpositions, as shown in Fig. 5-14 (d). This concentration and 

sudden increase of S11 well explains the spalling failure observed in MD simulations. 

On the other hand, the wave-superposition induced failure does not occur in the spherical 

projectile case. This is because the contact area between a spherical projectile and plate is 

comparatively small, and even with low V0, the top layers would fail by fragmentation after contact 

with the projectile. Therefore, the intensity of the remaining compressive wave is much lower. In 

addition, the wave front of the compressive wave has the shape of spherical surface, which leads 

to faster attenuation of the compressive wave intensity by 𝑟−2 [193], where 𝑟 is the travelling 

distance, as also shown in Fig. 5-14 (f) and (g). The stress level at the wave front are compared 

between the cylindrical and the spherical case in Fig. 5-14 (c) and (g), and the stress in the wave 

front is much lower in the spherical case than that in the cylindrical case. Fig. 5-14 (h) further 

shows that for the spherical case, the in-plane stress S11 only concentrates in the local area 

immediately below the projectile. The values for S11 are very small in the bottom section of the 

plate. This observation explains the sequential failure mechanism starting from the top and 

proceeding to the bottom as seen in the CG MD simulations. However, we note that the wave 

superposition induced failure could potentially be observed for microscale spherical projectiles, 

especially when the projectile is deformable, and the local curvature of the projectile nose becomes 

small so that the compressive waves become more concentrated with a relatively flat wave front. 
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Figure 5-14. FEM simulation illustrating the wave propagation and stress concentration in both 

cylindrical and spherical cases. (a) Illustration of configuration and mesh of the cylindrical system. 

(b) Normal stress in the thickness direction (S22) at the initial contact instance. (c) S22 and wave 

front. (d) In-plane normal stress (S11) at the time when S22 wave front reflects from the bottom 

boundary. (e) Illustration of configuration and mesh of the spherical system. (f) S22 at the initial 

contact instance. (g) S22 and wave front. (h) S11 at the time when S22 wave front reflects from the 

bottom boundary.  
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5.3.3 Mechanics relationship of plate resistant pressure 

To identify the physical factors that affect the spalling-like failure, we investigate the plate 

resistant pressure upon impact and the reactive force profile during the impact event. We know 

that the intensity of the compressive stress wave is the direct cause for the spalling failure observed 

above, and the wave intensity is positively related to the initial impact stress or reactive force on 

the projectile [193]. 

First, the reactive force profile for both shapes of projectiles and the peak reactive forces are 

recorded for different V0. A common feature among the reactive force curves is a sharp initial force 

pulse, where reactive force first increases to its maximum value and then drops. For the spherical 

projectile, initially the reactive force has a gentler increase compared to the cylindrical case, and 

the width of the force pulse is greater. On the other hand, for the cylindrical projectile, the reactive 

force reaches its maximum at the instance of contact between projectile and plate. After the force 

pulse, the spherical case shows a more gradual decrease in the reactive force. For cylindrical case, 

the plate confined under the cylindrical projectile vibrates after the force pulse, and this gives rise 

to the subsequent force peaks for the cylindrical case, Fig. 5-15 (b). When V0 becomes much higher 

than V50, as in the 4000 m/s case for example, then the force pulse becomes the largest portion of 

force evolution. The initial peak force values are also plotted in Fig. 5-15 (c). Both spherical and 

cylindrical projectiles show a clear linear relationship. Also, the peak force values of the cylindrical 

projectile are approximately double that of the spherical projectile at the same V0. This double 

relationship, arising from the effect of projectile shape, has been explained in the analysis of the 

mechanics of projectile perforation in metallic plates based on the different inertial forces acting 

normally on the projectile’s nose surface [180]. 
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Figure 5-15. Reactive force profiles and peak forces for spherical and cylindrical projectiles at 

different V0. 

The linear relationship between the peak force and V0 observed is well explained by an 

empirical expression developed for the resistance pressure of the fiber reinforced plastic laminate 

plates during ballistic impact process [189, 191, 194]: 

 𝜎 = 𝜎𝑒 + 𝛽√𝜌𝑡𝜎𝑒𝑉0 (5-16) 

where 𝜎𝑒 is directly related to the elastic compressive modulus of the laminates, 𝜌𝑡 is the laminate 

density, and 𝛽 is an empirical constant, and for cylindrical projectile 𝛽 = 2 [191]. 

Eq. 5-16 indicates that the initial resistance pressure during ballistic impact depends on the 

plate density 𝜌𝑡 , while it is independent of the projectile density 𝜌𝑝 . To check whether this 

macroscopic relationship is valid for our small-scale system, we have changed the projectile 

density in the CG MD simulations by choosing different bead masses for the projectile while 

keeping the projectile radius (4 nm) and initial velocity (1000 m/s) constant. The results in Fig. 5-

16 (a) show that the initial peak force is indeed independent of 𝜌𝑝, although the general shapes of 

the force pulses change accordingly with 𝜌𝑝. Next, we alter 𝜌𝑡 by changing the bead mass of the 

CG graphene beads and alter 𝜎𝑒 by changing the interlayer LJ potential parameter 𝜀𝐿𝐽. In our CG 

model, 𝜌𝑡 linearly scales with graphene bead mass. Thus, we select different bead masses that give 
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rise to a density range of 1.1 g/cm3 to 4.4 g/cm3 for the plate. Fig. 6 (b) shows that the peak force 

varies substantially for different 𝜌𝑡. In Fig. 6 (c), the corresponding peak force is well described 

by the relationship 𝐹 = 𝑐1 + 𝑐2√𝜌𝑡 , where 𝑐1 = 𝜎𝑒𝐴 , 𝑐2 = 𝛽√𝜎𝑒𝑉0𝐴 , and 𝐴  is contact area, 

according to Eq. 5-16. Using least-square fitting method, it yields 𝜎𝑒 = 8.75 𝐺𝑃𝑎 and 𝛽 = 2.3. 𝜎𝑒 

agrees well with the elastic limit stress of MLG system and the 𝛽 parameter is consistent with the 

macroscopic systems [191]. Although the quantitative relationship between 𝜎𝑒  and 𝜀𝐿𝐽  is 

complicated, 𝜀𝐿𝐽  positively alters the elastic compressive modulus of the MLG plates. We do 

observe a positive relationship between the peak force and 𝜀𝐿𝐽  in Fig. 5-16 (d), which is also 

consistent with Eq. 5-16. 

 

Figure 5-16. Validating the mechanics relationship using simulation results. (a) Reactive force vs. 

time profiles for cylindrical projectiles with different projectile densities (𝜌𝑝). (b) Reactive force 
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vs. time profiles for the same cylindrical projectile with different plate densities (𝜌𝑡). (c) Peak 

force vs. 𝜌𝑡  results and theoretical fitting using 𝐹 = 𝑐1 + 𝑐2√𝜌𝑡 . (d) Reactive force vs. time 

profiles for different interlayer interaction 𝜀𝐿𝐽. All the data are from CG MD simulations with 

projectile initial velocity 1000 m/s. Density unit is g/cm3, and 𝜀𝐿𝐽 unit is kcal/mol. 

We conclude that the empirical expression Eq. 5-16 developed for macroscopic laminates is 

also valid for our nanoscale system when used as a simple scaling law. As a result, the intensity of 

stress wave linearly scales with projectile velocity, and it depends on the plate density and 

compressive modulus. More importantly, the relationships are independent of the system sizes 

across different size scales. Eq. 5-16 also provides guidelines for designing better ballistic resistant 

barriers as the initial resist pressure of the plate is also an index of the barriers’ projectile proof 

capability. Higher resist pressure often indicates a better projectile proof performance. As a result, 

a strategy for designing better ballistic barriers is to increase the quasi-static compressive 

performance 𝜎𝑒 by enhancing the cohesive energy density, which is the interlayer interaction in 

the MLG case studied herein. And, increasing the barrier density 𝜌𝑡 is also beneficial. Moreover, 

for nanocomposites-based plate, the cohesive energy at the interfaces between different 

components might play an even bigger role, since the energy dissipation at these interfaces is a 

major source for energy dissipation that influences the shock wave propagation. Introducing other 

energy dissipation mechanisms, such as reversible crosslinking bonds, interlayer friction and 

collision might also be beneficial for ballistic barriers. 

In this section, we show that when the barrier no longer behaves as a membrane, a combination 

of failure modes emerges during the impact process, which includes plugging, petal failure, and 

fragmentation. In addition, the cylindrical projectile is capable of penetrating MLG plates with 

lower initial velocity than the spherical projectile beyond a critical plate thickness. This is because 
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when the plate is relatively thick, the wave superposition induced failure in the bottom section 

facilitates the perforation of the whole plate. This specific failure mode resembles the spalling 

failure usually observed in the concrete blunt-nose impact. Then, an empirical relationship for the 

impact pressure developed for fiber reinforced laminates is applied to the MLG plates and shows 

good agreement as a scaling law. Both the relationship and our simulation results indicate that 

stress wave intensity depends on the initial velocity, the density and compressive modulus of the 

plates, which are also the key factors that govern the ballistic performance of plate barrier. 

5.4 Conclusion 

In conclusion for this chapter, the applicability and potential of the CG model of MLG in 

studying the dynamic response of MLG sheets under high-speed projectile impact are 

demonstrated. Using the CG MD simulations, distinctive failure mechanisms are observed and the 

role of stress waves in the ballistic resistance of MLG sheets is analyzed. Specifically, the cone 

wave reflection could induce early perforation, and this phenomenon is generally applicable for 

finite size membranes with clamped boundary condition. Also, the clamped boundary condition 

would result in a deterioration in the energy absorption capability of MLG membranes when the 

membrane span size is smaller than the ideal size of IPZ. In addition, when MLG possess finite 

thickness and considerable bending stiffness, under flat-nose projectile impact, spalling-like 

failure could happen, which is due to the superposition of the stress waves in the thickness direction. 

More importantly, analytical frameworks have been developed in this chapter, which could 

describe the impact mechanics process of both membranes and plates. For MLG membranes, 

analytical models are able to describe the propagation of cone wave, the critical size relationship 

between membrane size and projectile size for cone wave reflection, and the maximum size of IPZ. 

For MLG plates, analytical relationship is developed for the resistant pressure, which depends on 
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the projectile velocity, the density and compressive modulus of the plates. These analytical 

frameworks would provide guidelines in designing the materials, geometries of ballistic barriers 

as well as comparing simulation and experimental results.  

In this chapter, I also focused on presenting the combined computational/theoretical approach 

that I have used consistently during my Ph. D. study. In this context, these studies hopefully 

provide a way to combine both computational and theoretical methods by using MD simulations 

as a computational “microscope” and generalizing observations seen in this “microscope” to larger 

scales or different systems using theoretical analyses.  
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Chapter  6: Atomistic Modeling of Epoxy Resin 

There are already several commercial applications implementing graphene materials for the 

production of high quality, multifunctional composites [6, 7, 17, 195]. Graphene and GO sheets 

have been incorporated into a wide range of polymer matrices, including epoxy [68, 196-202], 

polystyrene (PS) [203], nylon [204], and poly (methyl methacrylate) (PMMA) [205]. Among all 

the matrix candidates, epoxy resins are often used due to their high Young’s moduli and strengths 

and excellent temperature resistance [59, 60]. In addition, epoxy resins are also widely applied as 

structural adhesives and matrix materials in fiber-reinforced composites. 

The excellent thermomechanical properties of epoxy resins arise from the highly crosslinked 

network the resins could form. However, this crosslinked network also causes the resin to fail in a 

brittle manner compared to typical thermoplastics and elastomers. This performance issue has been 

shown to be possibly improved by dispersing micro- and nanoscale reinforcements, such as 

graphene and GO sheets [206-209]. Nevertheless, to further improve the mechanical performance 

of epoxy resin-based composites and take advantage of the synergic effect between reinforcements 

and matrices, a deeper understanding of the intrinsic thermomechanical properties of the epoxy 

resin and the influence of the crosslinked network on its fracture toughness is needed.  

In this chapter, I will present the efforts in understanding the thermomechanical properties in 

typical types of epoxy resins and their dependence on the chemical structures. More importantly, 

the atomistic MD simulations are linked to the macroscopic fracture properties based on a 

continuum fracture mechanics model. By using this approach, this work sheds light on the 

molecular mechanisms that govern the fracture characteristics of epoxy resins, which is the first 

step to design better fracture-tolerant epoxy resin-based composites. Portions of the text and 
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figures within this chapter are reprinted or adapted with permission from Meng et al. 

Macromolecules 2016 [78]. 

6.1 Model development for crosslinked epoxy resin 

Atomistic MD simulations have been successfully applied to predict various material 

properties of epoxy resins, including the glass transition temperature (Tg) [210], effects of strain 

rate, temperature, and crosslink degree on Young’s modulus and yielding behavior [95, 211-213]. 

Several computational algorithms have been developed to generate reasonable crosslinked 

structures for investigations of their physical properties [214-217]. In this study, we choose two 

representative types of epoxy resins as our model system: (a) an epoxy resin commercially known 

as Epon 825, consisting of diglycidyl ether of bisphenol A (DGEBA) with curing agent 3,3-

diaminodiphenyl sulfone (33DDS); (b) an epoxy system commercially denominated as 3501-6, 

mainly composed of tetraglycidyl methylenedianiline (TGMDA) with curing agent 4,4-

diaminodiphenyl sulfone (44DDS). The chemical details of the two systems are shown in Fig. 6-

2. The two systems are representative given that DGEBA is a bifunctional epoxy resin, while the 

TGDMA is a tetrafunctional epoxy resin, and the recent commercialized epoxy resins usually use 

them as basic resins.  

For the crosslinking process, each amine group can react with two epoxide sites. the Polymatic 

Algorithm developed by Abbott et al. [218] is integrated with the LAMMPS package to simulate 

the dynamic change of the network structure. Basically, at each step, every root-mean-square 

(RMS) between eligible nitrogen and carbon atoms is computed, and a covalent crosslinked bond 

is created for the shortest distance pair if it is within the cutoff distance of bonding criteria (6 Å). 

After the new structure is generated, it is optimized by an energy minimization process in an MD 

simulation. For every 16 crosslinked bonds formed, there is also a dynamic equilibration run under 
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the isothermal-isobaric (NPT) ensemble for 10 ps. This equilibration is used to remove the residual 

stresses generated during the structure change, and 16 is chosen to optimize both computational 

efficiency and the necessity to equilibrate the structure. The crosslinking process proceeds until 

the desired crosslink degree is achieved or no more eligible nitrogen and carbon atoms fall within 

the cutoff distance during 10 consecutive dynamics runs under NPT ensemble, each for 10 ps. The 

crosslink degree is defined as the ratio between the number of crosslinked bonds created and the 

maximum possible number of bonds between eligible nitrogen and carbon atoms. The detailed 

crosslinking procedure is listed in Fig. 6-3.  

 

Figure 6-1. Molecular structure of the two epoxy model systems. (a) Epon 825: DGEBA/33DDS; 

(b) 3501-6: TGDMA/44DDS. The reaction sites of each monomer forming the crosslinked bonds 

are highlighted in red. 
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Figure 6-2. Flowchart of the simulation procedure for crosslinking process. The topology change 

is achieved by Polymatic [218] and the minimization and equilibration process is done in 

LAMMPS.  
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To formulate the model system for MD simulations, we first generate the monomers of epoxy 

resins and curing agents in Accelrys Materials Studio in their activated form (i.e. the epoxide ring 

is broken and the oxygen atoms form alcohol groups, leaving the carbon atoms unsaturated). Then, 

monomers of epoxy resins and curing agents are packed in a periodic box according to their 

specific ratio using the Amorphous Cell module in Materials studio with an initial density of 1 

g/cm3, slightly smaller than their targeted density. A typical Epon 825 system consists of 1024 

monomers of DGEBA and 512 monomers of 33DDS (i.e. stoichiometric mixing ratio of 

DGEBA:33DDS=2:1) resulting in a cubic primitive cell with length ~ 9 nm, while typical 3501-6 

system has 512 monomers of TGMDA and 512 monomers of curing agent 44DDS (i.e. 

stoichiometric mixing ratio of TGMDA:44DDS=1:1) resulting in a cubic primitive cell with length 

~ 8 nm. Then, the systems with PBC are introduced into the crosslinking process as illustrated in 

Fig. 6-3. 

By varying the curing agent/resin ratios (also referred herein as amine/epoxide ratio), we can 

obtain systems with different component ratios. Also, by choosing the specific structure file during 

the crosslinking process, we can obtain different crosslink degree structures. Taking 3501-6 as an 

example, we have generated systems with different crosslink degrees ranging from 65% to 95% 

and four different amine/epoxide ratios. Since the stoichiometric ratio of 3501-6 is 1:1, the ratio 

of 0.8:1 indicates an excess in epoxide groups, while the ratios of 1.5:1 and 2:1 indicate an excess 

of the amine groups. The different ratios are obtained by keeping the number of monomers of the 

epoxy (TGMDA) constant, while varying the number of amine monomers (44DDS).   
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6.2 Effect of resin types, crosslink degrees and component ratios on glass transition 

temperature 

The glass transition temperature (Tg) is a key characteristic that governs the thermomechanical 

properties of polymeric systems. From MD simulations, the Tg of a specific polymer system can 

be determined from the density change as the system is cooled down [219]. However, inevitably 

high cooling rate is usually adopted in MD simulations. Typical cooling rate is in the order of 1 

K/ps in MD simulations, about 10 orders of magnitude higher than the rates in experimental 

measurements. The cooling rate effects can be estimated using the Williams-Landel-Ferry (WLF) 

relations [220], which suggest that there is an increase of about 3K in Tg per order of magnitude 

increase in the cooling rate. As a result, we can still relate the Tg calibrated in MD to the actual Tg 

measure in experiments by subtracting 30 K. However, this is likely an upper bound to the 

difference as it is unclear whether the relation holds over such orders of magnitude for the cooling 

rate. 

In this study, we first investigate the Tg of the two representative epoxy resins and then the 

dependence on crosslink degree and component ratio. During the Tg investigation as well as the 

crosslinking process, the general purpose DREIDING force field is employed [79]. A cooling rate 

of 0.5 K/ps is used in this study. Specifically, the system is cooled down from 600 to 250 K with 

a temperature step of 25 K. At each temperature step, an equilibration of 10 ps is also performed 

using NPT ensemble at atmospheric pressure (1 atm), and then the density of the system is 

calculated. After obtaining all the density values, they are plotted against their corresponding 

temperature. Two linear lines are fitted for both the high temperature and low temperature regime, 

and the interception of the two lines marks the Tg.  
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I will first illustrate the determination of Tg of the two representative epoxy resins at maximum 

crosslink degree and stoichiometric ratio. In Fig. 6-4 (a), the density vs. temperature profile is 

plotted for the two systems, and characteristic slope change can be clearly observed in either 

system. For Epon 825, Tg is predicted to be approximately 480 K, while for epoxy 3501-6, it is 

about 515 K. Taking into account the cooling rate effect, the MD results are in reasonable 

agreement with experimental results listed in the literature, reporting Tg of Epon 825 to be around 

450 K [212], and 466-483 K for epoxy 3501-6 [221]. In both experiments and MD simulation, 

tetrafunctional epoxy resin 3501-6 achieves greater crosslink density and consequently a higher Tg 

compared to bifunctional epoxy resin Epon 825, corroborating the importance of resin 

functionality on the thermomechanical properties [222].   

Next, we investigate the Tg of epoxy resins with varying crosslink degrees and component 

ratios. We note that increasing the crosslink degree for the same amine/epoxide ratio would always 

result in an increase in the crosslink density, whereas changing from the stoichiometric ratio to a 

different amine/epoxide ratio will lead to a lower crosslink density at similar crosslink degree. To 

define the crosslink density rigorously, we use the inverse of average molecular weight between 

crosslink sites: 𝐷𝑐 = 𝑛/𝑀𝑡, where 𝐷𝑐 and 𝑀𝑡 denote the crosslink density and the total molecular 

weight, respectively, and 𝑛 is the number of crosslink bonds. Fig. 6-4 (b) shows the crosslink 

degree has a positive effect on Tg, and the positive effect becomes more pronounces as the 

crosslinking process proceeds. Previous studies indicate that the effect of crosslink degree on Tg 

can be well captured by the DiBenedetto equation [223, 224]: 

 𝑇𝑔(𝛼) =
𝜑𝛼

1−(1−𝜑)𝛼
(𝑇𝑔∞ − 𝑇𝑔0) + 𝑇𝑔0   (6-1) 

where 𝜑  is an adjustable parameter between 0 and 1 and is related to the chain rigidity and 

functionality [225], 𝛼 is the crosslink degree, and 𝑇𝑔0 and 𝑇𝑔∞ denote the 𝑇𝑔 for crosslink degree 
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of 0% and 100%, respectively. As shown in Fig. 6-4 (b), the DiBenedetto equation fits well with 

both sets of data for the two representative epoxy resins, and the fitting parameter 𝜑 is obtained as 

0.16 for epoxy 3501-6 and 0.31 for Epon 825. Interestingly,  𝜑 = 0.31 for Epon 825 lies in the 

range of values (0.22-0.38) reported in the literature [225]. In addition, the lower value for 3501-

6 is consistent with experimental studies that indicate 𝜑 is inversely related to the chain rigidity 

and functionality [225], as tetrafunctional epoxy resin 3501-6 possess higher chain rigidity and 

functionality than Epon 825.  

As for the amine/epoxide component ratio, our results show that the Tg is the highest at the 

stoichiometric ratio, which corroborate again the close relationship between the crosslink density 

and Tg. 

 

Figure 6-3. Glass transition temperature for epoxy resins with different resin types, crosslink 

degree (conversion degree), and component ratio (amine/epoxide ratio). 

6.3 Predicting the macroscopic fracture energy from atomistic tensile simulations 

6.3.1 Tensile simulation details 

First, we aim to simulate the plane strain uniaxial deformation behavior and characterize the 

failure response of epoxy resins at the atomistic level. During large deformation, there are 

inevitable bond breaking events happening in the network structure of epoxy resins. To capture 
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the realistic bond breaking phenomenon, we adopt reactive force field (ReaxFF). After comparing 

different parameter sets of ReaxFF, we choose the set of ReaxFF_Mattsson [226], which has been 

shown to preserve the elastic and plastic responses of the epoxy resins studied here consistently 

with these using DREIDING force field. Specifically, Young’s modulus, yield stress, and Tg results 

differ less than 10% between DREIDING and ReaxFF_Mattsson force fields.  

During the tensile simulations, the 3D periodic epoxy structures are first relaxed using NPT at 

300 K with 1 atm pressure in three dimensions. Then, the structure is uniaxially stretched up to 

complete failure (stress drops to 0) while the other two dimensions are held fixed to resemble the 

plane strain deformation state. During the tensile deformation, the temperature is controlled at 300 

K by using NVT ensemble. A constant engineering strain rate of 5 × 108 𝑠−1 is applied, and the 

tensile stress of the entire system of atoms in the stretching direction is computed using the virial 

theorem.  

The stress-strain curves as well as the potential energy evolution for the two representative 

resins at maximum crosslink degree and stoichiometric ratio are shown in Fig. 6-5. A typical 

“elastic - yielding – hardening - failure” stress-strain behavior is observed for both systems, similar 

to the observations in other MD studies [77, 227-229]. However, higher maximum stress Smax, 

which is defined as the ultimate largest stress before final failure of the structure, and yield stress 

S, which is defined as the plateau stress after the curve softens or at the obvious “knee” in the 

stress-strain curve if the stress keeps increasing with the strain, are observed for epoxy 3501-6. In 

contrast, Epon 825 can be stretched more substantially before total failure, and the voids in 

deformed Epon 825 are more obvious than those in deformed 3501-6.   

By relating the potential energy to the stress-strain curves, we find that the energy from non-

bonded interactions, including both van der Waals and Coulombic interactions, increases with 
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strain more obviously in the small deformation regime, while the bond energy stays almost 

constant before the strain hardening stage, which indicates that bond stretching contributions are 

not significant in small global deformation. After yielding, the angle energy starts to increase due 

to chain alignment and reorientation with the constraints of crosslinks. During the strain hardening 

stage, chain extension becomes more substantial, and the potential energy from the bond and angle 

contributions becomes dominant compared to the non-bonded interactions, indicating more violent 

bond stretching events. In the final maximum stress and failure stage where stress oscillates 

dramatically, the bond and angle energies undergo large oscillations, indicating that covalent 

bonds are breaking due to chain scissions. It should be noted the non-bonded energy in the 3501-

6 case starts to decrease after reaching the failure stage, which can be explained by the local 

relaxation after chain breaking. By comparing the potential energy evolutions of both cases, we 

see that Epon 825 show a later bond energy increase, as there are more room for chain 

arrangements during plastic deformation due to lower crosslink density.  
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Figure 6-4. Tensile stress-strain curves and potential energy evolution during deformation. (a) 

Stress-strain curve for epoxy 3501-6. (b) Potential energy evolution during deformation for epoxy 

3501-6. (c) Stress-strain curve for epoxy Epon 825. (d) Potential energy evolution during 

deformation for epoxy Epon 825. 

In addition, stress-strain curves of 3501-6 epoxy systems with different crosslink degrees and 

component ratios are also plotted in Fig. 6-6. Consistent “elastic - yielding – hardening - failure” 

behavior is observed for all the cases. With increasing crosslink degree, both yield and maximum 

stresses increase, which is associated with decreasing failure strain or deformability. Varying the 

component ratio has a subtler change in the stress-strain curves, but the stoichiometric one has the 

highest yield stress and maximum stress while the lowest deformability.  



115 
 

 

Figure 6-5. Effect of crosslink degree and component ratio on the stress-strain behavior by using 

epoxy 3501-6 as a model system.  

To further quantify the structural changes during uniaxial tensile deformation, we use end-to-

end length distribution of monomers in the crosslinked structure to describe the extension of the 

molecular segments. For the reorientation process, we calculate the angle between segment 

orientation and loading direction, and then use Herman’s order parameter  𝑓 =
1

2
< 3𝑐𝑜𝑠2𝜃 − 1 >, 

with higher values indicating more monomers orienting orderly towards loading direction [230], 

and <> is the average sign.  

Fig. 6-7 uses 3501-6 as a model system to illustrate both chain stretching and reorientation 

process. The results show that the segments are not effectively stretched with strain lower than 

30%, similar to Fig. 6-5 (b) where bond energy does not increase. At a strain of 80%, the segments 

start to exhibit significant elongation as shown in Fig. 6-7 (b), corresponding to a substantial 

increase in bond potential energy. Fig. 6-7 (c) shows the reorientation process of segments along 

deformation. There is already observable reorientation happening in the system at 30% strain, 

indicated by the steady increase of the order parameter. The reorientation process corresponds to 

the increase of angle potential energy before the strain hardening regime. Finally, at a strain of 
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80%, segments reach the reorientation limit brought by the crosslinks and the order parameter no 

longer increases.  

 

Figure 6-6. Illustration for chain stretching and reorientation during deformation. (a) Definitions 

of the end-to-end chain length and angle between segment orientation and loading direction for 

segments of monomer TGMDA in epoxy resin 3501-6. (b) End-to-end chain length distribution of 

monomer TGMDA at different deformation states. (c) Herman’s order parameter evolution of 

monomer TGMDA along deformation.  

At large deformation when bond and angle energies undergo large oscillations, covalent bonds 

start to break which leads to chain scissions. ReaxFF uses distance-dependent bond-order functions 

to represent the states of chemical bonds. The minimum bond-order value used in 

ReaxFF_Mattsson to identify chemical bonds between pairs of atoms is 0.1, lower than which the 

bond is treated as broken. Thus, we can obtain the number of bonds evolution during deformation. 
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Fig. 6-8 shows the total number of bonds vs. strain for the 3501-6 system at the maximum crosslink 

degree and stoichiometric ratio. We observe that the total number of bonds does not decrease till 

reaching strain of 75%, which corresponds to the end of the strain hardening regime. This 

observation also indicates that the scissions of the chains happen in large scale when the stress 

approaches its maximum level. In the final failure stage, the total number of bonds saturates to a 

stable level. In a similar way, we calculate the evolution of the number of bonds for epoxy resins 

with different crosslink degrees as shown in Fig. 6-6(a). The results show that with increasing 

crosslink degree, the bonds start to break at lower strain, which is consistent with the stress-strain 

curves that shown stress maxima at lower strains for greater crosslink degrees. In addition, the 

total number of bonds broken after total failure increases with greater crosslink degree, Fig. 6-8(b). 

This can be explained by the larger number of crosslink bonds of higher crosslink degree structures.  

 

Figure 6-7. Evolution of number of bonds in the network structure during tensile deformation. (a) 

Epoxy 3501-6 with maximum crosslink degree and stoichiometric ratio. (b) Number of bonds 

broken during deformation for 3501-6 system with different crosslink degrees.  

Along with chain reorientation and the subsequent bond breaking events, there are obvious 

voids developing during the plane strain uniaxial deformation, as shown in Fig. 6-9(a) for the two 
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representative epoxy resins at maximum crosslink degree and stoichiometric ratio. This void 

formation process resembles the fibril formation process typically observed in the crazing zone of 

thermoplastics [231-235]. The only difference is that the crosslink sites constraint the shape and 

size of the voids and prevent them from forming large parallel fibrils. To quantify the void size, 

we use Zeo++ software that is available online (http://www.maciejharanczyk.info/Zeopp/), which 

is based on Voronoi cell decomposition. Specifically, for a given spherical probe, Zeo++ can 

analyze the void space accessible to this probe and the void distribution using Monte Carlo 

sampling approach. Using this software, we calculate the void distribution across the entire stress-

strain response and find the void sizes increase along the deformation and reach a plateau near the 

maximum stress regime. This trend is consistent with a recent study that indicates a steady increase 

of void size in the strain hardening regime and saturation towards the maximum stress regime 

[228]. So, we use the void distribution in the maximum stress regime to calibrate the average void 

size, and we use the mean void diameter (MVD) to represent the average size. The void distribution 

is provided in histogram form, as shown in Fig. 6-9(b). MVD is calculated by performing 

numerical integration on the distribution histogram.  

 

Figure 6-8. Void formation process of the two representative epoxy resins at large deformation 

and the corresponding void distribution histogram.  
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In summary, this sub-section lists all the details for the uniaxial deformation of epoxy resins. 

However, we still need a scale bridging method to link the nanoscale level deformation to the 

macroscopic fracture energy of epoxy resin in order to guide intelligent design of new materials. 

In next section, I will show that a continuum fracture mechanics model developed for glassy 

polymers could serve as a bridging method as well as shed light on the molecular level mechanisms 

and factors that influence the macroscopic fracture properties.  

6.3.2 Fracture energy prediction using a continuum mechanics model 

Varies fracture mechanics models have been proposed for the crazing zone that is commonly 

observed in glassy polymers [231-235]. These models share several basic simplified assumptions. 

First, the fracture energy is mainly contributed by the plastic deformation energy dissipated in the 

process zone (i.e. crazing zone) ahead of the major crack tip. Second, the plastic deformation 

energy can be estimated as the work done by the yield stress to propagate a strip-shape process 

zone. Third, the size of the process zone is related to the fibril formation state ahead of the crack 

tip. Schematics illustrating these assumptions are shown in Fig. 6-10. 

 

Figure 6-9. Schematic showing the assumptions made in the continuum fracture mechanics models. 

(a) Schematic diagram showing the strip-shape process zone. (b) An epoxy system in a typical MD 

simulation at the maximum stress state, showing void formation, which represents the deformation 
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state of epoxy near the crack tip. (c) Schematic illustrating the void diameter in the epoxy system 

compared to the fibril spacing in linear chain polymer systems.  

Specifically, the mechanics model proposed by Brown based on the generic fibril/cross-tie 

microstructure shows that the fracture energy can be predicted as [232]: 

 𝐺𝑐 = 2𝜋𝐷
𝑆𝑚𝑎𝑥
2

𝑆
(1 −

1

𝜆
)√

𝐶22

𝐶66
   (6-2) 

where 𝐶22 is the average elastic tensile modulus in the X2 direction (i.e. stretching direction in Fig. 

6-10(a)), 𝐶66 is the average in-plane shear modulus of the process zone. 𝑆 and 𝑆𝑚𝑎𝑥 represent the 

yield stress and maximum stress of the defect-free material, respectively. 𝜆 is the average stretch 

ratio of the process zone, and 𝐷 denotes the fibril spacing, i.e. the distance between adjacent fibrils.  

We note that Eq. 6-2 is a simplified expression of the original form, which is adopted by all 

the versions of mechanics models. The simplification is done based on the assumption that the 

elastic constant in the stretching direction is much larger than those in other directions. We have 

verified that this assumption holds for the epoxy resin structure studied here as in the deformed 

state after chain reorientation, the structure is highly anisotropy.  

Rottler and coworkers have previously shown that the key parameters in Eq. 6-2 can be 

determined in sequence in one typical MD run [77]. Specifically, 𝑆 and 𝑆𝑚𝑎𝑥 can be determined 

from the stress-strain curve obtained from MD uniaxial tensile simulation. As 𝐶22, 𝐶66, and 𝜆 

represent the average property of the process zone, and the stress state in the process zone ranges 

from yielding (process zone boundary) to maximum stress state at the crack tip, they are measured 

in the strain hardening state, which is the middle stage between yielding and maximum stress. 𝐷 

denotes the stable fibril spacing, and it is measured at the maximum stress state, when 𝐷 saturates.  
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Previous experimental investigations have shown that microscopically, a process zone exits 

even in the most tightly crosslinked epoxies [236]. The process zones at the crack tip of polymer 

glasses and epoxy resins both extend transversely to the loading direction and share the same strip 

shape [237]. In addition, at the atomistic level, the tensile deformation mechanisms of epoxy 

resemble those of polymer glasses to a much extent, which both include elastic, yield, plastic flow, 

strain hardening and void formation followed by failure, as shown in recent studies [77, 227]. As 

a result, the three basic assumptions for the continuum mechanics model still hold for the epoxy 

resin case. For instance, the fracture energy is mainly dissipated in the plastic deformation in the 

process zone, and the process zone can be approximated as a strip-shape zone [238-240]. Therefore, 

we can apply Eq. 6-2 to estimate the macroscopic fracture energy of epoxy resins from the 

parameters obtained from atomistic tensile simulations.  

We calculate the MVD at strain levels in the maximum stress regime and determine the 

average value as the parameter 𝐷. We choose the stretch ratio λ at the strain level where the stress 

is equal to (𝑆 + 𝑆𝑚𝑎𝑥)/2. The elastic constants (𝐶22 and 𝐶66) are calculated at different strain 

levels inside the strain hardening stage. We find that 𝐶22 and 𝐶66 gradually increase with strain in 

the hardening stage. However, the parameter √𝐶22/𝐶66 is independent of the strain in this stage 

and the standard deviation is only within 10% for the epoxy systems studied herein. Although the 

choice of stretch ratio 𝜆 is empirical in this study, the consistent definition for all cases enables 

this parameter 𝜆  to represent the deformability consistently for different epoxy systems. The 

parameter 𝐷  originally quantifies the average fibril spacing in the maximally deformed linear 

chain polymer glasses. Since the crosslinks prevent the elliptical voids from becoming 

interpenetrated [241], we take the MVD measured perpendicularly to the stretching direction as a 

more representative measure. Moreover, the MVD is similar to the fibril spacing as they both 
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characterize the deformed conditions of the maximum stress state near the crack tip, as shown in 

Fig. 6-10(c). 

By carrying out sensitivity analysis, our results suggest that the parameter √𝐶22/𝐶66 exhibits 

a variation that is less than 20% for different epoxy chemistries, indicating that it plays a minor 

role in Eq. 6-2. Consequently, we can conclude that the key parameters governing the fracture 

toughness for epoxy resins are 𝐷, average stretch ratio 𝜆, and 
𝑆𝑚𝑎𝑥
2

𝑆
. We further find that 𝐷 and 𝜆 

mainly represent the post-yield deformability, as larger 𝐷  and 𝜆  indicate that the crosslinked 

structure can be stretched more, and the cavitation process is more pronounced before total failure. 

Dispersing nano- and micro- elastomeric particles will also give rise to stronger cavitation 

processes that lead to greater energy dissipation near the crack tip [242, 243]. On the other hand, 

𝑆𝑚𝑎𝑥
2

𝑆
 quantifies the structural rigidity given that a more rigid structure results in higher value of 

𝑆𝑚𝑎𝑥
2

𝑆
. We find that epoxy resins with lower crosslink densities possess larger 𝐷 and 𝜆, as with lower 

constraint of the crosslinks, the deformability and cavitation process is greater. However, they 

have lower values of 
𝑆𝑚𝑎𝑥
2

𝑆
, because the crosslinks positively contribute to the maximum stress, or 

the structural rigidity. As a result, we would anticipate a competing relationship between the post-

yield deformability and structural rigidity as the crosslink density increases.  

After justifying the applicability of the model and the calibration of the parameters, we first 

compare the fracture energies of the two representative epoxy resins at maximum crosslink degree 

and stoichiometric ratio. The parameters determined from their corresponding tensile simulations 

are listed in Table 6-1. Using Eq. 6-2, we predict the fracture energy for Epon 825 to be 

approximately 139 ± 10 J/𝑚2 , which is within the range of experimental values for similar 

DGEBA based neat resins [244, 245]. The prediction for 3501-6 is 109 ± 8 J/𝑚2, which is also 
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in reasonable agreement with the manufacturer reported value of 128 J/𝑚2 (~12% difference). In 

addition, the overall trend that the fracture energies decrease with increasing resin functionality is 

consistent with the experimental observations [245].  

Table 6-1. Parameters Obtained from MD Simulations to Calculate Fracture Energy for Both Epon 

825 and 3501-6. 

 EPON 825 3501-6 

𝑺 205 ± 10 𝑀𝑃𝑎 360 ± 10 𝑀𝑃𝑎 

𝑺𝒎𝒂𝒙 890 ± 22 𝑀𝑃𝑎 1880 ± 30 𝑀𝑃𝑎 

𝝀 2.1 ± 0.02 1.55 ± 0.02 

𝑫 3.37 ± 0.12 𝑛𝑚 1.84 ± 0.08 𝑛𝑚 

√𝑪𝟐𝟐/𝑪𝟔𝟔 3.22 ± 0.1 2.68 ± 0.06 

 

Varying crosslink degree directly changes the crosslink density, and it would have a more 

complex influence on the predicted fracture energy. Previous sections have shown that Tg always 

increases with increasing crosslink degree, since the crosslinks contract the structure and decrease 

the segment mobility. However, the investigations by Marks et al. suggest that the fracture 

toughness of amine-cured epoxy resin exhibits a maximum fracture energy at crosslink degree 

between 65% and 95%, depending on the type of curing agent [225]. Following the same procedure, 

we predict the fracture energies of epoxy 3501-6 at different crosslink degree. As shown in Fig. 6-

6(a), increasing the crosslink degree is associated with an increase in both yield and maximum 

stress, but a decrease in the post-yield deformability, indicated by the decrease in 𝐷 and 𝜆. As a 

result, the competing factors give rise to a maximum fracture energy at moderate conversion 

degree (75% for 3501-6 studied here), as shown in Fig. 6-11(a). This observation also implies that 
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although higher crosslink degree can enhance many thermomechanical properties, such as Tg and 

modulus, it may not necessarily increase the fracture toughness. The hallmark tradeoff between 

strength and toughness is thus a characteristic of epoxy systems [225].  

 

Figure 6-10. Predicted fracture energy for resin 3501-6 with different crosslink degrees and 

component ratios. 

Next, we investigate the effect of component ratio on the fracture energy, and the results reveal 

that the fracture energy of the epoxy increase with increasing ratio of curing agent. This is 

consistent with the trend observed in experiments, in which the fracture energy of a tetrafunctional 

epoxy resin similar to 3501-6 increases with increasing amount of amine curing agent [246]. 

Although Tg maximizes for the stoichiometric ratio case, both our prediction and experiments show 

that the fracture toughness of typical epoxy system can be enhanced by increasing the initial curing 

agent ratio beyond stoichiometric ratio. The agreement between our prediction and experiments 

further show the capability of this scale bridging method with atomistic simulations to guide future 

molecular-level design of epoxy resins with optimized fracture and thermomechanical properties.  
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6.4 Conclusion 

In conclusion for this chapter, a computational method to generate the crosslinked structure of 

epoxy resins is developed. It is very flexible given that resin types, crosslink degrees, and the 

component ratios between initial resin and curing agent molecules can all be changed. Then, this 

work shows that DREIDING force field adequately captures the Tg differences resulting from 

epoxy types, crosslink degrees and component ratios, as also verified by analytical DiBenedetto 

equation and experimental results for the two epoxy systems considered herein. In addition, an 

existing parameter set of ReaxFF not only agrees with DREIDING force field in small deformation 

but also yields reasonable failure behavior of epoxies at molecular level. The plastic deformation 

and cavitation process observed and characterized from reactive MD simulations provide further 

evidence for the plastic deformations at the crack tip region that contribute to the fracture 

toughness during crack propagation events.  

Furthermore, I present here a multiscale framework to link the deformations observed at the 

molecular scale with the macroscopic fracture properties by adopting a continuum mechanics 

model. With this framework, the fracture energy of epoxy resins is shown to be closely related to 

their molecular architectures and two competing factors, the structural rigidity and post-yield 

deformability, which influence the process zone ahead of the crack tip simultaneously. Specifically, 

fracture energy is predicted to decrease with increasing functionality of the epoxy resins. For the 

tetrafunctional epoxy resins studied here, the fracture energy reaches peak value at moderate 

crosslink degree, and it can be enhanced by adding more curing agents. The proposed framework 

show promise in accelerating the material-by-design process for thermosets by incorporating data 

from atomistic simulations.   
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Chapter  7: Failure Mechanisms of Nanocomposites and Composites 

In this chapter, my graduate work culminates in utilizing the CG models and analytical scale-

bridging methods to investigate the failure mechanisms of nanocomposites and composites. 

Specifically, in the first section, I will present a CG MD study of the interfacial failure mechanisms 

of nacre-inspired nanocomposites with MLG domains embedded in a PMMA matrix. I 

collaborated with my colleagues Wenjie Xia, Jake Song, and Chen Shao on this work. The 

simulations reveal two distinct deformation and failure mechanisms that greatly influence the 

energy dissipation of the system: pull-out failure and yielding failure, with the latter one dissipating 

significantly more energy during deformation. The continuum fiber pull-out model is applied to 

analyze the mechanics problem. This model reveals that there exists a critical number of layers, 

beyond which the failure mode changes from yielding to pull-out. This combined computational 

and analytical framework provides effective strategies to design graphene/polymer layered 

nanocomposites with optimal toughness. In the second section, I will present our effort to bridge 

the thermomechanical properties of epoxy resins characterized in MD simulations to the interphase 

properties between carbon fiber and resin matrix with an analytical gradient model. By 

collaborating with engineers at Ford (Qingping Sun, Guowei Zhou, Dr. Xuming Su etc.), we 

further integrate the interphase property with representative volume element (RVE) modeling to 

investigate the failure mechanisms and behaviors of carbon fiber reinforced epoxy resin 

composites. The nanoscale interphase region is shown to significantly influence the composite 

non-linear and failure response. In the third section, this multiscale computational model is utilized 

to characterize the failure mechanisms of the composites, which are also validated with the 

experimental analysis. Portions of the text and figures within this chapter are reprinted or adapted 
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with permission from Xia et al. Molecular Systems Design & Engineering 2016 [39] and Sun et 

al. Composite Structures 2018 [247]. 

7.1 Two failure mechanisms in nacre-inspired nanocomposite 

As discussed in Chapter 1, nacre-inspired nanocomposites with layered nanostructure are 

advantageous in many ways, such as transfer of shear stresses [248], confinement of cracks upon 

reaching the polymer matrix [249], resistance to shear from frictional asperities [250], and pull-

out mechanism of the crystalline platelets. These combined effects preserve the strength of the stiff 

crystalline plates, while having toughness that is orders of magnitude higher than its constituents. 

Taking advantage of the developed CG model of MLG [127] and PMMA [94] in our group, we 

design a nacre-inspired  layered architecture of MLG-PMMA nanocomposites and investigate the 

interfacial mechanics between staggered graphene layers and polymer layers. Using CG MD 

simulations, we first characterize the interfacial behaviors of the designed systems as well as 

identify critical sizes of MLG that govern deformational behaviors. We then discuss the simulation 

results in the context of the fiber pull-out continuum mechanics model and generalize the results 

to effective optimization strategies to design mechanically robust nacre-inspired nanocomposite 

systems.  

7.1.1 Computational model 

The nacre-inspired nanocomposite consists of a layered nanostructure of CG PMMA and MLG 

phases, as shown in Fig. 7-1. In the CG model of PMMA, two-bead mapping scheme for each 

monomer is adopted, with one bead representing the backbone group and the second bead 

representing the sidechain methyl group. The bonded interactions, including bond, angle and 

dihedral potentials, are parametrized using the inverse Boltzmann method (IBM) [105] to match 

the probability distributions. The non-bonded interactions take the form of a 12-6 LJ potential, and 
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are parametrized to capture the bulk density, Tg, and elastic modulus. Details procedures for 

developing the CG modeling can be found in Hsu et al. [94, 119]. The simulated system consists 

of one PMMA layer and one MLG layer, which constitute an RVE in the microscopic layered 

nanocomposites, as illustrated in Fig. 7-1(a). The PMMA layer has a thickness of approximately 

20 nm, which consists of a block of polymer chains with a chain length of 100 monomers per chain. 

The MLG layer consists of varying number of layers 𝑁 with two sheets per layer in a staggered 

architecture, with an overlap ratio of 50% and an overlap length 𝐿𝑜 ≈ 12.5 𝑛𝑚. The total length 

𝐿 of the system is about 50 nm in the y direction. The width of the system is about 10 nm in the x 

direction. Periodic boundary conditions (PBC) are applied in the x and z directions and non-PBC 

are applied in the y direction. We adopt 12-6 LJ potential to represent the non-bonded interaction 

between graphene and polymer with 𝜀𝑔𝑝 = 0.8 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 and 𝜎𝑔𝑝 = 4.5 Å, which results in an 

interfacial energy of ~ 0.15 J𝑚−2 , similar to experimentally reported values. We note that 

changing the value of 𝜀𝑔𝑝  would effectively change the interfacial interaction as well as the 

interfacial shear mechanics.  

The system is first equilibrated in NVT ensemble at 300 K for 2 ns. Then, we use steered 

molecular dynamics (SMD) simulation to perform MLG pulling out deformation. Specifically, one 

edge of the MLG layer is pulled by applying a force generated by a stiff harmonic spring, and we 

use pulling velocity of 0.1 Å/ps. All SMD simulations are carried out at a temperature of 300 K, 

and therefore the PMMA layer is below its Tg, which is around 380 K as measured from 

simulations. During the MLG pull-out deformation, the deformation of PMMA layer in y direction 

is prevented by a repulsive wall in the x-z plane. This action is reasonable given that the force 

contribution from the deformation of the polymer layer is negligible compared to the contribution 

of graphene-polymer interface. However, when the graphene-polymer interfacial interaction is 
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very strong or when the temperature is close to or above the Tg, this assumption needs to be 

revisited accordingly.  

 

Figure 7-1. Computational design of the nacre-inspired nanocomposites with MLG and PMMA. 

(a) Illustration of the microscopic picture of the nanocomposite system under loading. (b) Layer-

by-Layer assembly of MLG and PMMA nanocomposites. Note that our simulated system only 

consists one layer of MLG and PMMA. (c) All-atomistic to coarse-grained mapping schemes for 

graphene and PMMA.  

7.1.2 Two failure mechanisms and continuum fiber pull-out model 

Our simulations reveal two different modes of failure: a clean pull-out mode which 

corresponds to MLG-PMMA interfacial failure in the case of thicker MLG assemblies, and a 

yielding model which occurs within the MLG through the internal sliding of staggered graphene 

sheets, as shown in Fig. 7-2. Furthermore, we observe that for a given interfacial interaction 

strength 𝜀𝑔𝑝 and embedded length 𝐿, the failure mode of MLG changes from yielding to pull-out 

as the number of layers 𝑁 increases to a critical value 𝑁𝑐𝑟. The yielding failure mode involves the 

sliding of graphene surfaces due to the staggered architecture of the MLG, and it can dissipate 

tremendous amount of energy upon deformation. The transition in failure resembles micro- or 
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macroscopic fiber pull-out test as either the fiber breaks during pull-out or the fiber is completed 

pulled out [251]. Next, we aim to predict the failure mode transition as a function of 𝑁 and other 

physical parameters using continuum theory.  

 

Figure 7-2. Snapshots of the SMD pulling simulations for the two failure mechanisms and 

corresponding schematics. 

The continuum fiber pull-out model can be written as [252]: 

 𝐹 = 𝐹∞tanh (𝛼𝐿)   (7-1) 

where 𝛼 = √𝐾/𝐸𝑚ℎ is a length scale parameter governing the shear stress transfer along the 

MLG-PMMA interface, 𝐸𝑚 and ℎ are the modulus and thickness of MLG, respectively, 𝐾 is the 

interfacial shear stiffness among MLG-PMMA interface, 𝐹∞ = 𝜏𝑠/𝛼  is the maximum pull-out 

force per unit width at infinitely long MLG sheets, and 𝜏𝑠 is the interfacial shear strength.  

By knowing the Young’s modulus 𝐸𝑚 and tensile strength 𝜎𝑚 of staggered MLG [74] and 𝐾 

and 𝜏𝑠 by performing interlayer shear test between a continuum graphene sheet on top of polymer 

layer [39], the critical condition for differentiating failure mode can be determined by solving the 

force balance equation: 
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 2𝐹∞ tanh(𝛼𝐿) = 𝜎𝑚ℎ    (7-2) 

where factor 2 is needed to account for the upper and lower interfaces given the periodic structure.  

Numerically solving the above equation yields the critical number of layers 𝑁𝑐𝑟 of graphene 

that governs the mode of failure. For the specific system studied here (𝜀𝑔𝑝 = 0.8 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 and 

𝐿 = 50 𝑛𝑚), the theoretical value of 𝑁𝑐𝑟 is 4. This prediction is in excellent agreement with our 

simulations results, where 𝑁 = 4 is still MLG yielding failure and 𝑁 = 5 gives rise to MLG pull-

out. Eq. 7-2 also implies that in addition to 𝑁, 𝜏𝑠 and 𝐿 are also key parameters that govern the 

modes of the failure. 

Next, we use the continuum model Eq. 7-2 to extend our analysis to arbitrary values of 𝜏𝑠 

(which is directly related to 𝜀𝑔𝑝) and 𝐿 to understand how 𝑁𝑐𝑟  depends on these parameters. With 

the results we have on the dependence of 𝐾 and 𝜏𝑠 on 𝜀𝑔𝑝, we can predict the specific 𝑁𝑐𝑟 values 

for different 𝐿 and 𝜀𝑔𝑝, and the results are shown in Fig. 7-3. The value of 𝑁𝑐𝑟 increases initially 

with the length 𝐿, and then saturates at very large 𝐿~400 𝑛𝑚. This saturation effect at large 𝐿 is 

due to the non-uniform shear stress distribution along the MLG-PMMA interface as predicted by 

the continuum model. Increasing 𝜀𝑔𝑝 will increase 𝑁𝑐𝑟 for a given value of 𝐿. However, the length 

scale where 𝑁𝑐𝑟 saturates is almost invariant with 𝜀𝑔𝑝. As a result, Eq. 7-2 along with Fig. 7-3 

provide guidelines to tune key parameters to design both the geometrical factors and interfacial 

interactions of the nanocomposite system.  
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Figure 7-3. Theoretical prediction of the critical number of layers of graphene as a function of total 

MLG length for different interfacial interaction strength. The solid diamond data highlights the 

specific interfacial interaction strength that is studied in our simulations.  

In summary, we have investigated interfacial mechanical behaviors of nacre-inspired MLG-

PMMA layered nanocomposites systems by performing pull-out simulations using CG MD 

approach. Our simulation results illustrate two different deformation and failure mechanisms, 

which influence the toughness and energy dissipation capability of the system: pull-out failure, 

which occurs along the MLG-PMMA interface, and yielding failure, which occur along MLG-

PMMA interface. We then apply a continuum mechanics model developed for fiber pull-out 

problem to the systems studied here. The predictions from the continuum model agree very well 

with the simulation results. The analytical relationship also indicates that increasing the system 

length and the interfacial interaction strength will increase the critical number of layers of graphene 

that induces failure mode change. Our prediction of failure modes provides ideal design strategies 

for MLG and polymer-based nanocomposites. 
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7.2 Effect of interphase on the mechanical properties of carbon fiber reinforced epoxy resin 

composites 

Carbon fiber reinforced polymer (CFRP) composites have numerous applications in 

lightweight structures in the aerospace and automotive industry due to their excellent strength and 

stiffness while low density. The fast-expanding demand for these composites requires efficient 

material characterization techniques to predict the mechanical properties of them, most notably 

their failure behaviors under various conditions. However, the complicated structures of CFRP 

composites lead to complex mechanical behaviors and a wide variety of failure modes. 

Experimental analyses usually fall short in precisely controlling the geometries and boundary 

conditions of the specimen, and such analyses alone are insufficient to investigate the failure 

initiation process and the subsequent failure mechanisms. On the other hand, computational studies 

are advantageous in the systematic characterization of the effects of fiber and matrix properties as 

well as microstructures on the composites’ mechanical responses [253-255]. As a result, in the 

project “Integrated Computational Materials Engineering Development of Carbon Fiber 

Composites for Lightweight Vehicles”, led by Department of Energy and Ford Motor Company, 

researchers from different institutions aim to develop integrated computational models across 

multiple length scales and tackle the mechanical properties and failure behaviors of CFRP 

composites with epoxy resin matrix, of which the target application is the frame materials of next-

generation lightweight vehicles.  

In this section, first, a microscale RVE model is developed by adopting validated constitutive 

models for both matrix and fiber phase in the composite. But this two-phase model fails to capture 

the stress-strain behavior compared to experimental data. We propose that the reason is due to that 

the two-phase model does not consider the stiffened interphase region between carbon fiber and 
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matrix. By using MD simulations and an analytical gradient model, we find that the interphase 

region has higher modulus and strength in average compared to the bulk matrix. Then, we add this 

stiffened interphase region in RVE modeling and propose a modified three-phase model. We show 

that the accuracy of the computational model improves significantly [247]. Thus, our findings 

explicitly elucidate the effect of the nanoscale interphase region on the mechanical properties of 

the composites.  

7.2.1 Traditional two-phase model fails to predict the realistic stress-strain curve 

First, accurate constitutive laws for both fiber and epoxy matrix have been adopted. Since 

fibers are very brittle, a transversely isotropic linear elastic law is adopted. The material constants 

such as Young’s moduli in different directions, shear moduli, and Poisson ratio are obtained from 

factory material sheets. The epoxy matrix is modeled as an elasto-plastic solid, and the yield 

criterion and damage law follow a recent work by Vu-Bac et al. [95]. The basic parameters such 

as Young’s modulus and Poisson’s ratio are obtained from experimental characterization. Then, 

the entire matrix constitutive model is validated by experimental results under tension, 

compression, and torsion [247]. After the validation process, the matrix and fiber models are 

integrated into the two-phase RVE model to predict the failure behavior of unidirectional (UD) 

CFRP composites. A portion of the model is shown in Fig. 7-4(a). A zero-thickness interface layer 

is also highlighted at which cohesive elements are inserted. Typical RVE size is shown in Fig. 7-

4(b) and (c) for transverse compression and tension, respectively, and previous studies have shown 

that this size is sufficient to capture the essential microscale features with minimal computational 

costs [256]. An orphan mesh technique with predominantly first-order hexahedral elements under 

reduced integration (C3D8R) and tetrahedral elements (C3D6) are adopted, while first-order 

cohesive elements (COH3D8) are used to represent the interface.  
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Figure 7-4. Two-phase RVE model. (a) Schematic highlighting the two phases and the interface 

between them. (b) RVE model for composites failure analysis under transverse compression. (c) 

RVE model for composites failure analysis under transverse tension and shear loading.  

Comparing experimental results with the two-phase RVE model in Fig. 7-5, we find that the 

stress-strain curves of transverse tension obtained from the two-phase model show earlier non-

linearity and the engineering stress is lower than the ones from experimental data in the same 

condition, indicating lower Young’s modulus as well. By changing the cohesive element 

parameters, it only changes the maximum stress values. It indicates that the traditional two-phase 

model that only consists of matrix and fiber cannot capture the realistic behavior of composite, 

especially in the nonlinear stage. Our computational analysis further shows that the region 

surrounding the fiber is the stress concentration locus. As a result, this region usually yields earlier, 

and it is the crack initiation site.   
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Figure 7-5. The comparison between two-phase model and experimental result of transverse 

tension. 

7.2.2 Interphase property characterization 

Due to the roughness of carbon fiber surface, nanoconfinement effect on the matrix resins and 

the treatments applied during fiber manufacturing process, there exists a submicron-thick 

interphase region around carbon fibers. For similar CFRP composites with epoxy matrix, the 

thickness of the interphase region has been evaluated to be about 200 nm with an analysis from 

transmission electron microscopy (TEM) [257]. Here, the interphase region is further simplified 

as a cylindrical shell adjacent to the fiber with inner radius 𝑟𝑓 being the same as the fiber radius 

and outer radius 𝑟𝑖 = 𝑟𝑓 + 200 𝑛𝑚, as shown in Fig. 7-6(a). In the following text, sub-indices 𝑓, 𝑖 

and 𝑚 denote fiber, interphase region and matrix, respectively. Although there has not been a 

quantitative characterization of the interphase region in situ, we know some basic information of 

the property variation of the interphase region. First, at the inner and outer boundaries, both 

physical and chemical properties of the interphase are required to comply with the adjacent phases 

[258]. Second, there exist a sharp gradient from fiber property to the matrix property within the 
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interphase region. Third, due to the incompatibility between the sizing on the fiber surface and the 

resin in the bulk matrix, we anticipate part of the regions within the interphase achieve lower 

crosslink degree. Previous studies also suggest that the crosslink degree difference might be larger 

than 30% [258-260]. The experimental observation that the failure initiate inside the interphase 

region provides further evidence [261]. In the Chapter 6, we have characterized the effect of 

crosslink degree on the elastic modulus and strength of typical epoxy resins. The results show that 

the difference of the Young’s moduli between insufficiently crosslinked epoxy (~70% crosslink 

degree) and fully crosslinked epoxy (95% crosslink degree) is around 20%, and the difference in 

the strength between them is up to 50%. We use  𝐸𝑚𝑠 and 𝜎𝑚𝑠 to represent the lower bound values 

for the Young’s modulus and strength inside the interphase region.  

To characterize the average properties of the interphase region, we adopt an analytical gradient 

model to represent the modulus and strength profile inside the interphase by also integrating the 

MD simulation results on the insufficient crosslinked resins. The gradient model proposed here 

include two parts. In the first part, Young’s modulus and strength decrease from the fiber values 

to the lowest values, i.e.  𝐸𝑚𝑠 and 𝜎𝑚𝑠. In the second part, the values gradually increase from the 

lowest to the values of bulk matrix. The decreasing trend in the first part is due to the attenuation 

of the fiber confinement effect, and the increasing trend in the second part is because of the intrinsic 

epoxy resin stiffening through sufficient crosslinking. To formulate the boundary conditions of the 

interphase region, the Young’s modulus on the left boundary (fiber end) is taken as the average 

moduli of the fiber in three dimensions 𝐸𝑖(𝑟 = 𝑟𝑓) = 95 𝐺𝑃𝑎. The Young’s modulus on the right 

boundary (matrix end) is also taken as the modulus of the isotropic matrix 𝐸𝑖(𝑟 = 𝑟𝑖) = 3.8 𝐺𝑃𝑎. 

For strength values, we use tensile strength values as the composites usually fail by tension even 

during compressive deformation. Specifically, the left bound strength value of the interphase 
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region is the tensile strength of the carbon fibers, which is 𝜎𝑖(𝑟 = 𝑟𝑓) = 3 𝐺𝑃𝑎. The right bound 

strength value is the tensile strength of the matrix, which is 𝜎𝑖(𝑟 = 𝑟𝑖) = 68 𝑀𝑃𝑎. The position of 

the lowest values (𝑟𝑖𝑠) is assumed to be at three quarters (0.75) of the interphase away from the 

fiber surface. The position is chosen near the matrix side, since the incompatibility between sizing 

and bulk matrix resin mainly induces the insufficient crosslinking.  

 

Figure 7-6. Interphase property characterization. (a) Schematic of cross-section including the 

interphase region (yellow). (b) Variation of Young’s modulus or strength inside the interphase 

region. 

The variations of the properties of the interphase region are assumed to follow the exponential 

functional as follows: 

 𝐾𝑖 = {
 𝐾𝑚𝑠 + (𝐾𝑓 − 𝐾𝑚𝑠)𝑅(𝑟)               𝑟𝑓 < 𝑟 < 𝑟𝑖𝑠 

𝐾𝑚 + (𝐾𝑚𝑠 − 𝐾𝑚)𝑄(𝑟)                𝑟𝑖𝑠 < 𝑟 < 𝑟𝑖
    (7-3) 

where K can be either E (Young’s modulus) or σ (strength), and the functions 𝑅(𝑟) and 𝑄(𝑟) are 

constructed to match the boundary conditions: 
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 𝑅(𝑟) =
1 − (𝑟/𝑟𝑖𝑠)exp (1 − 𝑟/𝑟𝑖𝑠)

1 − (𝑟𝑓/𝑟𝑖𝑠)exp (1 − 𝑟𝑓/𝑟𝑖𝑠)
 (7-4) 

 
𝑄(𝑟) =

1 − (𝑟/𝑟𝑖)exp (1 − 𝑟/𝑟𝑖)

1 − (𝑟𝑖𝑠/𝑟𝑖)exp (1 − 𝑟𝑖𝑠/𝑟𝑖)
 (7-5) 

The average Young’s modulus and strength of the interphase can be obtained as: 

 𝐾̅𝑖 = ∫ 𝐾𝑖(𝑟)𝑑𝑟
𝑟𝑖

𝑟𝑓

/(𝑟𝑖 − 𝑟𝑓) (7-6) 

Substituting the parameters of both Young’s modulus and strength values into above equation, 

we finally have 𝐸̅𝑖 = 22.5 𝐺𝑃𝑎 , and 𝜎𝑖 = 670 𝑀𝑃𝑎. 

We have also conducted sensitivity analysis to quantify how the choice of 𝑟𝑖𝑠 influences the 

results. Varying 𝑟𝑖𝑠 between the middle point and further near the matrix phase leads to differences 

that are smaller than 20% of the predicted average values. As a result, the assumed position of the 

insufficient crosslink region has low influence on the average properties of the interphase region.  

Comparing with matrix modulus (𝐸𝑚 = 3.8 𝐺𝑃𝑎) and tensile strength ((𝜎𝑚 = 68 𝑀𝑃𝑎), the 

average Young’s modulus and strength of the interphase region are increased by around 5 and 9 

times, respectively. The interphase region shows an obviously stiffened response compared to the 

bulk matrix, although a portion of the interphase region is weaker due to insufficient crosslinking. 

Thus, the key material parameters of the interphase region have been obtained. The constitutive 

behavior and damage model of the interphase are assumed to be similar to those of the bulk matrix. 

7.2.3 Newly proposed three-phase model  

A modified RVE model incorporating the stiffened interphase region is then proposed to 

investigate the mechanical response of composites. Fig. 7-7 shows the comparison of stress-strain 

curves based on the modified and traditional RVE model for the transverse tension and 
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compression. We see a better agreement for the modified RVE model compared to the 

experimental tests before failure. It is remarkable that by adding a 200 nm thick interphase region, 

with stiffened properties compared to the bulk matrix, the model performance becomes much 

better. This result also corroborates the fact that the existence of finite thickness interphase around 

carbon fiber increases the loading bearing capability of the composites.  

 

Figure 7-7. Comparison between the modified RVE model including the interphase region and the 

traditional RVE model. (a) Transverse tension. (b) Transverse compression.  

We see that the strength or maximum stress values from the computational model is still a little 

off compared to experimental results. However, the differences can be corrected by considering 

interfacial debonding with cohesive elements at the interface between fiber and the interphase 

region. The specific parameters for the inserted cohesive elements are obtained through reverse 

engineering method based on the experimental results. Details can be found in our previously 

published work [247]. 

7.3 Failure mechanisms characterized by the computational model 

With great enhancement of the model performance, we then use the three-phase computational 

model to characterize the failure mechanisms of UD CFRP composites in accordance with 
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experimental tests. Compared to experimental tests, the computational model has the advantage to 

clearly reveal the damage initiation and evolution process.  

First, we conduct transverse tension loading in both experiments and computational modeling. 

From computational results, we find that interfacial debonding first occurs at the poles of the 

closely packed fibers where the stress concentration is high. Subsequently, initiation of interfacial 

cracks adjacent to fiber surfaces can be found perpendicular to the loading direction. The matrix 

and interphase region near to the cracks undergo severe plastic deformation, which further results 

in the coalescence of the adjacent cracks, as shown in Fig. 7-8(a). Finally, a major crack spreads 

out the entire RVE model, causing the ultimate fracture perpendicular to the loading axis, as 

illustrated in Fig. 7-8(b). We also show a post-mortem specimen after brittle matrix fracture in Fig. 

7-8(c). We can see that the failure mechanism and crack direction are consistent between the 

computational modeling and experiments. 

 

Figure 7-8. Comparison of failure mechanism and crack direction between computational model 

and experiments under transverse tension. 

During transverse compression, we observe that plastic deformation first occurs in the 

interphase region, which later results in interfacial debonding at specific sites. Again, this 

phenomenon demonstrates that the failure always initiates in the region near fiber surface, where 
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stress concentrates more compared to the matrix far away from fiber surface, as shown in Fig. 7-

9(a). Afterwards, small cracks from interfacial debonding connect to form a main crack, which can 

also be treated as a plastic shear band. Finally, a fracture surface forms by the main crack, which 

inclines at 57.12° with respect to the plane perpendicular to the loading axis, as shown in Fig. 7-

9(b). The angle of fracture surface measured in experiments is about 56.15°. Again, we see very 

good agreement between the computational and experimental results.  

 

Figure 7-9. Comparison of failure mechanism and crack direction between computational model 

and experiments under transverse compression. 

7.4 Conclusion 

In conclusion for this chapter, computational and analytical models are developed to 

investigate the mechanical properties and failure mechanisms of typical composite systems. 

Specifically, the CG model of MLG and the CG model of PMMA are used to build a nacre-inspired 

layered nanocomposite system. The simulation results show that there are two possible failure 

mechanisms that could occur during MLG phase pull-out from the matrix. One is clean pull-out 

that results in interfacial failure, and the other one is MLG yielding, indicating failure inside the 
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MLG phase. To further explain the transition between the two failure mechanisms, a continuum 

mechanics model is applied to predict the critical number of layers in MLG that results in a 

transition of failure mechanisms. This analytical model also enables the investigations on the effect 

of other physical parameters such as total length of the system, and interfacial interaction between 

MLG and PMMA on the failure mechanisms.  

During the investigation of carbon fiber reinforced epoxy resin composites, the traditional two-

phase model usually fails to capture the realistic mechanical response of the composites despite 

that the constitutive law and parameters of the matrix and fiber phases are well calibrated and 

validated according to experimental tests. This work shows that the nanoscale interphase region 

between fiber and bulk matrix is essential to capture the confinement effect of fiber surface on the 

resin matrix. By adopting previous MD simulation results on typical epoxy resin and an analytical 

gradient model, the average Young’s modulus and strength of the interphase region is calibrated, 

which show stiffened properties compared to the bulk matrix. By integrating the interphase region 

in a modified RVE model, the performance of the model significantly improves. Afterwards, this 

multiscale computational model is utilized to study the failure behaviors of the composites under 

transverse tension and compression, which show excellent agreement with experimental analysis. 

In this work, a successful effort to integrate MD simulation results with microscale RVE model to 

investigate the failure response of composites has been demonstrated. This work also demonstrates 

the importance of characterizing nanoscale features in assessing the overall mechanical properties 

of the materials.  
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Chapter  8: Summary 

In the previous chapters, investigations on multiscale modeling and mechanics of graphene-

based nanomaterials and carbon fiber reinforced epoxy resin composites have been presented. In 

this chapter, the main contributions of our study and provide an outlook for future research are 

summarized.  

8.1 Contributions 

Developing advanced nanocomposites and composites would benefit many application areas. 

However, understanding and predicting the mechanical responses, especially the large deformation 

and failure behaviors of such systems and their constituents are still challenging due to limitations 

of current characterization methods.  

The work presented in this dissertation aims to advance the understanding and prediction of 

the physical mechanisms and failure behaviors of two representative material systems, graphene-

based nanomaterials and carbon fiber reinforced epoxy resin composites, by using combined 

computational, experimental, and analytical characterization methods, with MD simulation as a 

basic computation technique. 

First, in Chapter 3, coarse-grained (CG) models of graphene and graphene oxide (GO) were 

introduced and developed. They are well designed and calibrated to reproduce the essential 

mechanical properties of MLG and GO sheets. These models significantly increase the 

computational efficiency of MD simulations compared to all-atomistic ones. In the following 

chapters, they served as important predictive computational tools for investigating the physical 

mechanisms and failure behaviors of mesoscale MLG and GO systems, as well as graphene-based 

nanocomposites. 
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In Chapter 4, these new computational models were utilized to investigate multilayer graphene 

(MLG) sheets and GO sheets under nanoindentation and fracture toughness measurements. By 

collaborating with experimentalists, an atomic-level recoverable interlayer slippage process in 

MLG was discovered for the first time, which leads to repeatable energy dissipation of MLG sheets 

under nanoindentation cycling tests. Also, the experimentally measured, thickness-dependent 

strength of MLG sheets was successfully elucidated, which had previously remained unexplained. 

Later, this work inspired other experimental efforts in investigating the interlayer shear properties 

of similar 2D materials [153, 190]. By using the CG model of GO, the dependence of failure modes 

during nanoindentation on the chemistry of contact area were illustrated, corroborating the 

observations of recent nanoindentation experiments. In addition, these models enabled the 

quantification of the fracture toughness of graphene or GO sheets with excellent accuracy and 

efficiency.  

In Chapter 5, CG models were further utilized to investigate the ballistic impact behavior of 

MLG sheets, inspired by the recent microballistic tests and the excellent behaviors of MLG under 

these conditions. Using CG MD simulations, the distinctive failure mechanisms induced by stress 

waves were shown to deteriorate the ballistic resistance of MLG sheets. Specifically, the cone 

wave formed upon impact – which travels in-plane at very high speed in thin graphene membranes 

– can reflect at clamped boundaries and induce early perforation or decrease the energy absorption 

capability. The compressive wave in the thickness direction can also result in spalling failure, a 

phenomenon usually observed in the impact on the macroscopic concrete specimen. Later, to relate 

these failure mechanisms to microballistic experiments, analytical relationships based on 

continuum mechanics theories were developed to generalize these findings and bridge different 

size scales.  
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Chapter 6 focused on the atomistic modeling of a typical matrix material used in both 

graphene-based nanocomposites and carbon fiber reinforced composites - epoxy resins. The effect 

of resin functionality, crosslink degree, and component ratio on the resin thermomechanical 

properties were characterized. More importantly, using a polymer fracture mechanics model, the 

atomistic tensile simulations of the resin were linked with its macroscopic fracture energy, 

providing physical insights into the molecular mechanisms that govern the fracture characteristics 

of epoxy resins. This work could provide guidance for future epoxy resin computational-based 

design.  

In Chapter 7, building upon the previously developed computational tools, the mechanical 

properties and failure behaviors of nacre-inspired nanocomposites with layered MLG and PMMA 

matrix and carbon fiber reinforce epoxy resin composites were investigated. First, with CG model 

of both MLG and PMMA, the failure mechanisms of MLG/PMMA nanocomposites during MLG 

phase pull-out were studied. A continuum mechanics model was applied to illustrate the transition 

in failure mechanisms. Then, by collaborating with Ford engineers, a multiscale computational 

model was developed by combining MD simulations and finite element analysis. It has shown that 

the nanoscale interphase region between the carbon fibers and resin matrix significantly influences 

the composite non-linear and failure response. The framework of integrating multiscale analysis 

and experimental characterizations is one of the key contributions of the multi-institutional 

collaborative project - Integrated Computational Materials Engineering Development of Carbon 

Fiber Composites for Lightweight Vehicles.  

8.2 Outlook into future 

Having summarized our key findings and their significance, in this section I will briefly discuss 

future potential research directions that build upon this dissertation.  
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The computational tools and combined computational/theoretical/experimental approach 

developed here can be further extended to a systematic exploration of the impact resistance and 

energy absorption mechanisms of biological materials. Developing impact-resistant protective 

materials or structures has always been crucial. Recently, there is great interest in impact 

assessment in the field of stretchable and wearable electronics because these devices may undergo 

accidental shocks during their service life [262]. The need for protective structures in much smaller 

devices calls for timely investigations focusing on nanoscale characterization and properties that 

emerge from nanostructures. Biological materials widely found across species, including the 

exoskeletons of beetles [263], the dactyl club of stomatopods [264], and conch shells [265], have 

shown remarkable impact resistance and energy absorption capability when undergoing high-

speed impact. The exceptional properties of these biological materials are closely related to their 

intricate, self-assembled, and hierarchical structures. Although the structure-property relationships 

of biological materials have been investigated under quasi-static loading conditions, and we have 

witnessed the bio-inspired design of nanocomposites that have high specific toughness and low 

weight, the relationships are rarely explored under high strain rate conditions. There are still many 

unexploited solutions offered by biological materials that could be applied to future protective 

systems.  

Therefore, future research can be conducted to explore the impact resistance and energy 

absorption mechanisms utilized by biological materials, and to apply these principles to design 

synthetic nanocomposite materials with impact-resistant and protective capabilities. This research 

direction can build upon the CG model development and the work on the failure mechanisms of 

nanocomposite systems. Specifically, we can utilize the wide varieties of CG models developed 

herein to construct both shell-inspired and dactyl-inspired systems. For the shell-inspired system, 



148 
 

one intriguing question would be how the nanoscale dimensions, i.e. nanoconfinement effect and 

the distinct material properties in the lamellar structures influence the stress wave filtering and 

damping performance. For the dactyl-inspired system, it is interesting to investigate the specific 

role of amorphous minerals in energy dissipation or absorption.  

In addition, future research can also focus on unraveling how multilevel hierarchical structures 

optimize the ability to withstand extreme mechanical forces. I think the key is whether there are 

hybridized failure mechanisms emerging in hierarchical structures, and if so, what their roles are 

in enhancing impact-resistant performance. During conducting this research, multiscale modeling 

and combined theoretical/computational approaches would be highly valuable in investigating the 

structure-property relationships. In addition, these studies will be helpful to generalize the lessons 

learned from biological materials into mathematical principles, that can be integrated into bottom-

up, hierarchical materials design.  
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