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ABSTRACT<br>Engineering Responses of Soft Materials<br>Hang Yuan (袁航)

Engineering responses of soft materials at hierarchical time and length scales is of great interest to both fundamental science and technological applications. In recent years, the hybridization between emerging soft condense matters and conventional hard condense matters keeps enriching the materials library of humankind and opens another largelyuncharted venue for innovating the design of soft materials with controlled responses, which has great potential future applications compatible with living systems. This work demonstrates some preliminary efforts of engineering soft materials at different scales to achieve controlled responses to various external stimuli, and ultimately lead to the desired properties and functionalities. Utilizing a combination of experimental, computational and theoretical approaches, this work focuses on deciphering the fundamental mechanisms behind each observed phenomena and developing theoretical frameworks for better assisting the design of responsive soft materials. With deepening understanding of those materials, increasing number of natural/synthetic soft materials are expected to be engineered in the future for the continual development of technology.
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## CHAPTER 1

## Introduction

＂Physics is about questioning，studying，probing nature．＂

There is an old saying by the prominent Chinese philosopher Xun Zi（荀子）in his classic essay＂On Learning＂（劝学篇）—＂We humans are not born any more superior than animals．We have become superior because we learn and we learned how to make use of materials（君子生非异也，善假于物也）．＂The word，materials（物），in the original quote actually refers to any tangible tools humans leveraged in a much broader context． However，the quote still offers insight and wisdom even if we restrict the meaning of it to the materials from a modern scientific perspective．The world we live in already has a myriad of natural materials；meanwhile，scientists and engineers are still keep creating innumerable artificial materials．Being fortunate to have such a repository of diverse ma－ terials，it is an eternal theme of science to learn about materials and make use of those materials for continual innovations of technology．

Our understanding of any unknown materials start with probing its responses caused by an external disturbance．For example，the British physicist Robert Hooke discovered the famous Hooke＇s law［1］in the 1670s，which states that the extension of a spring is proportional to the force $(\mathbf{F}=-k \Delta \mathbf{x})$ ．Here，we understand the property of an elastic spring by simply pulling the spring and measuring the resulted restoring forces．Similarly，
the Irish English physicist George Gabriel Stokes derived the well-known Stokes' law [2] in 1850s, which states that the resistive force acting on a sphere moving through a viscous fluid is proportional to its velocity $(\mathbf{F}=6 \pi \mu a \mathbf{U})$. In this example, the property of a viscous fluid is studied by perturbing the viscous fluid via a moving sphere and measuring the corresponding drag forces from the surrounding fluid. Looking back the history of science, countless fundamental principles of materials, such as the Fick's law [3], the Ohm's law [4], the Fourier's law [5], etc., have been discovered and they all can be viewed in this perspective.

After hundreds of years of development in science, scientists are able to study more and more complex materials with accumulated knowledge [6, 7. Nowadays, the relationship between material responses and external perturbations are not necessarily linear anymore. However, the philosophy guiding the material researches remain essentially the same: we understand the materials by probing its responses to external perturbations. Among all those materials studied in the past a few decades, the "hard condense matters", which generally deals with materials with structural rigidity, such as crystalline solids, glasses, metals, insulators, and semiconductors, etc., are rather extensively studied due to the success of quantum mechanics and relatively clearly-identified order in those systems. On the other hand, the "soft condense matters" is a relatively young and emerging field with many uncharted problems, where systems under study generally lack of a clearly-defined order and do not involve any quantum effects. Many soft materials, such as liquid crystals, gels, foams, polymers, granular matter, emulsions and biological tissues, etc., have lots of industrial applications and have been integrated into our daily life.

Compared with hard condense matters, soft condense matters usually involve more building blocks and are studied in larger length and time scales. More importantly, the "soft" nature of soft materials enables easy hybriding with conventional hard condense matters. This yields a large class of unexplored soft materials responsive to mechanical forces 8 , 9], chemicals $1 \mathbf{1 0}, 11$, electric fields 12,13 , magnetic fields 14,15 , light 16,17 , heat 1820 and so on. Such "active" soft materials provide a vast design space for controlling over its responses via external stimuli 21 25. But meanwhile, couplings between multiple response mechanisms are usually inevitably introduced. Even for a material responsive to only a single external stimulus, the response of its active components is commonly coupled with the response of the embedding passive medium. These couplings make the active soft materials a more complex system to understand comprehensively. However, "Standing on the shoulders of giants", it's time for a more mature science to understand the behaviors of more complex systems, such as the unique properties of those novel active soft materials.

Understanding the properties of the soft materials is only the first step. To make use of materials for the benefits of humankind, the ultimate goal is to engineer the responses of soft materials for desired functionalities. This takes one step further than just probing the responses of materials. If probing the responses of materials provides us some preliminary pictures of material properties, engineering responses requires a certain level of abstraction of probed results to obtain a more thorough understanding of the fundamental mechanisms. With a proper theoretical description of mechanisms and if we are fortunate enough, we can engineer soft materials to generate specific responses under the influence of external stimuli for targeted functions.

To make the above statement more clear, this work centers around the theme -engineering responses of soft materials - and attempts to address this topic with a few concrete active soft material systems primarily from theoretical and computational perspectives. This work is composed of two major parts. The first part of this work focuses on the individual behaviors of three different soft materials at different length and time scales. It aims to give a flavor of the diversity of active soft materials and demonstrates how to learn the responses of soft materials to external stimuli at an individual level with appropriate methodologies. In the second part, this work attempts to understand the collective responses of soft materials. It advances individual studies and is crucial for designing desired functions from an assembly of soft materials. For readers do not have a shared background, I have tried my best to write each chapter in a pedagogical and self-containing manner. However, occasionally there are some cross-references between chapters (such as Chap. 3 and Chap. 5, Chap. 5 and Chap. 6, etc.) in order to elucidate their underlying connections for a better understanding and also avoid unnecessary repetitions. In the following, brief overviews of each chapter's content and the organization of chapters are summarized:

Part 1: Individual Behaviors. In the first part of this work, each chapter presents a concrete example of engineering responses of soft materials. Three different soft material systems are selected and their individual behaviors in response to external stimuli, such as electric/magnetic fields and light, are systematically studied via theoretical and numeric methodologies at hierarchical scales, ranging from microscopic scale, to mesoscopic scale and to macroscopic scale. Three chapters in the first part are arranged
with the order of increasing length and time scales. Chapter 2 studies the morphological changes of nanometer-sized magnetoelastic shells under the influence of an external magnetic field; Chapter 3 studies the oscillatory motions of micron-sized colloidal particles driven by a direct current (DC) electric field ; Chapter 4 studies the robotic functionalities of millimeter-sized hydrogel-metal hybrids with dual response to both light and magnetic fields.

Chapter 2: Magnetoelastic Shells. Elastic crystalline membranes exhibit a buckling transition from sphere to polyhedron. However, their morphologies are restricted to convex polyhedra and are difficult to externally control. In this chapter, morphological changes of closed crystalline membranes of super-paramagnetic particles are systematically investigated. The competition of magnetic dipole-dipole interactions with the elasticity of this magnetoelastic membrane leads to concave morphologies. We found that the symmetry of the buckled membrane decreases as the magnetic field strength increases. This gives the ability to switch the membrane morphology between convex and concave shapes with specific symmetry and provides promising applications for membrane shape control in the design of actuatable micro-containers for targeted delivery systems.

Chapter 3; Quincke Oscillators. Dielectric particles in weakly conducting fluids rotate spontaneously when subject to strong DC electric fields. Such Quincke rotation near a plane electrode leads to particle translation that enables physical models of active matter. In this chapter, we show that Quincke rollers can also exhibit oscillatory dynamics, whereby particles move back and forth about a fixed location. We explain how oscillations
arise for micron-scale particles commensurate with the thickness of a field-induced boundary layer in the nonpolar electrolyte. This work enables the design of colloidal oscillators.

Chapter 4: Hydrogel Robots. An enormous challenge for science is the design of soft matter in which internal fuels or an external energy input can generate locomotion and shape transformations observed in living organisms. Such materials could assist in productive functions that may range from robotics to smart management of chemical reactions and communication with cells. In this context, hydrated matter that can function in aqueous media would be of great interest. We report here on the design of hydrogels containing a scaffold of high aspect-ratio ferromagnetic nanowires with nematic order dispersed in a polymer network that change shape in response to light and experience torques in rotating magnetic fields. The synergistic response enables fast walking motion of macroscopic objects in water on either flat or inclined surfaces and also guides delivery of cargo through rolling motion and light-driven shape changes. The theoretical description of the response to the external energy input allowed us to program specific trajectories of hydrogel objects that were verified experimentally.

Part 2: Collective Behaviors. In the second part of this work, the focus of study shifts from individual behaviors to collective behaviors of soft materials in response to external stimuli. From a single object to a collection of objects, the interactions between constituent objects of the system make the phenomena observed more diverse and also more complex. As a starting point, colloidal particles engineered to be responsive to electric/magnetic fields serve as ideal synthetic systems for studying the collective behaviors
of out-of-equilibrium systems. Chapter 5 focuses on the collective motions of colloidal particles immersed in a passive fluid, whose mobility is coupled with its internal degrees of freedom DOF (if any). Quincke particles is a good examples of such active colloidal particles. With the understanding of individual behaviors of Quincke particles established in Chapter 3, a model based on the Stokesian Dynamics (SD), supplemented with the dynamic equations governing its internal DOF, is developed to describe a population of Quincke particles. Chapter 6 also studies the collective motions of active colloidal particles but focuses more on the effect of surrounding "active fluid". Ferromagnetic colloidal particles driven by a rotating magnetic field induce active flows which modify the collective motions of particles. The concept of odd viscosity is introduced into the Stokesian Dynamics (SD) and a parallel SD framework compatible with odd viscosity is developed to understand the collective behaviors of a population of magnetic spinners.

Chapter 5: Collective Behaviors of Quincke Particles. Spontaneous emergence of correlated states such as flocks and vortices are prime examples of remarkable collective dynamics and self-organization observed in active matter. The formation of globally correlated polar states in geometrically confined systems proceeds through the emergence of a macroscopic steadily rotating vortex that spontaneously selects a clockwise or counterclockwise global chiral state. Here, we reveal that a global vortex formed by colloidal rollers exhibits polar state reversal, and a subsequent formation of the collective states upon re-energizing the system is not random. We combine experiments and simulations to elucidate how a combination of hydrodynamic and electrostatic interactions leads to hidden asymmetries in the local particle positional order reflecting the chiral state of the
system. These asymmetries can be exploited to systematically command subsequent polar states of active liquid through temporal control of the activity.

Chapter 6: Collective Behaviors of Magnetic Spinners. Unlike common passive fluids, a new type of viscosity, odd viscosity, emerges in active fluids with broken time reversal symmetry (TRS), such as those fluids consist of active spinning particles. In recent theories and experiments, the odd viscosity have drawn increasing interests for understanding the non-equilibrium behaviors of active materials. However, the physical effects of odd viscosity are still elusive and only backed by very limited experimental measurements. Here, we study the sedimentation of a collection of driven magnetic colloidal particles. By measuring the steady state particle density profile, interesting broadening density profiles are observed with increasing spinning frequency, which cannot be reproduced with a traditional Stokesian Dynamics simulation. In order to elucidate the fundamental mechanism resulting the observed phenomenon, an extended SD framework with odd viscosity is developed, which attempts to confirm the physical role of odd viscosity in such active systems.

## Part 1

## Individual Behaviors

## CHAPTER 2

## Magnetoelastic Shells*

### 2.1. Introduction

Polyhedra are of great interest to scientists, mathematicians and engineers. They emerge spontaneously in many fields of science. For example, single crystals take various polyhedra shapes, fullerenes adopt beautiful truncated icosahedron shapes [27], and bacterial micro-compartments are observed in multiple regular and irregular polyhedral shapes 28.

Soft homogeneous elastic membranes, including hallow capsules $\mathbf{2 9} 3$, viral capsids $\mathbf{3 2}, 33$, elastic biological membranes $\mathbf{3 4}, \mathbf{3 5}$ and crystalline vesicles $\mathbf{3 6}, \mathbf{3 8}$, can buckle under many conditions. Deformable capsules under pressure changes take on irregular shapes $\mathbf{3 9} 42$. On the other hand, self-assembled crystalline membranes, like the shells of viruses, generally buckle into shapes with icosahedral symmetry [43]. These icosahedral membrane shapes have been explained by homogeneous elasticity theory $[\mathbf{3 2}, \mathbf{4 4}]$. Furthermore, membranes with heterogeneous elasticity have been demonstrated to form various regular and irregular polyhedral shapes [45]. Such polyhedral morphologies are formed by the competition between stretching energy and bending energy. Although it is possible to engineer membrane morphologies by arranging defects in closed membrane topologies [46], these morphologies cannot go beyond polyhedra.

[^0]Here, we explore the possibility to create new closed shell morphologies, other than polyhedra, in a controllable manner. For this purpose, we consider elastic membranes of super-paramagnetic particles because of the exceptional penetration of magnetic fields and bio-compatibility. This provides opportunities to design magnetically responsive nanocarriers for targeted delivery systems in therapeutic applications 47.52. Magnetoelastic materials form rich morphologies 53,54 and can accomplish multimodal locomotion $\mathbf{5 5}, \mathbf{5 6}$ ] as well as deformations that generate forces between surfaces [57] when directed by magnetic fields. The versatility of magnetoelastic filaments, which consist of super-paramagnetic particles connected by elastic linkers, has also been demonstrated experimentally $\mathbf{5 8} \mathbf{6 3}$ and numerically $\mathbf{6 4} \mathbf{6 6}$.

Compared to magnetoelastic filaments and open membranes, closed magnetoelastic membranes, which have additional topological constraints, are found here to generate specific symmetries due to the interplay between nonlinear elasticity and magnetic dipoledipole interactions. In this chapter, a discretized model of magnetoelastic membranes is developed and numerically simulated with the Car-Parrinello (C-P) Molecular Dynamics (MD) simulations 67 to find the minimum energy configurations of magnetoelastic membranes under the influence of an external magnetic field [Sec. 2.2]. Following that, the equilibrium morphologies of the closed magnetoelastic membranes with external magnetic fields are systematically investigated for cases with and without the volume constraint [Sec. 2.3]. And the whole chapter concludes with a brief discussion and possible future works [Sec. 2.4.

### 2.2. Discretized model of magnetoelastic membranes

Unlike the traditional MD, the C-P MD approach relies on the Hamiltonian of the system $\mathcal{H}$ and obtains its force fields by taking derivatives of the overall Hamiltonian with respect to particles' position. Following the idea of the C-P MD, the effective Hamiltonian describing the magnetoelastic membranes at the discretization limit is developed first. Then, the corresponding interactions derived from the Hamiltonian of the magnetoelastic membranes are elaborated and implemented into traditional MD simulations.

### 2.2.1. Hamiltonian of elastic membranes

As dictated by Euler's polyhedron formula [68], we start by triangulating a spherical shell with twelve isolated 5 -fold disclinations. The disclinations are positioned on the vertices of an inscribed icosahedron [Fig. 2.1] to minimize the interactions between them $\sqrt[69]{ }$, as proposed by Caspar and Klug $\mathbf{7 0}$.

The elastic component of the Hamiltonian of a magnetoelastic membrane, following the discretization scheme of Nelson et al. [44], is written as

$$
\begin{equation*}
\mathcal{H}_{e}=\sum_{e \in \mathbb{E}} \frac{1}{2} k\left(\left|\mathbf{r}_{1}^{e}-\mathbf{r}_{2}^{e}\right|-\ell_{0}\right)^{2}+\sum_{e \in \mathbb{E}} \frac{1}{2} \tilde{\kappa}\left|\mathbf{n}_{1}^{e}-\mathbf{n}_{2}^{e}\right|^{2} \tag{2.1}
\end{equation*}
$$

where $k$ is microscopic stretching constant and $\tilde{\kappa}$ is microscopic bending rigidity. The sum is over all $e$ elements of $\mathbb{E}$, which is the set of all edges; $\mathbf{r}_{1}^{e}$ and $\mathbf{r}_{2}^{e}$ are two vertices of the edge $e$; and $\mathbf{n}_{1}^{e}$ and $\mathbf{n}_{2}^{e}$ are normal vectors of the two adjacent triangles of the edge $e$; and $\ell_{0}$ is the equilibrium length. Note that the corresponding continuum limit of the above


Figure 2.1. Mesh configuration of the spherical shell according to Caspar and Klug construction, which is characterized by two integers $h$ and $k[70]$. Above figure shows the example of $(6,6)$ structure and it has 1082 vertices, 3240 edges and 2160 faces. Blue vertices correspond to the locations of 5 -fold disclinations and there are 12 disclinations in total which are located on vertices of an inscribed icosahedron.
discretized Hamiltonian is mesh dependent [71]. With the above described triangulation of a spherical shell, it has been shown that in the continuum limit $\mathbf{4 4}, 72$ Young's modulus $Y=\frac{2 k}{\sqrt{3}}$, Poisson's ratio $\nu=\frac{1}{3}$ and bending rigidity $\kappa=\frac{\tilde{\kappa}}{\sqrt{3}}$ [see Sec. 2.2.3.2.

Incompressible homogeneous isotropic linear elastic membranes ( $\nu=1 / 3$ ) of radius $R$ can be described by two elastic parameters $Y$ and $\kappa$. Then, a single dimensionless parameter, $\gamma=\frac{Y R^{2}}{\kappa}$, called the Föppl-von Kármán FvK parameter 73, completely determines the buckling transition of such systems. Nelson et al. $\mathbf{3 2}$ have shown that homogeneous elastic membranes undergo a spontaneous buckling transition from sphere
to icosahedron when $\gamma>\gamma^{*}=154$, where 154 is the value of $\gamma^{*}$ for a flat disk.

### 2.2.2. Magnetic dipole-dipole interactions

In our study, we place a small super-paramagnetic particle (which does not have a permanent magnetization and the induced magnetization aligns with the external fields) at each vertex. An external magnetic field induces a magnetic dipole on each vertex. Therefore, an additional term for magnetic dipole-dipole interactions is added into the Hamiltonian of the system:

$$
\begin{equation*}
\mathcal{H}_{m}=-\frac{\mu_{0}}{4 \pi} \sum_{\mathbf{r}_{i}, \mathbf{r}_{j} \in \mathbb{V}, i \neq j} \frac{1}{\left|\mathbf{r}_{i j}\right|^{3}}\left[3\left(\boldsymbol{\mu}_{i} \cdot \hat{\mathbf{r}}_{i j}\right)\left(\boldsymbol{\mu}_{j} \cdot \hat{\mathbf{r}}_{i j}\right)-\boldsymbol{\mu}_{i} \cdot \boldsymbol{\mu}_{j}\right] \tag{2.2}
\end{equation*}
$$

where $\mu_{0}$ is the absolute magnetic permeability in vacuum, $\boldsymbol{\mu}_{\boldsymbol{\beta}}$ is the magnetic dipole moment at vertex $i, \mathbb{V}$ is the set of all vertices, $\mathbf{r}$ is the position vector of vertex $i, \mathbf{r}_{i j}=\mathbf{r}_{j}-\mathbf{r}_{i}$ and $\hat{\mathbf{r}}_{i j}=\mathbf{r}_{i j} /\left|\mathbf{r}_{i j}\right|$ and the sum is over $i \neq j$.
2.2.2.1. nearest neighbor approximation. As the magnetic dipole-dipole interaction is long-range and anisotropic, the exact expression shown in Eqn. 2.2 is difficult for theoretical analysis. In order to get more physical insights, a simplified form, which considers only nearest neighbor interactions, is helpful for extracting another important dimensionless parameter.

For simplicity, we further assume the magnetic filed strength is strong enough that the induced magnetic dipole of each super-paramagnetic particles always aligns with the external magnetic field. And we only consider the case where a magnetoelastic membrane
is composed of the same type of super-paramagnetic particles. Then, the induced magnetic dipole moments of each super-paramagnetic particles are the same, i.e. $\boldsymbol{\mu}_{i}=\boldsymbol{\mu}=\mu \hat{\mathbf{m}}$, where $\boldsymbol{\mu}$ is the magnetic dipole moment of each super-paramagnetic particles, $\mu=|\boldsymbol{\mu}|$ and $\hat{\mathbf{m}}$ is the direction of the external magnetic field.

Then, the original magnetic dipole-dipole interaction [Eqn. 2.2] can be simplified by including only nearest neighbor interactions:

$$
\begin{align*}
\mathcal{H}_{m} & \approx-\frac{\mu_{0}}{4 \pi} \sum_{\mathbf{r}_{i}, \mathbf{r}_{j} \in \mathbf{V}, i \neq j} \frac{1}{\left|\mathbf{r}_{i j}\right|^{3}}\left[3\left(\boldsymbol{\mu} \cdot \hat{\mathbf{r}}_{i j}\right)^{2}-\mu^{2}\right] \\
& \approx-\frac{\mu_{0}}{4 \pi} \sum_{\mathbf{r}_{i} \in \mathbf{V} \mathbf{V}} \sum_{\mathbf{r}_{j} \in \text { neighbors of i }} \frac{1}{\left|\mathbf{r}_{i j}\right|^{3}}\left[3\left(\boldsymbol{\mu} \cdot \hat{\mathbf{r}}_{i j}\right)^{2}-\mu^{2}\right]  \tag{2.3}\\
& =\frac{\mu_{0} \mu^{2}}{4 \pi} \sum_{\mathbf{r}_{i} \in \mathbf{V} \mathbf{V}_{j} \in \text { neighbors of i }} \sum_{\left|\mathbf{r}_{i j}\right|^{3}}\left[1-3\left(\hat{\mathbf{m}} \cdot \hat{\mathbf{r}}_{i j}\right)^{2}\right]
\end{align*}
$$

2.2.2.2. inextensible limit. Furthermore, we assume the membrane is inextensible, which means that the stretching constant $k$ is large enough and thus all edge lengths are close to the equilibrium length $\ell_{0}$. With this assumption, all vertices are roughly equally distant and there are only two types of vertices: vertices with five neighbors (five-fold disclinations) and vertices with six neighbors. Then, the magnetic energy associated with each vertex type can be calculated accordingly:
(1) Hexagonal vertex

In this case, the vertices have six neighbors which locate on vertices of a regular hexagon. Assuming the equilibrium length $\ell_{0}$ is small enough that locally all six neighbors are roughly in the same plane. By choosing z-axis as the normal direction of this regular hexagon (moving frame), locations of six neighbors can be parametrized as $\mathbf{r}_{j}=\ell_{0} \hat{\mathbf{r}}_{j}=\ell_{0}\left(\cos \frac{j \pi}{3}, \sin \frac{j \pi}{3}, 0\right), j=0, \cdots, 5$ and the direction
of the external magnetic field in this coordinate system can be expressed as $\hat{\mathbf{m}}=\left(r_{t}^{i} \cos \theta_{t}^{i}, r_{t}^{i} \sin \theta_{t}^{i}, m_{n}^{i}\right)$, where $r_{t}^{i}$ is the magnitude of in-plane component of $\hat{\mathbf{m}}$ at vertex $i, \theta_{t}^{i}$ is the corresponding polar angle in the plane and $m_{n}^{i}$ is the magnitude of out-of-plane component of $\hat{\mathbf{m}}$ at vertex $i$. Note that the components of $\hat{\mathbf{m}}$ in the chosen coordinate system depend on the location of vertex $i$. Then, the magnetic energy associated with each hexagonal vertex is

$$
\begin{aligned}
\epsilon_{\text {hex }}^{i} & =\frac{\mu_{0} \mu^{2}}{4 \pi} \sum_{j \in \text { neighbors of i }} \frac{1}{\left|\mathbf{r}_{i j}\right|^{3}}\left[1-3\left(\hat{\mathbf{m}} \cdot \hat{\mathbf{r}}_{i j}\right)^{2}\right] \\
& \approx \frac{\mu_{0} \mu^{2}}{4 \pi} \sum_{j=0}^{5} \frac{1}{\ell_{0}^{3}}\left[1-3 r_{t}^{i^{2}} \cos ^{2}\left(\theta_{t}^{i}-\frac{j \pi}{3}\right)\right] \\
& =\frac{\mu_{0} \mu^{2}}{4 \pi} \frac{6}{l_{0}^{3}}\left[1-\frac{3}{2} r_{t}^{i^{2}}\right]
\end{aligned}
$$

(2) Pentagonal vertex

By similarly choosing the coordinate system, the locations of neighbor vertices in the pentagonal case can be written as $\mathbf{r}_{j}=\ell_{0} \hat{\mathbf{r}}_{j}=\ell_{0}\left(\cos \frac{2 j \pi}{5}, \sin \frac{2 j \pi}{5}, 0\right), j=$ $0, \cdots, 4$. The magnetic energy associated with each of the disclination vertices is:

$$
\begin{align*}
\epsilon_{\mathrm{pen}}^{i} & =\frac{\mu_{0} \mu^{2}}{4 \pi} \sum_{j \in \text { neighbors of } \mathrm{i}} \frac{1}{\left|\mathbf{r}_{i j}\right|^{3}}\left[1-3\left(\hat{\mathbf{m}} \cdot \hat{\mathbf{r}}_{i j}\right)^{2}\right] \\
& \approx \frac{\mu_{0} \mu^{2}}{4 \pi} \sum_{j=0}^{4} \frac{1}{l_{0}^{3}}\left[1-3 r_{t}^{i^{2}} \cos ^{2}\left(\theta_{t}^{i}-\frac{2 j \pi}{5}\right)\right]  \tag{2.5}\\
& =\frac{\mu_{0} \mu^{2}}{4 \pi} \frac{5}{l_{0}^{3}}\left[1-\frac{3}{2} r_{t}^{i^{2}}\right]
\end{align*}
$$



Figure 2.2. A schematic drawing of the local coordinate system defined for a patch of magnetoelastic membranes. $\hat{\mathbf{m}}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ represents the direction of a precessing magnetic field around the z-axis, where $\theta$ and $\phi$ are the polar and azimuthal angles, respectively; $\hat{\mathbf{n}}$; denotes the unit outer normal vector of $i$-th vertex and $\mathbf{r}_{t}^{i}$ is the corresponding inplane components of $\hat{\mathbf{m}}$ at the position of $i$-th vertex, i.e. $\mathbf{r}_{t}^{i}=\hat{\mathbf{m}}-\left(\hat{\mathbf{m}} \cdot \hat{\mathbf{n}}_{i}\right) \hat{\mathbf{n}}_{i}$
2.2.2.3. fast precessing limit. Without loss of generality, we consider a precessing external magnetic field around the z -direction as shown in Fig. 2.2. Then, the direction of the external magnetic field is $\hat{\mathbf{m}}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ and the unit normal vector of i-th vertex is $\hat{\mathbf{n}}=\left(n_{x}^{i}, n_{y}^{i}, n_{z}^{i}\right)$ in the lab coordinate system. Then, the magnitude of in-plane components of $\hat{\mathbf{m}}$ at each vertex $i$ is:

$$
\begin{align*}
r_{t}^{i^{2}} & =\left[\hat{\mathbf{m}}-\left(\hat{\mathbf{m}} \cdot \hat{\mathbf{n}}_{i}\right) \hat{\mathbf{n}}_{i}\right]^{2}=1-\left(\hat{\mathbf{m}} \cdot \hat{\mathbf{n}}_{i}\right)^{2}  \tag{2.6}\\
& =1-\left(\sin \theta \cos \phi n_{x}^{i}+\sin \theta \sin \phi n_{y}^{i}+\cos \theta n_{z}^{i}\right)^{2}
\end{align*}
$$

For a fast precessing external magnetic field, i.e. the time scale of elastic deformation is much larger than the period of precessing, $\hat{\mathbf{n}}_{i}$ is approximately time-independent during periods of precessing. Then,

$$
\begin{align*}
\left\langle r_{t}^{i^{2}}\right\rangle & =1-\frac{1}{2} \sin ^{2} \theta\left(n_{x}^{i 2}+n_{y}^{i 2}\right)+\cos ^{2} \theta n_{z}^{i^{2}}  \tag{2.7}\\
& =1-\frac{1}{2}\left[\sin ^{2} \theta-\left(1-3 \cos ^{2} \theta\right) n_{z}^{i^{2}}\right]
\end{align*}
$$

where $\langle\cdot\rangle$ indicates time average over periods of precessing and we can define that

$$
\begin{equation*}
\tilde{M}=\frac{\mu_{0} \mu^{2}}{4 \pi} \frac{1}{l_{0}^{3}}\left[1-\frac{3}{2}\left\langle r_{t}^{i^{2}}\right\rangle\right]=\frac{1}{4} \frac{\mu_{0}}{4 \pi} \frac{(3 \mu)^{2}}{l_{0}^{3}}\left(\cos ^{2} \theta-\frac{1}{3}\right)\left(n_{z}^{i 2}-\frac{1}{3}\right) \tag{2.8}
\end{equation*}
$$

Therefore, the total magnetic energy of the membrane with the nearest neighbor approximation in the inextensible and fast-precessing limit is:

$$
\begin{equation*}
\mathcal{H}_{m} \approx\left(\sum_{\mathbf{r}_{i} \in \mathbf{V}^{\text {hex }}} 6+\sum_{\mathbf{r}_{i} \in \mathbf{V}^{\text {pen }}} 5\right) \tilde{M}(\mu, \theta)\left(n_{z}^{i{ }^{2}}-\frac{1}{3}\right) \tag{2.9}
\end{equation*}
$$

2.2.2.4. continuum limit. We can bring the above discretization limit expression into the continuum limit by associating each vertex with its Voronoi cell area. The area of a regular hexagon with edge length $\ell_{0}$ is $\frac{3 \sqrt{3}}{2} \ell_{0}^{2}$ and the corresponding Voronoi cell area of hexagonal vertex is $\frac{\sqrt{3}}{2} \ell_{0}^{2}$. Then, the magnetic energy density in the continuum limit is:

$$
\begin{equation*}
\epsilon_{M}=\frac{\epsilon_{\mathrm{hex}}}{\frac{\sqrt{3}}{2} \ell_{0}^{2}}=\frac{1}{2} M(\mu, \theta)\left(n_{z}^{2}-\frac{1}{3}\right) \tag{2.10}
\end{equation*}
$$

where the magnetic modulus $M$ is defined as

$$
\begin{equation*}
M(\mu, \theta)=2 \sqrt{3} \frac{\mu_{0}}{4 \pi \ell_{0}}\left(\frac{3 \mu}{\ell_{0}^{2}}\right)^{2}\left(\cos ^{2} \theta-\frac{1}{3}\right) \tag{2.11}
\end{equation*}
$$

The above magnetic modulus changes its sign around $\theta^{*}=\arccos \left(\sqrt{\frac{1}{3}}\right) \approx 54.7^{\circ}$, which enables interesting behaviors controlled by precessing angle $\theta$ [57, 62, 64. And also be aware that it has an addition factor of $2 \sqrt{3}$ comparing with the result derived for a square mesh $\mathbf{7 4}$. Finally, the total magnetic energy in the continuum limit can be simply expressed as a surface integral of the magnetic energy density:

$$
\begin{equation*}
\mathcal{H}_{m} \approx \oint \frac{1}{2} M\left(n_{z}^{2}-\frac{1}{3}\right) \mathrm{d} S \tag{2.12}
\end{equation*}
$$

If only a static magnetic field along z-axis is applied, corresponding results can be obtained by simply letting $\theta=0$, i.e.

$$
\begin{equation*}
M(\mu, \theta=0)=2 \sqrt{3} \frac{\mu_{0}}{4 \pi l_{0}}\left(\frac{3 \mu}{l_{0}^{2}}\right)^{2} \frac{2}{3} \tag{2.13}
\end{equation*}
$$

2.2.2.5. approximate magnetic energy expression. To sum up, with nearest neighbor approximation in the inextensible limit, the exact magnetic energy [Eqn. 2.2] under a static magnetic field can be simplified as

$$
\begin{equation*}
\mathcal{H}_{m} \approx\left(\sum_{\mathbf{r}_{i} \in \mathbb{V}^{\text {hex }}} 6+\sum_{\mathbf{r}_{i} \in \mathbb{V}^{\text {pen }}} 5\right)\left(n_{z}^{i{ }^{2}}-\frac{1}{3}\right) \tilde{M} \tag{2.14}
\end{equation*}
$$

where $\tilde{M}=\frac{1}{4} \frac{\mu_{0}}{4 \pi} \frac{(3 \mu)^{2}}{l_{0}^{3}} \frac{2}{3}, \mu$ is the induced magnetic dipole moment which assumes only one type of super-paramagnetic particles, $\mathbb{V}^{\text {ex }}$ is the set of vertices with 6 neighbors, $\mathbb{V}^{\text {en }}$ is the set of vertices with 5 neighbors and $n_{z}^{i}$ is the z component of normal vector of $i$-th vertex.
$\tilde{M}$ gives the characteristic energy scale for each nearest neighbor pair of magnetic dipoledipole interactions in the discretization limit. Similar to the case of elastic membranes, a
magnetic modulus can be defined in the continuum limit as $M=8 \sqrt{3} \frac{\tilde{M}}{\ell_{0}^{2}}$, and a dimensionless parameter, $\Gamma=\frac{M R^{2}}{\kappa}$, called magnetoelastic parameter 74 , can be similarly defined. The magnetoelastic parameter $\Gamma$ characterizes the relative strength between magnetic energy and bending energy.

### 2.2.3. Hamiltonian of magnetoelastic membranes

Therefore, the magnetoelastic membrane has one additional energy competition from magnetic dipole-dipole interactions, which is tunable via an external magnetic field. The total magnetoelastic energy of the membrane $\mathcal{H}_{m}$ is the sum of elastic and magnetic energies:

$$
\begin{align*}
\mathcal{H}_{e m} & =\sum_{e \in \mathbb{E}} \frac{1}{2} k\left(\left|\mathbf{r}_{1}^{e}-\mathbf{r}_{2}^{e}\right|-\ell_{0}\right)^{2}+\sum_{e \in \mathbb{E}} \frac{1}{2} \tilde{\kappa}\left|\mathbf{n}_{1}^{e}-\mathbf{n}_{2}^{e}\right|^{2}  \tag{2.15}\\
& -\frac{\mu_{0}}{4 \pi} \sum_{\mathbf{r}_{i}, \mathbf{r}_{j} \in \mathbb{V}, i \neq j} \frac{1}{\left|\mathbf{r}_{i j}\right|^{3}}\left[3\left(\boldsymbol{\mu}_{i} \cdot \hat{\mathbf{r}}_{i j}\right)\left(\boldsymbol{\mu}_{j} \cdot \hat{\mathbf{r}}_{i j}\right)-\boldsymbol{\mu}_{i} \cdot \boldsymbol{\mu}_{j}\right] \\
& \approx \sum_{e \in \mathbb{E}} \frac{1}{2} k\left(\left|\mathbf{r}_{1}^{e}-\mathbf{r}_{2}^{e}\right|-\ell_{0}\right)^{2}+\sum_{e \in \mathbb{E}} \frac{1}{2} \tilde{\kappa}\left|\mathbf{n}_{1}^{e}-\mathbf{n}_{2}^{e}\right|^{2}+\left(\sum_{\mathbf{r}_{i} \in \mathbb{V} \text { hex }} 6+\sum_{\mathbf{r}_{i} \in \mathbb{V} \text { pen }} 5\right) \tilde{M}\left(n_{z}^{i 2}-\frac{1}{3}\right)
\end{align*}
$$

2.2.3.1. nondimensionalization. By choosing the unit energy as $\tilde{\kappa}$ and the unit length as $R$ (radius of the initial spherical shell), the above expression can be cast into a dimensionless form:

$$
\begin{align*}
\tilde{\mathcal{H}}_{e m} & =\sum_{e \in \mathbb{E}} \frac{1}{2} \frac{k R^{2}}{\tilde{\kappa}}\left(\left|\tilde{\mathbf{r}}_{1}^{e}-\tilde{\mathbf{r}}_{2}^{e}\right|-\tilde{\ell}_{0}\right)^{2}+\sum_{e \in \mathbb{E}} \frac{1}{2}\left|\mathbf{n}_{1}^{e}-\mathbf{n}_{2}^{e}\right|^{2}  \tag{2.16}\\
& +\left(\sum_{\mathbf{r}_{i} \in \mathbb{V}^{\text {hex }}} 6+\sum_{\mathbf{r}_{i} \in \mathbb{V}^{\text {pen }}} 5\right) \frac{\tilde{M}}{\tilde{\kappa}}\left(n_{z}^{i}{ }^{2}-\frac{1}{3}\right) \\
& =\sum_{e \in \mathbb{E}} \frac{1}{2} \tilde{\gamma}\left(\left|\tilde{\mathbf{r}_{1}^{e}}-\tilde{\mathbf{r}}_{2}^{e}\right|-\tilde{\ell}_{0}\right)^{2}+\sum_{e \in \mathbb{E}} \frac{1}{2}\left|\mathbf{n}_{1}^{e}-\mathbf{n}_{2}^{e}\right|^{2}+\left(\sum_{\mathbf{r}_{i} \in \mathbb{V}^{\text {hex }}} 6+\sum_{\mathbf{r}_{i} \in \mathbb{V}^{\text {pen }}} 5\right) \tilde{\Gamma}\left(n_{z}^{i}{ }^{2}-\frac{1}{3}\right)
\end{align*}
$$

In the process of nondimensionalization, two dimensionless parameters naturally emerge:

$$
\begin{equation*}
\tilde{\gamma}=\frac{k R^{2}}{\tilde{\kappa}}, \quad \tilde{\Gamma}=\frac{\tilde{M}}{\tilde{\kappa}} \tag{2.17}
\end{equation*}
$$

where $\tilde{\gamma}$ is the "microscopic Föppl-von Kármán (FvK) parameter", which gives characteristic relative strength between stretching interaction and bending interaction at the discretization limit; $\tilde{\Gamma}$ is the "microscopic magnetoelastic parameter", which gives characteristic relative strength between magnetic dipole-dipole interaction and bending interaction at the discretization limit.
2.2.3.2. relationship between discretization and continuum limit. We can also bring the system into the continuum limit, which gives two more familiar dimensionless parameters mentioned before:

$$
\begin{equation*}
\gamma=\frac{Y R^{2}}{\kappa}, \quad \Gamma=\frac{M R^{2}}{\kappa} \tag{2.18}
\end{equation*}
$$

where $\gamma$ is the Föppl-von Kármán (FvK) parameter, which gives characteristic relative strength between stretching interaction and bending interaction; $\Gamma$ is the magnetoelastic parameter, which gives characteristic relative strength between magnetic dipole-dipole interaction and bending interaction. Also note that $\Gamma \propto M \propto \mu^{2}$ and induced magnetic dipole moment $\mu$ is proportional to the strength of external magnetic field, which means that $\Gamma$ can be directly controlled by an external magnetic field. Correspondences between parameters in the discretization limit and the continuum limit $\mathbf{4 4}, \mathbf{7 2}$ are listed below:

$$
\begin{equation*}
Y=\frac{2 k}{\sqrt{3}}, \kappa=\frac{\tilde{\kappa}}{\sqrt{3}}, M=\frac{8 \sqrt{3}}{l_{0}^{2}} \tilde{M} \tag{2.19}
\end{equation*}
$$

note that those pre-factors are topology dependent $\mathbf{7 2}$ and above values are derived for spherical geometry.
2.2.3.3. dimensionless magnetoelastic energy. Finally, the dimensionless form of total magnetoelastic energy can be written as:

$$
\begin{equation*}
\tilde{\mathcal{H}}_{e m}\left[\left\{\mathbf{r}_{i}\right\} ; \gamma, \Gamma\right]=\frac{\mathcal{H}_{e m}}{\kappa}=\tilde{\mathcal{H}}_{e}\left[\left\{\mathbf{r}_{i}\right\} ; \gamma\right]+\tilde{\mathcal{H}}_{m}\left[\left\{\mathbf{r}_{i}\right\} ; \Gamma\right] \tag{2.20}
\end{equation*}
$$

where tilde indicates dimensionless quantities and note that $\tilde{\mathcal{H}}_{e}$ and $\tilde{\mathcal{H}}_{m}$ depend linearly on $\gamma$ and $\Gamma$ [Eqn. 2.18 respectively.

### 2.2.4. Volume constraint

Besides magnetic and elastic contributions, a volume constraint $\mathbf{7 5}$ is also imposed on the membranes to account for internal pressure. This internal pressure is necessary when
the membrane is not penetrable, which is modeled as:

$$
\begin{equation*}
\mathcal{H}_{v}=\Lambda\left(\sum_{k} \Omega_{k}-V_{\mathrm{ref}}\right)^{2} \tag{2.21}
\end{equation*}
$$

where $\Omega_{k}$ [Eqn. 2.22 is the signed volume of the tetrahedron extended by k-th triangle on the membrane, $\nabla_{\text {ef }}$ is the reference volume of the membrane and $\Lambda$ is the Lagrange multiplier which characterizes the system pressure. $V_{\text {ref }}$ is set as volume of the icosahedron after buckling and $\Lambda$ is set to a large enough value such that the membrane has additional rigidity from due to the volume constraint. The volume constraint is used to capture the effect from the environment surrounding the magnetoelastic membrane and eliminate possible crumpled states $[\mathbf{7 6}$. Corresponding cases without the volume constraint are also explored, and their morphologies generally do not differ significantly from the cases with the volume constraint. Some crumpled states and collapsed states are observed in high field strength limit for the cases without the volume constraint [Fig. 2.7].
2.2.4.1. simulation details. The simulations are performed in LAMMPS [77]. All interactions in the Hamiltonian of the system can be mapped to commonly available interactions in LAMMPS. More specifically, stretching interactions [Eqn. 2.1] are modeled as harmonic bond interactions, bending interactions [Eqn. 2.1] are modeled as harmonic dihedral interactions, and magnetic dipole-dipole interactions [Eqn. 2.2 are modeled as electric dipole-dipole interactions (both electric and magnetic dipole-dipole interactions are equivalent in reduced units). Shifted L-J interactions are included to account for finite size effect of the super-paramagnetic particles and also to increase the stability of the collapsed state simulation. The cutoff of the L-J interactions is set as 0.6 of equilibrium
length $\ell_{0}$. The equilibrium length $\ell_{0}$ is set as the average bond length of the initial mesh.

Each vertex is represented as a point dipole in the simulations. The computation of the long range magnetic dipole-dipole interactions is calculated without a cutoff by using the long range solver PPPM/ dipole [78] in LAMMPS, Because of properties of superparamagnetic particles, directions of each dipole are always aligned with the external magnetic field. Besides, only translational degrees of freedom are updated in each time step. Rotational degrees of freedom of each vertex are ignored because super-paramagnetic particles don't have permanent magnetization which decouples magnetics and elasticity.

Initial mesh of the membrane is constructed with the scheme proposed by Caspar and Klug [70] and the connectivity of the membrane is preserved during simulations. Different mesh choices (different h,k numbers) are tested to ensure that the observed phenomena are not mesh dependent. All simulations mentioned in this work are performed with mesh $(6,6)$, which has 1082 vertices, 3240 edges and 2160 faces. We use reduced units for all simulations; the unit energy is $\tilde{\kappa}$ and the unit length is $R$ (radius of initial mesh). By choosing a different stretching constant for harmonic bond interactions (k) and the induced magnetic dipole moment $(\mu)$, all possible dimensionless parameters pair $(\gamma, \Gamma)$ can be constructed accordingly.

Kinetic energy is also assigned to each vertex to give a fictitious temperature of the system. The simulations start at high temperature and are gradually annealed to find the minimum energy configuration of the system. This annealing process is repeated several
times to ensure that the system is not trapped in local minima.
2.2.4.2. implementation of the volume constraint. The volume constraint is added when the membrane is not penetrable, which is implemented as a fix package of LAMMPS. Additional potential energy from the volume constraint is modeled as shown in Eqn. 2.21. Then, taking derivatives of the above potential with respect to each vertex's position gives the constraint forces due to the volume constraint. For example, consider a triangle consists of three vertices: $\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}$. The signed volume of the tetrahedron extended by this triangle is:

$$
\begin{equation*}
\Omega_{k}=\frac{1}{6} \mathbf{r}_{1} \cdot \mathbf{r}_{2} \times \mathbf{r}_{3} \tag{2.22}
\end{equation*}
$$

Taking derivatives of $\Omega_{k}$ with respect to $\mathbf{r}_{1}$ is

$$
\begin{equation*}
\left.\boldsymbol{\nabla} \Omega_{k}\right|_{\mathbf{r}_{1}}=\frac{1}{6}\left(-y_{3} z_{2}+y_{2} z_{3}, x_{3} z_{2}-x_{2} z_{3},-x_{3} y_{2}+x_{2} y_{3}\right) \tag{2.23}
\end{equation*}
$$

Other cases are cyclic permutations of the above result. Note that the interaction from the volume constraint is not pair-like interaction and total constraint force of vertex $i$ is:

$$
\begin{equation*}
f_{\text {constraint }}^{(i)}=\left.2 \Lambda \sum_{k \in \text { neighbors of i }} \nabla \Omega_{k}\right|_{\mathbf{r}_{i}} \tag{2.24}
\end{equation*}
$$

2.2.4.3. Computation of curvatures. Computation of curvatures generally requires a surface is differentiable $\boxed{\mathbf{7 9}}$. However, in the discretization limit, the surface is composed of flat triangles and is a piece-wise constant surface, which has only $\mathrm{C}^{0}$ continuity. Then, computation of curvatures on the triangulated surface needs additional cares.

The method used in this work to compute the curvatures of the magnetoelastic membranes follows the work of Meyer et al. [80], which is introduced in the context of computer graphics. By associating each vertex with its corresponding Voronoi cell, the mean curvature vector $\mathbf{K}$ and the Gaussian curvature $\kappa_{G}$ are calculated by following formulae:

$$
\begin{gather*}
\mathbf{K}\left(\mathbf{r}_{i}\right)=\frac{1}{2 A\left(\mathbf{r}_{i}\right)} \sum_{j \in \text { neighbors of i }}\left(\cot \alpha_{i j}+\cot \beta_{i j}\right)\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)  \tag{2.25}\\
\kappa_{G}\left(\mathbf{r}_{i}\right)=\left(2 \pi-\sum_{j \in \text { external angles }} \theta_{j}\right) / A\left(\mathbf{r}_{i}\right)
\end{gather*}
$$

where $\alpha_{i j}$ and $\beta_{i j}$ are two angles opposite to the edge defined by vertices $\mathbf{r}_{i}$ and $\mathbf{r}_{j} . A\left(\mathbf{r}_{i}\right)$ is the area of Voronoi cell of vertex $i$ :

$$
\begin{equation*}
A\left(\mathbf{r}_{i}\right)=\frac{1}{8} \sum_{j \in \text { neighbors of } \mathrm{i}}\left(\cot \alpha_{i j}+\cot \beta_{i j}\right)\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|^{2} \tag{2.27}
\end{equation*}
$$

and $\theta_{j}$ are the external angles of the Voronoi cell around vertex $i$. Note that when triangles are obtuse, $A\left(\mathbf{r}_{i}\right)$ needs to be modified [80 to make sure that Voronoi cells are non-overlapping, which in turn makes sure that the sum of Gaussian curvature fulfills the Gauss-Bonnet Theorem (GBT) [79]. By comparing the direction of mean curvature vector $\mathbf{K}$ with the exterior normal direction of the membrane, a sign can be associated with the mean curvature value to distinguish convex and concave regions of the membrane [see Fig. 2.5.

### 2.3. Morphologies of magnetoelastic membranes

### 2.3.1. Magnetoelastic membranes with volume constraint

A collection of possible morphologies of magnetoelastic membranes obtained by systematically varying the two dimensionless parameters, the Föppl-von Kármán parameter $\gamma$ and the magnetoelastic parameter $\Gamma$, are shown in Fig. 2.3. Without magnetic dipole-dipole interactions ( $\Gamma=0$ ), when $\gamma<\gamma^{*}$, the homogeneous elastic crystalline membrane tends to stay spherical [Fig. 2.3a] and when $\gamma>\gamma^{*}$ it buckles into an icosahedron [Fig. 2.3b] as expected in the conventional homogeneous elastic crystalline membranes $3 \mathbf{3 2}$.

At moderate strengths of the magnetic dipole-dipole interaction, as shown in the second row of Fig. 2.3 , the structures deform since the magnetic dipoles prefer to line up and stay closer to each other to minimize the magnetic energy. When the membrane is relatively soft $\left(\gamma<\gamma^{*}\right)$, the membrane tends to elongate along the direction of the external magnetic field. However, this is opposed by elastic interactions since elasticity prefers the membrane to stay spherical, resulting in an ellipsoid like membrane morphology as shown in Fig. 2.3k.

When the membrane is relatively stiff $\left(\gamma>\gamma^{*}\right)$, the membrane undergoes an elastically driven buckling transition. The interplay between nonlinear elasticity and magnetic dipole-dipole interactions distorts the icosahedron. The flat regions of the icosahedron bend inward to reduce the distance between magnetic dipoles and disclinations pair up, resulting in a star-like morphology with six ridges as shown in Fig. 2.3d. Unlike the


Figure 2.3. A collection of representative minimum energy morphologies of closed magnetoelastic membranes with different parameters pair $(\gamma, \Gamma)$ : Föppl-von Kármán (FvK) parameter $\gamma$ and magnetoelastic parameter $\Gamma ; \gamma$ increases from left to right and $\Gamma$ increases from top to bottom. (a) spherical shape (100,0); (b) icosahedral shape (1000,0); (c) ellipsoidal shape (100,25); (d) star shape with six ridges $(1000,100)$; (e) cylindrical shape $(100,50)$; (f) star shape with four ridges $(1000,200)$. Note that first column is shown from y-direction and second column is shown from z-direction to give better illustration of morphologies. Arrows indicate the direction of the external magnetic field.
conventional convex polyhedral morphologies of the purely elastic membranes, the magnetoelastic membranes develop concave regions.

Then, consider the case of strong magnetic dipole-dipole interactions, as shown in the third row of Fig. 2.3. The elastic energy becomes comparable with the magnetic energy until the membrane is highly deformed. In this regime, the competition between magnetic energy and elastic energy results in another new family of morphologies.

When the membrane is easily deformed $\left(\gamma<\gamma^{*}\right)$, magnetic dipole-dipole interactions tend to elongate the membrane further along the direction of the external magnetic field in this high field strength regime. However, the elastic energy can no longer hold the membrane in a spherical or ellipsoidal shape. The membrane forms a cylindrical shape, as shown in Fig. [2.3e, to minimize the magnetic energy. Although the bending energy is high along edges of two end caps of the cylinder, the total energy decreases by lining up vertices on the side surface of the cylinder.

When the membrane is relatively rigid $\left(\gamma>\gamma^{*}\right)$, the elastic energy tries to preserve the total surface area of the membrane since stretching is much more expensive than bending in this case. Meanwhile, the magnetic dipole-dipole interaction tries to reduce the total volume of the membrane to minimize the magnetic energy. This competition, combined with the nonlinearity introduced by the twelve disclinations, results in a star-like morphology with four ridges as shown in Fig. 2.3.

After showing representative membrane morphologies with the volume constraint in Fig. 2.3. A more detailed diagram of membrane morphologies can be constructed [Fig.
2.4. Simulations with different dimensionless parameters $(\gamma, \Gamma)$ are represented by blue cross symbols in Fig. 2.4. Colors are obtained by the linear interpretation based on simulation data points, which represent the magnetic energy contributions. The magnetic energy contribution $\chi_{m}$ is defined as:

$$
\chi_{m}=\frac{\left|\mathcal{H}_{m}\right|}{\left|\mathcal{H}_{m}\right|+\mathcal{H}_{e}}
$$

where $\mathcal{H}_{m}$ and $\mathcal{H}_{e}$ are the total magnetic energy and elastic energy respectively. Based on the magnetic energy contributions, two red contour lines ( $\sim 30 \%$ and $\sim 60 \%$ ) are drawn to indicate estimated magnetically induced membrane morphologies transition points. Combining with the elastic buckling transition point $\gamma^{*} \sim 154$ (blue vertical dash line), the phase space of the system is roughly divided into regions which correspond to different possible membrane morphologies. Below the elastic buckling transition point ( $\gamma<\gamma^{*}$ ), the membrane morphologies change from spherical shapes (region A), to ellipsoidal shapes (region C) and to cylindrical shapes (region E) with increasing magnetoelastic parameter $\Gamma$. Above the elastic buckling transition point $\left(\gamma>\gamma^{*}\right)$, membrane morphologies change from icosahedral shapes (region B), to star shapes with six ridges (region D) and to star shapes with four ridges (region F) with increasing magnetoelastic parameter $\Gamma$. Blank regions correspond to an extremely strong magnetic field strength limit, where membrane morphologies are generally two-fold symmetric or collapsed.


Figure 2.4. A shape diagram for the closed homogeneous magnetoelastic crystalline membranes with the volume constraint. $\gamma$ is the Föppl-von Kármán (FvK) parameter and $\Gamma$ is the magnetoelastic parameter. Blue crosses represent data points from simulations. Colors represent the magnetic energy contribution $\chi_{m}$. Blue vertical dash line indicates the elastic buckling transition point and two red contour lines ( $30 \%$ and $60 \%$ ) indicate estimations of magnetically induced membrane morphologies transition points. Different regions in the shape diagram correspond to different membrane morphologies: A. spheres; B. icosahedra; C. ellipsoids; D. star shapes with six ridges; E. cylinders; F. star shapes with four ridges.

### 2.3.2. Curvature distributions of magnetoelastic membranes

Among all these mentioned morphologies of the magnetoelastic membrane, the $\gamma \sim 1000$ cases are particularly interesting because this regime corresponds to a typical FvK parameter of viral shells 32. In this regime, where both nonlinear elasticity and magnetic dipole-dipole interactions can be significant, we find that the magnetoelastic membrane tends to choose configurations that decrease symmetry with increasing external magnetic field strength. This point is illustrated by plotting the mean curvature and energy distribution of the membrane in spherical coordinates [Fig. 2.5].

In the weak field strength limit, the membrane forms an icosahedron [Fig. 2.5a] with five-fold rotational symmetry around the z-axis as shown in Fig. 2.5b and 2.5. In this limit, the elastic energy dominates and the magnetic energy is negligible [Fig. 2.5d]. With a moderate external magnetic field strength, the membrane morphology has six ridges [Fig. 2.5e]. However, the 12 isolated disclinations prefer to pair up and form ridges connecting each pair of disclinations 81. These disclinations pairs are arranged alternatively to maximize the mutual distance in order to reduce interactions between disclinations $[\mathbf{6 9}$ and ridges $\boxed{82}$, as shown in Fig. 2.5 and 2.5g. Because of this alternative arrangement, the membrane with six ridges has only three-fold rotational symmetry around the z-axis, which is also reflected by the magnetic energy distribution [Fig. 2.5h]. If the field strength is further increased, the membrane starts to form morphologies with four ridges [Fig. 2.5]]. In this regime, two pairs of disclinations break and there is a single disclination near each of the four concave regions as show in Fig. 2.5j and 2.5k. Therefore, the symmetry of the membrane reduces to two-fold rotational symmetry [Fig. 2.5j, k and l ] around the z -axis. In the extremely high field strengths regime, the magnetic


Figure 2.5. membrane morphologies(first column), mean curvature distribution(second column), elastic energy distribution(third column) and magnetic energy distribution(fourth column) showing symmetry of magnetoelastic membranes. Membrane morphologies in the first column are shown from z-direction. All other plots are shown in spherical coordinates. Horizontal axis is polar angle $\theta \in[0, \pi]$ and vertical axis is azimuthal angle $\phi \in(-\pi, \pi]$. Mean curvatures are chose to be signed values where positive values indicate convex regions and negative values indicate concave regions. Elastic energy is sum of stretching energy (bond interaction) and bending energy (dihedral interaction). Magnetic energy is sum of magnetic dipoledipole interactions. Energy from Lennard-Jones interactions is negligible in all three cases. Parameters pairs $(\gamma, \Gamma)$ of membranes in each row are: $(1000,1),(1000,100),(1000,200)$ from top to bottom.
energy completely dominates and the membrane collapses and takes one-fold rotational symmetry (the collapsed state is not shown in Fig. 2.5).

A natural question is to ask why the four-fold rotational symmetry is missing among all these above mentioned morphologies. This is due to two important facts: the ridges connecting each pair of disclinations are energetically expensive to break up [83 and
there are effective repulsive interactions between disclinations [69] and ridges [82]. The existence of four-fold symmetric structures requires that 12 disclinations are divided into 4 groups of 3 disclinations, which needs strong enough external magnetic field strength to break up the ridge structures. Even these 4 groups of 3 disclinations are formed, four-fold symmetric structures are still not energetically favorable since the total energy of the system can be further reduced by choosing an alternative arrangement to increase mutual distances and reduce repulsive interactions between disclinations and ridges. This alternative arrangement brings the system directly into two-fold symmetric structures, which makes four-fold symmetric structures are never observed as a lowest energy configuration in our simulations.

### 2.3.3. Magnetoelastic membranes without volume constraint

We also explore cases without the volume constraint, which correspond to the situation that materials inside the membrane can freely penetrate the membrane. Possible morphologies of the membranes without the volume constraint are shown in Fig. 2.6.

When compared to the results with the volume constraint [Fig. 2.3], the volume constraint shifts the transition points between different morphologies, which is expected and controlled by the parameters $V_{\text {ref }}$ and $\Lambda$. The morphologies without the volume constraint generally do not differ significantly from cases with the volume constraint, except in cases with a high magnetic field strength.

For example, as shown in Fig. 2.6e, the membrane morphology becomes "pancake" shape when the membrane is relatively soft $\left(\gamma<\gamma^{*}\right)$ in the high field strength limit. The
"pancake" shape brings magnetic dipoles even closer than cylindrical shape [Fig. 2.3e] since there is no additional volume constraint to prevent the membrane from shrinking.

When the membrane is relatively stiff $\left(\gamma>\gamma^{*}\right)$ in the high field strength limit, many crumpled states or collapsed states are observed as shown in Fig. 2.7. These morphologies are difficult to describe and generally differ a lot from each other. The magnetoelastic membranes in those cases are highly nonlinear and both magnetic and elastic energy are important. Small fluctuations of the membrane disclinations can change the membrane morphology significantly in those cases and lead to different crumpled states or collapsed states. Without the volume constraint, the membranes resist magnetic dipole-dipole interactions by elasticity (although L-J interactions also help stabilizing the membrane when the membrane is collapsed). After reaching a certain magnetic field strength, the membranes cannot hold a definite shape anymore and are free to crumple or collapse since there is no volume constraint to restrict these crumpling or collapsing processes. This creates a family of complicated morphologies, which are strongly deformed. Selected representative crumpled and collapsed morphologies shown in Fig. 2.7 are repeated with finer mesh size (up to mesh $(12,12)$ which has 4322 vertices) to ensure that these morphologies do not result from insufficient discretization. It is interesting to notice that these morphologies in Fig. 2.7 ( $\gamma>\gamma^{*}$ in high magnetic field strength limit), still roughly maintain two-fold symmetry for some states [Fig. 2.7a, c, and d].


Figure 2.6. A collection of representative minimum energy morphologies of the closed magnetoelastic membrane without the volume constraint. Different parameters pairs $(\gamma, \Gamma)$, Föppl-von Kármán (FvK) parameter $\gamma$ and magnetoelastic parameter $\Gamma$, are explored. $\gamma$ increases from left to right and $\Gamma$ increases from top to bottom. (a) spherical shape (100,0); (b) icosahedral shape (1000,0); (c) ellipsoidal shape (100,20); (d) star shape with six ridges $(1000,80)$; (e) pancake shape $(100,40)$; (f) star shape with four ridges $(1000,150)$. Note that (a) and (c) are shown from $y$-direction, (e) is shown in angled view and second column is shown from $z$-direction to give better illustration of morphologies.


Figure 2.7. Examples of crumpled states and collapsed states. These morphologies are observed in the cases without the volume constraint in the high magnetic field strength limit. Their corresponding parameters pairs $(\gamma, \Gamma)$ are: (a) $(2000,600)$; (b) $(4000,200)$; (c) $(6000,500)$; (d) $(8000,400)$. All of them are shown from z-direction and are represented by triangulation meshes to show overlapping regions.

### 2.4. Discussion and future works

In summary, crystalline magnetoelastic membranes exhibit concave morphologies beyond the conventional polyhedral shapes found in elastic membranes. Magnetic dipoledipole interactions give an additional control parameter which is the magnetoelastic parameter $\Gamma$. Combining with the Föppl-von Kármán (FvK parameter $\gamma$ in the elastic membranes, these two dimensionless parameters provide guidelines for analyzing properties of crystalline magnetoelastic membranes [Eqn. 2.20]. Importantly, since $\gamma$ is hard to change once a membrane is assembled, the magnetoelastic parameter, which can be
easily manipulated by an external magnetic field, provides a way to tune the membrane morphology between convex shapes and concave shapes with specific symmetry.

Exciting applications, including reversible membrane shape control, design of microcontainers, and targeted drug delivery, are expected for the closed crystalline magnetoelastic membranes. For example, since the volume to surface ratio of magnetoelastic membranes can be highly reduced by imposing an external magnetic field, the concentration inside can be much higher than that in the outside environment. This morphological change induced by the external magnetic field can facilitate release of cargoes. Therefore, the magnetoelastic membrane can be used as a container to carry and protect volatile or toxic molecules and release them in a targeted region labelled by the external magnetic fields.

For future works, it's been a long term pursuit of scientists and engineers to design controllable artificial robots for tasks in microscopic world $\mathbf{8 4} \mathbf{8 6}$. Living organisms have been constantly providing inspirations for such challenges 87,88 . During the long evolution history of those living organisms, diverse morphologies and propulsion mechanism have been developed to adapt to their unique demands of functionalities and flow environments in the viscous world. An important common feature of all those developed morphologies of living organisms is that there is a membrane structure which separate its interior content from the outer environment. This boundary protects the living organism from taking unwanted elements in the environment and provides an isolated chamber for essential chemical reactions and metabolic processes. Therefore, the closed magnetoelastic membranes are promising candidate materials for the design of microscopic artificial robots. Experimentally, such magnetoelastic membranes are envisioned to be synthesized
by crosslinking super-paramagnetic nano-particles via polymers $\mathbf{5 8}, \mathbf{6 2}, \mathbf{8 9}$. As inspired by biology, possible future efforts can be categorized into two primary directions: membrane morphologies and locomotion mechanisms.
membrane morphologies. As demonstrated in this chapter, even a simple static magnetic field is able to induce diverse morphological changes of magnetoelastic membranes in a controllable manner. A natural extension will be study the dynamic behaviors of magnetoelastic membranes under the influence of a precessing magnetic field. Because the effective magnetic modulus $M$ [Sec. 2.2 changes from positive to negative with an increasing precessing angle $\mathbf{5 7}, \mathbf{6 4}, \mathbf{6 5}$, it provides another control parameter for tuning the magnetoelastic parameter $\Gamma$ in additional to the magnetic field strength and even more diverse morphological changes are expected.

Another direction along the membrane morphologies worth exploring is to introducing heterogeneous elasticity $45,90-92$ as it's common to find membranes consisting of multiple components [28, 93 in biology. A simplest construction is a Janus-type twocomponent magnetoelastic membrane [Fig. 2.8]. Then, each type of materials has its own set of FvK and magnetoelastic parameters (i.e. $\gamma_{A}, \Gamma_{A}$ and $\gamma_{B}, \Gamma_{B}$ ), which provides a much larger parameter space to design desired membrane morphologies.
locomotion mechanisms. Besides the study of membrane morphologies, a proper design of controllable locomotion is desired for turning an immobile membrane-structure into a "micro-robot". The motility strategies based on flagella 94, 95, cilia 96, 97 and euglenoid movement $\mathbf{9 8}$ are all successfully locomotion mechanisms observed in living organisms. Due to the constraints of low Reynolds number (Re) environments


Figure 2.8. A mesh presentation of the Janus-type two-component magnetoelastic membrane. Above figure shows the example of $(6,6)$ structure and it has 1082 vertices, 3240 edges and 2160 faces. Red and blue colored regions indicates each type of elastic materials. Magenta vertices correspond to the locations of 5 -fold disclinations and there are 12 disclinations in total which are located on vertices of an inscribed icosahedron.

99, 100, all locomotion mechanisms must generate non-reciprocal movements to have net-displacements in viscous fluids. By introducing heterogeneous elasticity as shown in Fig. 2.8 combining with reversible buckling transition induced by external magnetic fields, it's promising to generate non-reciprocal deformations similar to the one demonstrated in 101. In terms of theoretical and numerical study, it's also interesting to integrate the magnetoelastic membrane model developed here with appropriate hydrodynamic models, such as LBM, DPD, MPCD and SD, etc., to systematically investigate the performance of possible locomotion mechanisms $\mathbf{1 0 2} \mathbf{1 0 6}$ at the microscopic scale.

## CHAPTER 3

## Quincke Oscillators*

### 3.1. Introduction

The Quincke rotation $\mathbf{1 0 8}$ refers to the spontaneous rotation of dielectric particles immersed in a weakly conducting liquid under the application of a direct current (DC) electric field 109. Recently, this phenomenon is attracting increasing interests because of its great potential in the design of the synthetic active system $\mathbf{1 1 0} \mathbf{1 1 5}$. The boundary-assisted [114 or the geometry-assisted lind locomotion, which mimic its biological counterparts, has been theoretically designed and experimentally realized. The mechanism of Quincke rotation was successfully explained with the Taylor-Melcher leaky dielectric model $\mathbf{1 1 7} \mathbf{1 1 9}$, which was developed for studying electrohydrodynamics in 1970s. In the most general form, there are three sets of equations used for describing electrohydrodynamical problems:
(1) the Navier-Stokes (N-S) equations which describe the motion of fluid;
(2) the Maxwell's equations which describe the electromagnetic phenomena;
(3) the Nernst-Planck $(N-P$ equation which describes the transport phenomena;

Those three sets of equations coupled with each other and make the problem complicated. However, additional simplifications can be made for the case of the Quincke rotation. As

[^1]the particles are generally in the micron scale, the low Reynolds number Re) allows us to use the Stokes equation instead; In the absence of magnetic fields, the Poisson's equation is sufficient to describe electrostatic phenomena; The weakly conducting liquid (or the leaky dielectric) allows us to ignore the electric double layer EDL structure, which is usually important in the case of strong electrolyte. Therefore, all particle-liquid interfaces in the Quincke system can be regarded as sharp boundaries. And net charges only exist at the interfaces such that the electroneutrality holds everywhere in the bulk solution. It also means that the electromechanical coupling [120 occurs only at the boundaries between particles and its surrounding liquid, where charges, transported to the interfaces by conduction, accumulate at the interface. Those accumulated free charges modify the local electric field and create the electric stress, which must be balanced by the viscous stress developed by flows of liquid.

With above considerations, the equations used for explaining the Quincke rotation related phenomena can be simplified as:
(1) the Stokes equations which describe the motion of viscous flows;
(2) the Poisson's equations which describe the electrostatics;
(3) the surface charge conservation equation which describe the electric conduction;

Usually, the resistance matrix formulation $\sqrt[121]{ }$ is used instead of solving Stokes equations explicitly. The Poisson's equation and the surface charge conservation equation have been solved with the multipole expansion [122, 123]. With negligible particle inertia, it successfully described the important features of Quincke rotation such as the critical threshold of electric field via linear stability analysis and get the correct scaling of the angular velocity with respect to the electric field strength [Sec. 3.5]. When the particle
inertia is significant, those equations can be mapped into the Lorentz equations $\mathbf{1 2 4}$ and the chaotic dynamics is predicted 125 in the strong field limit, which is also observed in the experiment $\mathbf{1 1 5}, \mathbf{1 2 6}$. However, the question about the behavior of inertialess particles in the strong field limit does not have a clear answer yet. Interestingly, our experiments 107 with inertialess particles Re $10^{-3}$ ) surprisingly discovered a robust periodic oscillation in the strong field limit [Sec. 3.2]. Our primary motivation of this work is to explain this unexpected oscillatory motion.

This chapter is centered around for explaining two observed motion modes of a single Quincke particle, rolling motion and oscillating motion. Sec. 3.2 describes the experimental setup and observed phenomena; Then, the existing theory for explaining the Quincke rotation are explained in details, which includes the general Taylor-Melcher (T-M) leaky dielectric model [Sec. 3.3], the theoretical description of a single Quincke particle [Sec. 3.4 and the multipole model of Quincke rotation [Sec. 3.5; Based on those theoretical development, the mechanism of rolling motion is explained [Sec. 3.6. After that, this chapter interludes with emphasizing the important roles of the planar electrode [Sec. 3.7, whose effects are investigated via both numeric [Sec. 3.8 ] and theoretical [Sec. 3.9] approaches. After realizing the existence of a boundary layer near the electrode surface, the mechanism of oscillatory motions is elucidated [Sec. 3.10] and the whole chapter concludes with a brief discussion and raises possible future works [Sec. 3.11].

### 3.2. Experimental setup and observations

In the experiment, polystyrene spheres are dispersed at low volume fraction in hexadecane solutions of sodium bis(2-ethylhexyl) sulfosuccinate AOT) surfactant [Fig. 3.1 to get isolated particle behaviors. The suspension is confined between two parallel electrodes, where the particles sediment under gravity to the lower electrode [Fig. 3.2(a)]. All relevant experiment parameters are documented in table 3.1. On the application of


Dioctyl sulfosuccinate sodium salt (NaAOT)


Hexadecane

Figure 3.1. Chemical diagrams of NaAOT and hexadecane. Comparing with water, this nonpolar solution has smaller electric conductivity and higher dielectric breakdown voltage.
an external electric field, the particles move on the electrode surface and exhibit three distinct types of particle motion, stationary, rolling and oscillating [Fig. 3.2(b)], depending on the strength of the applied electric field.

For external fields strength weaker than a critical value, particles remain motionless [Fig. 3.2(b), left]. After exceeding this critical value, particles roll along the electrode surface in random directions perpendicular to the applied field with a constant speed [Fig. 3.2(b), middle]. Further increasing the field strength, a second transition, where particles cease to roll and instead oscillate back and forth [Fig. 3.2 (c), right], is observed. We characterize those three different particle motions with time averaged particle speed.



Figure 3.2. (a) Schematic illustration of the experimental setup. (b) Timelapse microscopy images showing the three observed particle behaviors: stationary, rolling, and oscillating. Here, the particle radius is $a=5 \mu \mathrm{~m}$, the AOT concentration is $[\mathrm{AOT}]=150 \mathrm{mM}$, and the electrode separation is $H=150 \mu \mathrm{~m}$. Scale bars are $40 \mu \mathrm{~m}$. (c) Time-averaged particle speed vs. external field strength $E_{e}$. For each 20 ms trajectory, we compute the mean and standard deviation of the particle speed. Markers denote the median of these mean speeds for ca. 1000 trajectories; error bars denote the median of the corresponding standard deviations. The plotted data are colored based on probability assignments of the Bayesian classifier. The solid curve is a fit of the form $U=\left(\kappa a / \tau_{m w}\right)\left[\left(E_{e} / E_{o}\right)^{2}-1\right]^{1 / 2}$ with $\kappa=0.40$ and $E_{o}=2.3$ $\mathrm{V} / \mu \mathrm{m}$; the Maxwell-Wagner relaxation time is $\tau_{m w}=0.70 \mathrm{~ms}$ from independent conductivity measurements. Note that the fitted value of the field strength $E_{o}$ differs from that predicted by equation (3.64) for an unbounded sphere, $E_{c}=0.91 \mathrm{~V} / \mu \mathrm{m}$.

During the transition from rolling motion to oscillating motion, temporal variations of particle speed increase from zero to a finite value [Fig. 3.2(c), error bars].

| Parameters | Symbols | Values |
| :---: | :---: | :---: |
| radius of polystyrene microspheres | $a$ | $0.5-25.0 \mu \mathrm{~m}$ |
| height of chamber | $H$ | $150-300 \mu \mathrm{~m}$ |
| applied electric potential | $V$ | $0.1-1 \mathrm{kV}$ |
| particle density(polystyrene) | $\rho_{p}$ | $1.05 \mathrm{~g} / \mathrm{cm}^{3}$ |
| liquid density(0.15M AOT/hexadecane) | $\rho_{l}$ | $0.77 \mathrm{~g} / \mathrm{cm}^{3}$ |
| relative permittivity of the particle | $\epsilon_{p}$ | 3 |
| relative permittivity of the liquid | $\epsilon_{l}$ | 2 |
| electric conductivity of the particle | $\sigma_{p}$ | $0 \mathrm{~S} / \mathrm{cm}$ |
| electric conductivity of the liquid(0.15M AOT $\mathbf{1 2 7})$ | $\sigma_{l}$ | $0.195 \times 10^{-9} \mathrm{~S} / \mathrm{cm}$ |
| dynamic viscosity of the solution | $\eta$ | $3 \mathrm{mPa} \cdot \mathrm{s}$ |

Table 3.1. Table of experimental parameters of Quincke oscillation system

### 3.3. Taylor-Melcher leaky dielectric model

This section will revisit the foundation of the Taylor-Melcher leaky dielectric model 117 proposed by G. I. Taylor and J. R. Melcher in the 1960s. The leaky dielectric model is extensively used in the electrohydrodynamics, which deals with fluid motion induced by electric fields. The governing equations describing electrohydrodynamics arise from the equations for describing the conservation of mass and momentum [128], coupled with the Maxwell's equations $\mathbf{1 2 9}$. The scaling analysis will be used to derive the fundamental equations of the leaky dielectric model from the Nernst-Planck equation, the NavierStokes equation and the Maxwell's equation. It will focus on highlighting all assumptions of the leaky dielectric model and show how to arrive at the simplified equations used for explaining the Quincke rotation with the experimental conditions.

### 3.3.1. Maxwell's equation

According to the Maxwell's equation, the electric and magnetic phenomena are decoupled from each other in the time-independent conditions (or static conditions). In the absence of the magnetic field, the magnetic contributions can be completely ignored. The characteristic time scale of electric phenomena is $\tau_{e}=\epsilon_{r} \epsilon_{0} / \sigma$, where $\epsilon_{r}$ is the relative electric permittivity of the medium, $\epsilon_{0}$ is the absolute electric permittivity of vacuum and $\sigma$ is the electric conductivity of the medium. The characteristic time scale of magnetic phenomena is $\tau_{m}=\mu_{r} \mu_{0} \sigma L_{c}^{2}$, where $\mu_{r}$ is the relative magnetic permeability of the medium, $\mu_{0}$ is the absolute magnetic permeability of vacuum and $L_{c}$ is the characteristic length scale. Because $\tau_{e} \gg \tau_{m}$ holds for any usual conductivity of liquids considered in this work, the electrostatic approximation holds and the Poisson's equation is sufficient to describe the electric phenomena involved in this work:

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\epsilon_{r} \epsilon_{0} \boldsymbol{\nabla} \varphi\right)=-\rho_{f} \tag{3.1}
\end{equation*}
$$

where $\varphi$ is the electric potential, $\rho_{f}$ is the free charge density and the electric field $\mathbf{E}=$ $-\nabla \varphi$. The corresponding boundary conditions at the particle-liquid interface is:

$$
\begin{equation*}
\hat{\mathbf{n}}_{12} \cdot\left[\mathbf{D}_{2}-\mathbf{D}_{1}\right]_{r=a}=q_{s} \tag{3.2}
\end{equation*}
$$

where $\mathbf{D}$ is the electric displacement field and $\mathbf{D}_{1(2)}=\mathbf{D}_{p(l)}=\epsilon_{p(l)} \epsilon_{0} \mathbf{E}_{p(l)}$ is the electric displacement field of particle (liquid); $\hat{\mathbf{n}}_{12}$ is the outer normal of the interface, pointing from the particle to the liquid; $q_{s}$ is the free surface charge density. Since the magnetic
contributions are ignored, the Maxwell stress tensor [129 only contains electric components:

$$
\begin{equation*}
\boldsymbol{\sigma}_{e}=\epsilon \mathbf{E} \otimes \mathbf{E}-\frac{1}{2} \epsilon(\mathbf{E} \cdot \mathbf{E}) \boldsymbol{I} \tag{3.3}
\end{equation*}
$$

where $\epsilon=\epsilon_{r} \epsilon_{0}$ is the absolute permittivity of the medium, $\otimes$ denotes the dyadic product and $\square$ is the identity tensor. Then, the electric force at the particle-liquid interface $\mathbf{f}_{e}$ is:

$$
\begin{equation*}
\mathbf{f}_{e}=\hat{\mathbf{n}}_{12} \cdot\left[\boldsymbol{\sigma}_{e}^{2}-\boldsymbol{\sigma}_{e}^{1}\right]_{r=a} \tag{3.4}
\end{equation*}
$$

where $\boldsymbol{\sigma}_{e}^{1}$ and $\boldsymbol{\sigma}_{e}^{2}$ are the respective Maxwell stress tensor of particle $\boldsymbol{\sigma}_{e}^{p}$ and liquid $\boldsymbol{\sigma}_{e}^{l}$.

### 3.3.2. Navier-Stokes equation

By the conservation of momentum, the general form of the Navier-Stokes equation $\mathbf{1 2 8}$ is:

$$
\begin{equation*}
\rho \frac{\mathrm{D} \mathbf{u}}{\mathrm{D} t}=\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}+\rho \mathbf{f} \tag{3.5}
\end{equation*}
$$

where $\mathbf{u}$ is the flow velocity of fluid, $\rho$ is the density of fluid, $\boldsymbol{\sigma}$ is the Cauchy stress tensor, f is the body force such as gravity and $\frac{\mathrm{D}}{\mathrm{D} t}$ is the material derivative, which is defined as:

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} t}=\frac{\partial}{\partial t}+\mathbf{u} \cdot \boldsymbol{\nabla} \tag{3.6}
\end{equation*}
$$

In the electrohydrodynamics, the Cauchy stress tensor should include both hydrodynamic and electric contributions, i.e.

$$
\boldsymbol{\sigma}=\boldsymbol{\sigma}_{h}+\boldsymbol{\sigma}_{e}
$$

where $\boldsymbol{\sigma}_{e}$ is the Maxwell stress tensor as shown in equation 3.3 and $\boldsymbol{\sigma}_{h}$ is the hydrodynamic stress tensor. Since we only consider simple incompressible Newtonian fluid in this work, the corresponding constitutive relation of the fluid is:

$$
\begin{equation*}
\boldsymbol{\sigma}_{h}=-p \boldsymbol{I}+\mu\left(\boldsymbol{\nabla} \mathbf{u}+\boldsymbol{\nabla} \mathbf{u}^{T}\right) \tag{3.7}
\end{equation*}
$$

where $p$ is the pressure and $\mu$ is the dynamic viscosity of fluid.
Substituting both Eqn. 3.3 and Eqn. 3.7 back into Eqn. 3.5, it gives that

$$
\begin{equation*}
\rho\left[\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \nabla) \mathbf{u}\right]=-\nabla p-\frac{1}{2} \mathbf{E} \cdot \mathbf{E} \nabla \epsilon+\mu \nabla^{2} \mathbf{u}+\rho_{f} \mathbf{E} \tag{3.8}
\end{equation*}
$$

In the right hand side, the first term is the force from the pressure gradient, the second term is the contribution from the dielectric permittivity gradient, the third term is resulted from viscous stress and the fourth term is the possible electric body force caused by the net charges under electric fields. The corresponding boundary conditions at the particleliquid interface depend on the system and the most commonly used boundary condition is the no-slip boundary condition at the interface:

$$
\begin{equation*}
\left[\mathbf{u}-\mathbf{U}_{p}\right]_{r=a}=0 \tag{3.9}
\end{equation*}
$$

where $\mathbf{u}$ is the flow velocity of liquid at the interface and $\mathbf{U}_{\mathbf{b}}$ is the velocity at the particle surface.

Besides, the mass conservation gives the continuity equation:

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\boldsymbol{\nabla} \cdot(\rho \mathbf{u})=0 \tag{3.10}
\end{equation*}
$$

and the incompressible condition simplifies the above equation as:

$$
\begin{equation*}
\nabla \cdot \mathbf{u}=0 \tag{3.11}
\end{equation*}
$$

### 3.3.3. Nernst-Planck equation

To complete the description, we still need the distribution of free charges. In the liquid, the free charges are carried by the ions and the free charge density $\rho_{f}$ is related to the concentration of each ion species:

$$
\begin{equation*}
\rho_{f}=\sum_{i} e z_{i} n_{i} \tag{3.12}
\end{equation*}
$$

where $e$ is the charge of a proton, $z$ is the valence of i-th species and $n$ is the number density of i-th species(in the unit of $1 / \mathrm{m}^{3}$ ). By the conservation of charges, the NernstPlanck equation is:

$$
\begin{equation*}
\frac{\partial n_{i}}{\partial t}+\boldsymbol{\nabla} \cdot \mathbf{J}_{i}=r_{i} \tag{3.13}
\end{equation*}
$$

where $r$ is source/sink of i-th species due to related chemical reactions and $\mathbf{J}$ is the total flux of i-th species, which includes the diffusion flux $\mathbf{J}_{i}^{d}=-D_{i} \nabla n_{i}$, the electric migration flux $\mathbf{J}_{i}^{e}=\mu_{i} e z_{i} n_{i} \mathbf{E}$ and the convection flux $\mathbf{J}_{i}^{c}=n_{i} \mathbf{u}$, i.e.

$$
\begin{equation*}
\mathbf{J}_{i}=\mathbf{J}_{i}^{d}+\mathbf{J}_{i}^{e}+\mathbf{J}_{i}^{c}=-D_{i} \boldsymbol{\nabla} n_{i}+\mu_{i} e z_{i} n_{i} \mathbf{E}+n_{i} \mathbf{u} \tag{3.14}
\end{equation*}
$$

where $D$; is the diffusion constant of i-th species, $\mu$ is the mobility of i-th species, $E$ is the electric field and $\mathbf{u}$ is the flow velocity. Here, the Ohmic conductivity is assumed as $\mathbf{J}_{i}^{e}=\sigma_{i} \mathbf{E}=\mu_{i} e z_{i} n_{i} \mathbf{E}$ and $\sigma$ is the electric conductivity of i-th species. The mobility $\mu_{i}$
of i-th species is related to its diffusion constant $D_{i}$ via the Einstein relation:

$$
\begin{equation*}
\mu_{i}=\frac{D_{i}}{k_{B} T} \tag{3.15}
\end{equation*}
$$

where $k_{B}$ is the Boltzmann constant and $T$ is the temperature. The inverse of mobility is the friction coefficient $\xi$, which can be estimated from the Stokes drag, i.e. $\xi_{i}=\mu_{i}^{-1}=$ $6 \pi \mu a_{i}^{h}$, where $\mu$ is the dynamic viscosity of liquid and $a^{h}$. is the hydrodynamic radius of i-th species. Plugging Eqn. 3.14 back into Eqn. 3.13, it gives that

$$
\begin{equation*}
\frac{\partial n_{i}}{\partial t}+\boldsymbol{\nabla} \cdot\left[-\mu_{i} k_{B} T \nabla n_{i}+\mu_{i} e z_{i} n_{i} \mathbf{E}+n_{i} \mathbf{u}\right]=r_{i} \tag{3.16}
\end{equation*}
$$

This is the general of form of Nernst-Planck equation used in electrohydrodynamics. Besides, we are particularly interested in the charge conservation at the particle-liquid interface. Then, we can constrain the above equation at the interface and integrate it across a patch of the interface to get the surface charge conservation equation. Assuming the interface is rigid (deformable interfaces will have additional contribution from the moving boundary) and there is no surface reactions, it gives that

$$
\begin{equation*}
\frac{\partial n_{i}^{s}}{\partial t}+\nabla_{s} \cdot\left[-\mu_{i}^{s} k_{B} T \nabla_{s} n_{i}^{s}+\mu_{i}^{s} e z_{i} n_{i}^{s} \mathbf{E}+n_{i}^{s} \mathbf{u}\right]+\hat{\mathbf{n}}_{12} \cdot\left[\mathbf{J}_{i}^{2}-\mathbf{J}_{i}^{1}\right]=0 \tag{3.17}
\end{equation*}
$$

where $n_{i}^{s}$ is the surface number density of i-th species, $\mu_{i}^{s}$ is the surface mobility of i-th species, $\nabla_{s}$. is the surface divergence operator and $\nabla_{s}$ is surface gradient operator; $\hat{\mathbf{n}}_{12}$ is the outer normal of the interface and $\mathbf{J}_{i}^{1}\left(\mathbf{J}_{i}^{2}\right)$ denotes the total flux of i-th species [Eqn. 3.14 in the medium $1(2)$. Basically, the divergence term describes the change of species concentration from the surface flux (lateral transport processes) and the normal jump
term describes the change of species concentration from the bulk flux (normal transport processes).

### 3.3.4. Leaky dielectric systems

To summarize, the general formulation of electrohydrodynamics problem consists of the following coupled equations $\mathbf{1 1 7}, \mathbf{1 1 8}$ :

$$
\left\{\begin{align*}
\boldsymbol{\nabla} \cdot\left(\epsilon_{r} \epsilon_{0} \mathbf{E}\right) & =\sum_{i} e z_{i} n_{i}  \tag{3.18}\\
\rho\left[\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \boldsymbol{\nabla}) \mathbf{u}\right] & =-\nabla p-\frac{1}{2} \mathbf{E} \cdot \mathbf{E} \boldsymbol{\nabla} \epsilon+\mu \nabla^{2} \mathbf{u}+\rho_{f} \mathbf{E} \\
\nabla \cdot \mathbf{u} & =0 \\
\frac{\partial n_{i}}{\partial t} & =-\boldsymbol{\nabla} \cdot\left[-\mu_{i} k_{B} T \boldsymbol{\nabla} n_{i}+\mu_{i} e z_{i} n_{i} \mathbf{E}+n_{i} \mathbf{u}\right]+r_{i}, i=1 \cdots N
\end{align*}\right.
$$

If there are chemical reactions involved in the $\operatorname{system}\left(r_{i} \neq 0\right)$, additional equations describing the relevant chemical reactions also need to be included to close the system of equations.

So far, we have not make any assumptions specific to the leaky dielectric system. For a perfect dielectric medium, there is no free ions and we do not need to concern about the transport processes. It behaves like a perfect insulator and the polarization charges dominate the electrostatic interactions. For a perfect conducting medium, like the strong electrolyte, the solute molecules completely or almost completely break apart into ions in the solution. A large number of free ions make the strong electrolyte a good conductor and generally the transport processes are more important in those systems. Comparing
with those two extreme cases, the leaky dielectric system lies closer to a perfect dielectric system but it's weakly conducting. That's how it gets the name of leaky dielectric. It generally consists of weak electrolyte in a nonpolar solution.

Here, we focus on the 1:1 binary electrolyte and there are one neutral species, one positively charged species and one negatively charged species $(N=3)$. More specifically, we use dioctyl sulfosuccinate sodium salt NaAOT dissolve in the nonpolar solvent hexadecane [Sec. 3.2, Fig. 3.1]. The association-disassociation reaction of NaAOT in hexadecane is:

$$
\begin{equation*}
\underset{\left(n_{1}, z_{1}=0\right)}{\mathrm{NaAOT}} \stackrel{\mathrm{k}_{-}}{\stackrel{\mathrm{k}_{+}}{\rightleftharpoons}} \underset{\left(n_{2}, z_{2}=+1\right)}{\mathrm{Na}^{+}}+\underset{\left(n_{3}, z_{3}=-1\right)}{\mathrm{AOT}^{-}} \tag{3.19}
\end{equation*}
$$

where $k_{+}$and $k_{-}$are the forward and backward reaction rate constants, respectively. Reaction rate constants depend on the chemicals and the solvent used in the system. The corresponding reaction rate equations are:

$$
\begin{equation*}
-r_{1}=r_{2}=r_{3}=+k_{+} n_{1}-k_{-} n_{2} n_{3} \tag{3.20}
\end{equation*}
$$

where $r, n$, and $Z$ denote the chemical production rate, the concentration and the valence of each species $(i=1,2,3)$. It's worth comparing with the case of strong electrolyte. In the strong electrolyte, solute molecules are completely or almost completely ionized in the solvent and the chemical reaction is almost unidirectional. Generally, the strong electrolyte reaches its equilibrium very quickly. And all chemical reaction rates are zero at the equilibrium.

For the weak electrolyte, the equilibrium constant $K=\frac{\left[\mathrm{Na}^{+}\right]\left[\mathrm{AOT}^{-}\right]}{[\mathrm{NaAOT}]}=n_{2} n_{3} / n_{1}=k_{+} / k_{-}$ is useful for characterizing the degree of disassociation. However, for the case of NaAOT dissolve in hexadecane, it's more complicated as the concentration used in the experiment is much higher than its critical micelle concentration (CMC) $\left(10^{-6} \mathrm{M} \mathbf{1 3 0}\right)$. Therefore, charge carriers include both the ionized monomers and charged reverse-micelles $\mathbf{1 2 7}$. Assume the bulk concentration of NaAOT is $n_{0}$. Then, it's convenient to use $\sqrt{n_{0} K}$ as the characteristic concentration of all charged species, provided $\sqrt{n_{0} K} \ll n_{0}$. We are most interested in the distribution of charged species. Therefore, we can add Eqn. 3.16 for $i=2$ and $i=3$ cases together:

$$
\begin{equation*}
\frac{\partial \rho_{f}}{\partial t}=-\boldsymbol{\nabla} \cdot\left[-k_{B} T\left(\mu_{2} e z_{2} \boldsymbol{\nabla} n_{2}+\mu_{3} e z_{3} \boldsymbol{\nabla} n_{3}\right)+\left(\mu_{2} e^{2} z_{2}^{2} n_{2}+\mu_{3} e^{2} z_{3}^{2} n_{3}\right) \mathbf{E}+\rho_{f} \mathbf{u}\right] \tag{3.21}
\end{equation*}
$$

where $z_{2}=-z_{3}=z$ has been applied to eliminate the reaction terms. In order to see the relative importance of each flux components, we recast the above equation into the dimensionless form:

$$
\begin{equation*}
\frac{\tau_{D}}{\tau_{c}} \frac{\partial \rho_{f}}{\partial t}=\nabla^{2}\left(\mu_{2} \boldsymbol{\nabla} n_{2}-\mu_{3} \boldsymbol{\nabla} n_{3}\right)-\Lambda \boldsymbol{\nabla} \cdot\left[\left(\mu_{2} n_{2}+\mu_{3} n_{3}\right) \mathbf{E}\right]-\operatorname{Pe} \boldsymbol{\nabla} \cdot\left(\rho_{f} \mathbf{u}\right) \tag{3.22}
\end{equation*}
$$

where all quantities are scaled with characteristic scales defined in the table 3.2, $\tau_{D}=$ $\frac{L_{c}^{2}}{k_{B} T \mu_{c}} \sim 0.3 \mathrm{~s}, \Lambda=\frac{e z E_{c} L_{c}}{k_{B} T} \sim 400$ and $\mathrm{Pe}=\frac{U_{c} L_{c}}{k_{B} T \mu_{c}} \sim 60$. The Quincke rotation has very fast dynamics $\left(\tau_{c} \sim 1 \mathrm{~ms}\right)$, which gives that $\tau_{D} / \tau_{c} \sim 300$. Therefore, all dimensionless quantities are much greater than $\mathcal{O}(1)$, which means that the diffusion process is negligible in our system, i.e.

$$
\begin{equation*}
\frac{\tau_{D}}{\tau_{c}} \frac{\partial \rho_{f}}{\partial t}=-\Lambda \boldsymbol{\nabla} \cdot\left[\left(\mu_{2} n_{2}+\mu_{3} n_{3}\right) \mathbf{E}\right]-\operatorname{Pe} \boldsymbol{\nabla} \cdot\left(\rho_{f} \mathbf{u}\right) \tag{3.23}
\end{equation*}
$$

To further simplify the problem, we need to utilize the electroneutrality condition of the system. According to the Debye-Hückel theory, the Debye length $\lambda_{D}$ provides a characteristic length scale of the diffusion layer in the strong electrolyte. However, since we are working with the weak electrolyte NaAOT/hexadecane), we cannot estimate the Debye length with the concentration of NaAOT directly. Experiment measurement has been conducted to estimate the Debye length in NaAOT/hexadecane solution [130]. For 0.15 M NaAOT, the Debye length is about 100 nm , which is about $1 \%$ of a particle diameter. Therefore, the diffusion layer is very thin comparing with the particle size and the system is mostly electroneutral away from interfaces. With the electroneutrality condition in the bulk region, the equation 3.23 reduces as the classic Ohm's law in the steady state:

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left[\left(\mu_{2} n_{2}+\mu_{3} n_{3}\right) \mathbf{E}\right]=0 \tag{3.24}
\end{equation*}
$$

Note that the total electric current $\mathbf{J}_{e}=\sigma_{l} \mathbf{E}=\left(\mu_{2} e z_{2} n_{2}+\mu_{3} e z_{3} n_{3}\right) \mathbf{E}$. Besides, the electroneutrality also allows to simplify the Poisson's equation [Eqn. 3.1] for electrostatics as the Laplace's equation:

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\epsilon_{r} \epsilon_{0} \mathbf{E}\right)=0 \tag{3.25}
\end{equation*}
$$

And the equation 3.8 for hydrodyanmics as:

$$
\begin{equation*}
\rho\left[\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \boldsymbol{\nabla}) \mathbf{u}\right]=-\nabla p+\mu \nabla^{2} \mathbf{u} \tag{3.26}
\end{equation*}
$$

where we assumed the change of dielectric permittivity happens only at the interfaces. To sum up, the simplified governing equations for the leaky dielectric systems are:

$$
\left\{\begin{align*}
\nabla \cdot\left(\epsilon_{r} \epsilon_{0} \mathbf{E}\right) & =0  \tag{3.27}\\
\rho\left[\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \nabla) \mathbf{u}\right] & =-\nabla p+\mu \nabla^{2} \mathbf{u} \\
\nabla \cdot \mathbf{u} & =0 \\
\nabla \cdot \mathbf{J}^{e} & =0
\end{align*}\right.
$$

The considerations specific to the leaky dielectric systems greatly simplify the original governing equations 3.18, which make these three sets of equations completely decouple from each other everywhere except at the particle-fluid interfaces.

To complete the simplifications, we also need to deal with the couplings at the interfaces. Following the similar scale analysis used for simplifying the N-P equation in the bulk, the general interfacial charge conservation equation [Eqn. 3.17] can be simplified by noticing that [see Table 3.2:
(1) the diffusion process is negligible comparing with other transport processes;
(2) the convection flux term dominates in the lateral transport processes;
(3) the electric migration flux dominates in the normal transport processes;

It gives that

$$
\begin{equation*}
\frac{\partial q_{s}}{\partial t}+\boldsymbol{\nabla}_{s} \cdot\left[q_{s} \mathbf{u}\right]+\hat{\mathbf{n}}_{12} \cdot\left[\mathbf{J}_{e}^{2}-\mathbf{J}_{e}^{1}\right]=0 \tag{3.28}
\end{equation*}
$$

Therefore, the corresponding boundary conditions for the leaky dielectric systems are:

$$
\left\{\begin{align*}
\hat{\mathbf{n}}_{12} \cdot\left[\mathbf{D}_{2}-\mathbf{D}_{1}\right]_{r=a} & =q_{s}  \tag{3.29}\\
{\left[\mathbf{u}-\mathbf{U}_{p}\right]_{r=a} } & =0 \\
\frac{\partial q_{s}}{\partial t}+\nabla_{s} \cdot\left[q_{s} \mathbf{u}\right]+\hat{\mathbf{n}}_{12} \cdot\left[\mathbf{J}_{e}^{2}-\mathbf{J}_{e}^{1}\right] & =0, r=a
\end{align*}\right.
$$

Finally, Eqn. 3.27 and Eqn. 3.29 together form the foundation of theoretical frameworks describing the leaky dielectric systems. The coupling between electrostatics and hydrodynamics is only introduced via the boundary conditions. The great simplifications are achieved by: 1) ignoring the electric double layer structure, which enables treating all boundaries as sharp interfaces and also the electroneutrality condition in the bulk; 2) identifying the dominant transport process and ignoring negligible ones.

| Quantities | Symbols | Characteristic values |
| :---: | :---: | :---: |
| time | $\tau_{c}$ | 1 ms |
| length | $L_{c}$ | $5 \mu \mathrm{~m}$ |
| velocity | $U_{c}$ | $1 \mathrm{~mm} / \mathrm{s}$ |
| electric field strength | $\sim E_{c}$ | $2 \mathrm{~V} / \mu \mathrm{m}$ |
| mobility | $\mu_{c}=\left(6 \pi \eta L_{c}\right)^{-1}$ | $2 \times 10^{10} \mathrm{~s} / \mathrm{kg}$ |
| diffusion constant | $k_{B} T \mu_{c}$ | $10^{-10} \mathrm{~m}^{2} / \mathrm{s}$ |
| time scale of diffusion | $\tau_{D}=L_{c}^{2} / k_{B} T \mu_{c}$ | 0.3 s |
| concentration of NaAOT | $n_{0}$ | 0.1 M |
| Debye length | $\lambda_{D}$ | 100 nm |
| Reynolds number | $\mathrm{Re}=\rho_{l} U_{c} L_{c} / \mu$ | $10^{-3}$ |
| Péclet number | $\mathrm{Pe}=\frac{U_{c} L_{c}}{k_{B} T \mu_{c}}$ | 100 |

Table 3.2. Table of characteristic values of relevant quantities and dimensionless parameters of Quincke oscillation system

### 3.4. Theoretical model of a single Quincke roller

The theoretical description introduced in section 3.3 is general for any leaky dielectric materials and more specific results can be obtained by applying them to the systems of interests. The simplest scenario is to consider a single isolated Quincke particle immersed in a weakly conducting liquid as shown in figure 3.3. Without loss of generality, consider a dielectric particle of radius $a$ with relative dielectric permittivity $\epsilon_{p}$ and conductivity $\sigma_{p}$ immersed in a weakly conducting liquid with relative dielectric permittivity $\epsilon_{l}$ and conductivity $\sigma_{l}$. An uniform external electric field $\mathbf{E}_{0}=E_{0} \hat{\mathbf{z}}$ is applied along the z-axis and the dynamic viscosity of the fluid is $\mu$. The particle may exhibit a possible mechanical rotation of angular velocity $\Omega$. Please refer to table 3.1 for a more concrete sense of these parameters in experimental conditions.

### 3.4.1. Governing equations of a single Quincke particle

First, we need to apply the general governing equations [Eqn. 3.27] for the case of a single Quincke particle. For the convenience, the external electric fields are split out and the total electric potential $\varphi$ can be written as:

$$
\varphi(\mathbf{r})= \begin{cases}\varphi_{b}(\mathbf{r})+\varphi_{d}^{+}(\mathbf{r}) & |\mathbf{r}|>a  \tag{3.30}\\ \varphi_{b}(\mathbf{r})+\varphi_{d}^{-}(\mathbf{r}) & |\mathbf{r}|<a\end{cases}
$$

where $\mathbf{r}$ is the position vector and $\varphi_{b}(\mathbf{r})=\varphi_{b}(\mathbf{0})-\mathbf{r} \cdot \mathbf{E}_{0}$ is the background electric potential contributed by the external electric fields, which is assumed to be uniform and does not have any gradient components for the moment; $\varphi_{d}^{+}$and $\varphi_{d}^{-}$are respective disturbance


Figure 3.3. Schematic of a single isolated Quincke particle. A dielectric particle of radius $a$ with relative dielectric permittivity $\epsilon_{p}$ and conductivity $\sigma_{p}$ immersed in a weakly conducting liquid with relative dielectric permittivity $\epsilon_{l}$ and conductivity $\sigma_{l}$. An uniform external electric field $\mathbf{E}_{0}=E_{0} \hat{\mathbf{z}}$ is applied along the z -axis and the dynamic viscosity of the fluid is $\mu$. The particle may exhibit a possible mechanical rotation of angular velocity $\Omega$.
potentials inside and outside the particle.
Following the assumptions of the leaky-dielectric model, both disturbance potentials should satisfy the Laplace's equation [Eqn. 3.25], i.e.

$$
\begin{equation*}
\nabla^{2} \varphi_{d}^{+}(\mathbf{r})=\nabla^{2} \varphi_{d}^{-}(\mathbf{r})=0 \tag{3.31}
\end{equation*}
$$

Besides, the hydrodynamic equations [Eqn. 3.26] needs to be solved in order to determine the kinetic motion of the particle. Since the typical size of the Quincke roller particle is in the micrometer scale, the low Reynolds number ( $\operatorname{Re}=\frac{\rho u L}{\mu} \sim 10^{-3}$ ) enables the
description of the hydrodynamic behaviors with the Stokes' equation:

$$
\left\{\begin{array}{l}
\mu \nabla^{2} \mathbf{u}=\nabla p+\mathbf{f}  \tag{3.32}\\
\boldsymbol{\nabla} \cdot \mathbf{u}=0
\end{array}\right.
$$

In principle, the Stokes' equation needs to be solved to get the viscous stress exerted upon the Quincke particle. Together with electric forces and torques, the kinetic motions of Quincke particle can be calculated through force and torque balances. However, the linearity of the Stokes' equation allows expressing the relationship between kinetic motions and mechanical forces in a mobility matrix form [121]:

$$
\binom{\mathbf{U}}{\Omega}=\left(\begin{array}{ll}
M_{U F} & M_{U T}  \tag{3.33}\\
M_{\Omega F} & M_{\Omega T}
\end{array}\right)\binom{\mathbf{F}}{\mathbf{T}}
$$

where $\mathbf{U}$ and $\Omega$ are the translational and angular velocity of the particle, respectively; F and T are the total forces and torques exerted on the particle; $\boldsymbol{M}_{U F}, \boldsymbol{M}_{U T}, \boldsymbol{M}_{\Omega F}$ and $M_{\Omega T}$ are corresponding mobility tensors. If those mobility tensors can be determined for the systems of interests, the hydrodynamic equations do not need to be solved explicitly. For an unbound medium [131] here, mobility tensors take particularly simple forms and $\boldsymbol{M}_{U F}=(6 \pi \eta a)^{-1} \boldsymbol{I}, \boldsymbol{M}_{\Omega T}=\left(8 \pi \eta a^{3}\right)^{-1} \boldsymbol{I}$ and $\boldsymbol{M}_{U T}=\boldsymbol{M}_{\Omega F}=0$, where $\mu$ is the dynamic viscosity of the liquid and $\boldsymbol{\Pi}$ is the identity tensor.

Finally, the electric currents $\mathbf{J}_{e}$ in the bulk are just simple constant Ohmic currents [Eqn. 3.24. Therefore, the only governing equations need to be solved explicitly is the electrostatic equation [Eqn. 3.31].

### 3.4.2. Boundary conditions of a single Quincke particle

Next, the general boundary conditions [Eqn. 3.29] also need to be satisfied at the fluidparticle interface. First, the electric potentials should be continuous at the interface $\mathbf{1 2 9}$ :

$$
\begin{equation*}
\varphi_{d}^{+}(\mathbf{r})=\varphi_{d}^{-}(\mathbf{r}) \text { if }|\mathbf{r}|=a \tag{3.34}
\end{equation*}
$$

Second, the free surface charge should be equal to the normal jump of electric displacement fields by the Gauss's law $\mathbf{1 2 9}$ :

$$
\begin{equation*}
\hat{\mathbf{n}}_{12} \cdot\left[-\epsilon_{2} \boldsymbol{\nabla} \varphi_{d}^{-}(\mathbf{r})+\epsilon_{1} \boldsymbol{\nabla} \varphi_{d}^{+}(\mathbf{r})\right]=q_{s} \text { if } \quad|\mathbf{r}|=a \tag{3.35}
\end{equation*}
$$

Third, the surface free charges on the interface should be conserved as a result of Ohmic currents from the bulk and charge convection by the flow motion $\mathbf{1 3 2}$, i.e.

$$
\begin{equation*}
\frac{\partial q_{s}}{\partial t}+\nabla_{s} \cdot\left[q_{s} \mathbf{u}_{s}\right]+\hat{\mathbf{n}}_{12} \cdot\left[\mathbf{J}_{e}^{2}-\mathbf{J}_{e}^{1}\right]=0 \text { if } \quad|\mathbf{r}|=a \tag{3.36}
\end{equation*}
$$

where $\mathbf{J}_{e}=\sigma_{i} \mathbf{E}=-\sigma_{i} \boldsymbol{\nabla} \varphi(\mathbf{r}), i=1,2$ are the respective electric current in the fluid $(i=1)$ and the particle $(i=2) ; \mathbf{u}_{s}$ is the surface convection velocity, which is assumed to be the same as the particle surface velocity $\mathbf{u}_{s}=\Omega \times a \hat{\mathbf{n}}$, where $\Omega$ is the angular velocity of the particle.

Lastly, the disturbance electric potential should decay to zero at the infinity in an unconfined space, i.e.

$$
\begin{equation*}
\varphi_{d}^{+}(\mathbf{r}) \rightarrow 0 \text { as }|\mathbf{r}| \rightarrow \infty \tag{3.37}
\end{equation*}
$$

If the system is confined by additional boundaries, the electric potential may not vanish at the boundaries far away. For example, when the particle is near an electrode surface, the above boundary condition should be replaced by a constant potential boundary condition at the electrode surface,

$$
\begin{equation*}
\varphi_{d}^{+}(\mathbf{r}) \rightarrow \varphi_{0}, \quad \mathbf{r} \in \text { electrode } \tag{3.38}
\end{equation*}
$$

where $\varphi_{0}$ is the constant potential imposed at the electrode surface and this boundary condition will be discussed more in Sec. 3.7.1.

### 3.5. Multipole expansion in unconfined space

In an unbounded medium, we need to solve Eqn. 3.31 together with boundary conditions Eqn. 3.34, 3.35, 3.36 and 3.37. By restricting the point of interests to be far away from the Quincke particle (i.e. $|\mathbf{r}| \gg a$ ), the detailed distribution of the surface charge density $q_{s}$ can be replaced by its moments (dipole moments, quadruple moments, etc.), which reduces the complexities of solving partial differential equations (PDE) into a set of ordinary differential equations (ODE). This approximation can be done systematically via the multipole expansion and most essential properties of the Quincke rotation can be derived via this approach $\mathbf{1 1 6}, \mathbf{1 2 3}, \mathbf{1 3 3}$.

### 3.5.1. Spherical harmonic solutions

To include more general situations, let's assume that the external electric fields in the absence of Quincke particle can be written as:

$$
\begin{equation*}
\mathbf{E}_{b}(\mathbf{r})=\mathbf{E}_{0}+\left.\mathbf{r} \cdot \nabla \mathbf{E}_{b}\right|_{\mathbf{r}=\mathbf{0}}+\cdots \tag{3.39}
\end{equation*}
$$

which considers possible gradients of the external electric fields around the particle. Thus, the total electric field inside and outside the particle can be written as:

$$
\begin{align*}
& \mathbf{E}^{+}(\mathbf{r})=\mathbf{E}_{b}+\mathbf{E}_{d}^{+},|\mathbf{r}|>a  \tag{3.40}\\
& \mathbf{E}^{-}(\mathbf{r})=\mathbf{E}_{b}+\mathbf{E}_{d}^{-},|\mathbf{r}|<a \tag{3.41}
\end{align*}
$$

In the unconfined space, the disturbance potentials $\varphi_{d}^{+}(\mathbf{r})$ and $\varphi_{d}^{-}(\mathbf{r})$ can be written in terms of spherical harmonics $\mathbf{1 3 4}$ :

$$
\begin{align*}
& \varphi_{d}^{+}(\mathbf{r})=\frac{\mathbf{r} \cdot \mathbf{P}}{r^{3}}+\frac{1}{2} \frac{\mathbf{r r}: \boldsymbol{Q}}{r^{5}}+\cdots,|\mathbf{r}|>a  \tag{3.42}\\
& \varphi_{d}^{-}(\mathbf{r})=\frac{\mathbf{r} \cdot \mathbf{P}}{a^{3}}+\frac{1}{2} \frac{\mathbf{r r}: \boldsymbol{Q}}{a^{5}}+\cdots,|\mathbf{r}|<a \tag{3.43}
\end{align*}
$$

where $\boldsymbol{P}$ and $\boldsymbol{Q}$ are electric dipole and quadrupole moments respectively. Note that the contribution of charge monopole is not included as the Quincke particle is assumed to be charge neutral (because the Debye length $\lambda_{D}$ is small comparing with the particle radius
a). Then, the corresponding disturbance electric fields are:

$$
\begin{equation*}
\mathbf{E}_{d}^{-}(\mathbf{r})=-\boldsymbol{\nabla} \varphi_{d}^{-}(\mathbf{r})=-\frac{\mathbf{P}}{a^{3}}-\frac{\boldsymbol{Q} \cdot \mathbf{r}}{a^{5}}+\cdots,|\mathbf{r}|<a \tag{3.45}
\end{equation*}
$$

The above spherical harmonic expansion automatically satisfies the boundary conditions 3.34 and 3.37 .

### 3.5.2. Surface charge conservation

The free surface charge $q_{s}$ can be expressed in terms of electric moments by substituting 3.42 and 3.43 into 3.35 , which gives that:

$$
\begin{align*}
q_{s} & =\hat{\mathbf{n}}_{12} \cdot\left[\epsilon_{2} \mathbf{E}_{2}-\epsilon_{1} \mathbf{E}_{1}\right]=-\left(\epsilon_{2}-\epsilon_{1}\right)\left[\mathbf{E}_{0}+a \hat{\mathbf{r}} \cdot \nabla \mathbf{E}_{b}(\mathbf{0})\right] \cdot \hat{\mathbf{r}} \\
& +\left(\epsilon_{2}+2 \epsilon_{1}\right) \frac{\mathbf{P} \cdot \hat{\mathbf{r}}}{a^{3}}+\left(\epsilon_{2}+\frac{3}{2} \epsilon_{1}\right) \frac{\hat{\mathbf{r}} \hat{\mathbf{r}}: \boldsymbol{Q}}{a^{4}}+\cdots \tag{3.46}
\end{align*}
$$

where $\hat{\mathbf{r}}=\mathbf{r} /|\mathbf{r}|$ and $\widehat{\mathbf{n}}_{12}=-\hat{\mathbf{r}}$. And the corresponding Euclidean gradient of surface charge is:

$$
\begin{align*}
\boldsymbol{\nabla} q_{s} & =-\left(\epsilon_{2}-\epsilon_{1}\right) \frac{\mathbf{E}_{0}}{a}-\left(\epsilon_{2}-\epsilon_{1}\right)\left(\boldsymbol{\nabla} \mathbf{E}_{b}+\boldsymbol{\nabla} \mathbf{E}_{b}^{T}\right) \cdot \hat{\mathbf{r}} \\
& +\left(\epsilon_{2}+2 \epsilon_{1}\right) \frac{\mathbf{P}}{a^{4}}+\left(\epsilon_{2}+\frac{3}{2} \epsilon_{1}\right) \frac{\left(\boldsymbol{Q}+\boldsymbol{Q}^{T}\right) \cdot \hat{\mathbf{r}}}{a^{5}}+\cdots \tag{3.47}
\end{align*}
$$

For the case of spherical particles, the surface divergence [79 of surface charge currents can be calculated as:

$$
\begin{align*}
& \boldsymbol{\nabla}_{s} \cdot\left[q_{s} \mathbf{u}_{s}\right]=\boldsymbol{\nabla} q_{s} \cdot \mathbf{u}_{s}  \tag{3.48}\\
& =\left\{-\left(\epsilon_{2}-\epsilon_{1}\right)\left[\frac{\mathbf{E}_{0}}{a}+\left(\boldsymbol{\nabla} \mathbf{E}_{b}+\boldsymbol{\nabla} \mathbf{E}_{b}^{T}\right) \cdot \hat{\mathbf{r}}\right]+\left(\epsilon_{2}+2 \epsilon_{1}\right) \frac{\mathbf{P}}{a^{4}}+\left(2 \epsilon_{2}+3 \epsilon_{1}\right) \frac{\boldsymbol{Q} \cdot \hat{\mathbf{r}}}{a^{5}}\right\} \cdot(\boldsymbol{\Omega} \times a \hat{\mathbf{r}}) \\
& =\hat{\mathbf{r}} \cdot\left\{\left\{-\left(\epsilon_{2}-\epsilon_{1}\right)\left[\mathbf{E}_{0}+\left(\boldsymbol{\nabla} \mathbf{E}_{b}+\boldsymbol{\nabla} \mathbf{E}_{b}^{T}\right) \cdot a \hat{\mathbf{r}}\right]+\left(\epsilon_{2}+2 \epsilon_{1}\right) \frac{\mathbf{P}}{a^{3}}+\left(2 \epsilon_{2}+3 \epsilon_{1}\right) \frac{\boldsymbol{Q} \cdot \hat{\mathbf{r}}}{a^{4}}\right\} \times \boldsymbol{\Omega}\right\}
\end{align*}
$$

Lastly, note the electric currents in both medium are assumed to be Ohmic, i.e.

$$
\begin{equation*}
\mathbf{J}_{e}^{1}=\sigma_{1} \mathbf{E}=\sigma_{1}\left(\mathbf{E}_{b}+\mathbf{E}_{d}^{+}\right), \mathbf{J}_{e}^{2}=\sigma_{2} \mathbf{E}=\sigma_{2}\left(\mathbf{E}_{b}+\mathbf{E}_{d}^{-}\right) \tag{3.49}
\end{equation*}
$$

Then, the surface charge accumulation due to the bulk electric currents is:

$$
\begin{align*}
\hat{\mathbf{n}}_{12} \cdot\left[\mathbf{J}_{e}^{2}-\mathbf{J}_{e}^{1}\right] & =-\left(\sigma_{2}-\sigma_{1}\right)\left[\mathbf{E}_{0}+\nabla \mathbf{E}_{b} \cdot a \hat{\mathbf{r}}\right] \cdot \hat{\mathbf{r}} \\
& +\left(\sigma_{2}+2 \sigma_{1}\right) \frac{\mathbf{P} \cdot \hat{\mathbf{r}}}{a^{3}}+\left(\sigma_{2}+\frac{3}{2} \sigma_{1}\right) \frac{\hat{\mathbf{r}} \hat{\mathbf{r}}: \boldsymbol{Q}}{a^{4}}+\cdots \tag{3.50}
\end{align*}
$$

### 3.5.3. Time evolution equations of electric moments

Substituting 3.46, 3.48 and 3.50 into 3.36, it gives the time evolution equation for each electric moments by collecting terms of each spherical harmonics:
(3.52) $\frac{\mathrm{d} \boldsymbol{Q}}{\mathrm{d} t}=\boldsymbol{\Omega} \times\left[\left(\boldsymbol{Q}-\epsilon_{21}^{Q} a^{5} \boldsymbol{\nabla} \mathbf{E}_{b} \cdot \hat{\mathbf{r}}\right)+\left(\boldsymbol{Q}^{T}-\epsilon_{21}^{Q} a^{5} \boldsymbol{\nabla} \mathbf{E}_{b}^{T} \cdot \hat{\mathbf{r}}\right)\right]-\frac{1}{\tau_{\mathrm{mw}}^{Q}}\left(\boldsymbol{Q}-\sigma_{21}^{Q} a^{5} \boldsymbol{\nabla} \mathbf{E}_{b}\right)$
where $\tau_{m w}^{P}$ and $\tau_{m w}^{Q}$ are the Maxwell-Wagner M-W relaxation time of dipole and quadrupole moments respectively, which are given as:

$$
\begin{equation*}
\tau_{m w}^{P}=\frac{\epsilon_{2}+2 \epsilon_{1}}{\sigma_{2}+2 \sigma_{1}}, \quad \tau_{m w}^{Q}=\frac{2 \epsilon_{2}+3 \epsilon_{1}}{2 \sigma_{2}+3 \sigma_{1}} \tag{3.53}
\end{equation*}
$$

And two dimensionless parameters $\epsilon_{21}$ and $\sigma_{21}$, which characterize the mismatch of electric permittivity and conductivity between two mediums, are defined as:

$$
\begin{gather*}
\epsilon_{21}^{P}=\frac{\epsilon_{2}-\epsilon_{1}}{\epsilon_{2}+2 \epsilon_{1}}, \quad \sigma_{21}^{P}=\frac{\sigma_{2}-\sigma_{1}}{\sigma_{2}+2 \sigma_{1}}  \tag{3.54}\\
\epsilon_{21}^{Q}=\frac{\epsilon_{2}-\epsilon_{1}}{\epsilon_{2}+\frac{3}{2} \epsilon_{1}}, \sigma_{21}^{Q}=\frac{\sigma_{2}-\sigma_{1}}{\sigma_{2}+\frac{3}{2} \sigma_{1}} \tag{3.55}
\end{gather*}
$$

Please note that the derived results have slightly different forms comparing with the results in $\mathbf{1 2 3}$.

### 3.5.4. Mechanical balances

Since there exists possible free surface charges $q_{s}$ at the particle-liquid interface, the particle may experience net electric forces $\mathbf{F}_{e}=\oint \mathbf{f}_{e} \mathrm{~d} S$ and electric torques $\mathbf{T}_{e}=\oint \mathbf{r} \times \mathbf{f}_{e} \mathrm{~d} S$, where the integral is taken over the particle surface, $\mathbf{f}_{e}=\hat{\mathbf{n}} \cdot\left[\boldsymbol{\sigma}_{l}^{e}-\boldsymbol{\sigma}_{p}^{e}\right]_{r=a}$ is the interfacial electric force and $\boldsymbol{\sigma}^{e}=\epsilon \mathbf{E} \otimes \mathbf{E}-\frac{1}{2} \epsilon(\mathbf{E} \cdot \mathbf{E}) \boldsymbol{I}$ is the electric stress tensor .

Similarly, electric forces and torques can be expressed in terms of electric moments by the multipole expansion $\mathbf{1 2 0}$ 135, i.e.

$$
\begin{equation*}
\mathbf{F}_{e}=(\mathbf{P} \cdot \boldsymbol{\nabla}) \mathbf{E}_{0}+\cdots \tag{3.56}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}_{e}=\mathbf{P} \times \mathbf{E}_{0}+(\boldsymbol{Q} \cdot \boldsymbol{\nabla}) \times \mathbf{E}_{0}+\cdots \tag{3.57}
\end{equation*}
$$

With the electric forces and torques, the kinetic motion of the Quincke particle is readily calculated by simply multiplying them with the mobility tensors [Eqn. 3.33]. For example, the rotational motion of the Quincke particle in the bulk solution can be obtained by balancing electric torques and viscous torques:

$$
\begin{equation*}
\boldsymbol{\Omega}=\boldsymbol{M}_{\Omega T} \mathbf{T}_{e}=\left(8 \pi \eta a^{3}\right)^{-1} \mathbf{T}_{e} \tag{3.58}
\end{equation*}
$$

### 3.5.5. Steady-state solutions

Now we are ready to derive several important properties of Quincke rotation based on previous results. For simplicity, the external electric field is assumed to be uniform. Thus, the electric torque is dominantly contributed by the electric dipole moment, i.e. $\mathbf{T}_{e}=\mathbf{P}_{\text {eff }} \times \mathbf{E}_{0}$. Note that the effective dipole moment should be used $\mathbf{1 2 0}$, which is $\mathbf{P}_{\text {eff }}=\epsilon_{1} \mathbf{P}$ here and $\epsilon_{1}$ is the dielectric permittivity of the fluid. And the electric dipole moment in the steady state [Eqn. 3.51, $\frac{\mathrm{d} \mathbf{P}}{\mathrm{d} t}=0$ ] is given by:

$$
\begin{equation*}
\boldsymbol{\Omega} \times \mathbf{P}-\frac{1}{\tau_{m w}^{P}} \mathbf{P}=\epsilon_{21}^{P} a^{3} \boldsymbol{\Omega} \times \mathbf{E}_{0}-\frac{1}{\tau_{m w}^{P}} \sigma_{21}^{P} a^{3} \mathbf{E}_{0} \tag{3.59}
\end{equation*}
$$

Taking inner product and cross product of the above equation with $\boldsymbol{\Omega}$ yields:
$(\boldsymbol{\Omega} \cdot \mathbf{P}) \boldsymbol{\Omega}-(\boldsymbol{\Omega} \cdot \boldsymbol{\Omega}) \mathbf{P}-\frac{1}{\tau_{m w}^{P}} \boldsymbol{\Omega} \times \mathbf{P}=\epsilon_{21}^{P} a^{3}\left(\boldsymbol{\Omega} \cdot \mathbf{E}_{0}\right) \boldsymbol{\Omega}-\epsilon_{21}^{P} a^{3}(\boldsymbol{\Omega} \cdot \boldsymbol{\Omega}) \mathbf{E}_{0}-\frac{1}{\tau_{m w}^{P}} \sigma_{21}^{P} a^{3} \boldsymbol{\Omega} \times \mathbf{E}_{0}$
and

$$
-\frac{1}{\tau_{m w}^{P}} \boldsymbol{\Omega} \cdot \mathbf{P}=-\frac{1}{\tau_{m w}^{P}} \sigma_{21}^{P} a^{3} \boldsymbol{\Omega} \cdot \mathbf{E}_{0}
$$

It gives the steady state electric dipole moment $\dagger^{\dagger}$ as:

$$
\begin{equation*}
\mathbf{P}=\frac{\left(\sigma_{21}^{P}-\epsilon_{21}^{P}\right)}{1+\left(\Omega \tau_{m w}^{P}\right)^{2}} a^{3}\left[\left(\boldsymbol{\Omega} \tau_{m w}^{P}\right) \times \mathbf{E}_{0}+\left(\boldsymbol{\Omega} \tau_{m w}^{P} \cdot \mathbf{E}_{0}\right)\left(\boldsymbol{\Omega} \tau_{m w}^{P}\right)\right]+\frac{\epsilon_{21}^{P}\left(\Omega \tau_{m w}^{P}\right)^{2}+\sigma_{21}^{P}}{1+\left(\Omega \tau_{m w}^{P}\right)^{2}} a^{3} \mathbf{E}_{0} \tag{3.60}
\end{equation*}
$$

Plugging it back into the torque balance [Eqn. 3.58] gives that:

$$
\begin{equation*}
8 \pi \eta a^{3} \boldsymbol{\Omega}=4 \pi \epsilon_{0} \epsilon_{1} \frac{\left(\sigma_{21}^{P}-\epsilon_{21}^{P}\right)}{1+\left(\Omega \tau_{m w}^{P}\right)^{2}} a^{3}\left[\left(\boldsymbol{\Omega} \tau_{m w}^{P}\right) \times \mathbf{E}_{0}+\left(\boldsymbol{\Omega} \tau_{m w}^{P} \cdot \mathbf{E}_{0}\right)\left(\boldsymbol{\Omega} \tau_{m w}^{P}\right)\right] \times \mathbf{E}_{0} \tag{3.61}
\end{equation*}
$$

Next, taking the inner product of the above equation with the external electric field $\mathbf{E}_{0}$ immediately yields that:

$$
\begin{equation*}
\boldsymbol{\Omega} \cdot \mathbf{E}_{0}=0 \tag{3.62}
\end{equation*}
$$

This is the first important result derived from the steady state solution, which states that the direction of the angular velocity of the Quincke particle $\boldsymbol{\Omega}$ can be any be any random direction perpendicular to the applied external electric field $\mathbf{E}_{0}$. As for the magnitude of the angular velocity, it can be obtained by taking inner product with the angular velocity $\Omega$ :

$$
\begin{equation*}
\Omega^{2}\left[1+\left(\Omega \tau_{m w}^{P}\right)^{2}+\frac{\epsilon_{0} \epsilon_{1}\left(\sigma_{21}^{P}-\epsilon_{21}^{P}\right) \tau_{m w}^{P}}{2 \eta} E_{0}^{2}\right]=0 \tag{3.63}
\end{equation*}
$$

[^2]The first solution of the above equation is the stationary solution $(\boldsymbol{\Omega}=0)$, which corresponds to the absence of particle motion 3.2 (b), left]. And the second solution corresponds to the steady rotation of the particle 3.2(b), middle]:

$$
\begin{equation*}
\Omega= \pm \frac{1}{\tau_{M W}^{P}} \sqrt{\left(\frac{E_{0}}{E_{c}}\right)^{2}-1} \tag{3.64}
\end{equation*}
$$

The above expression indicates another important feature of Quincke rotation, i.e. the steady rotation only occurs when the external field strength $E_{0}$ exceeds a critical field strength $E_{c}$, which is given by

$$
\begin{equation*}
E_{c}=\sqrt{\frac{2 \eta}{\epsilon_{0} \epsilon_{1} \tau_{m w}^{P}\left(\epsilon_{21}^{P}-\sigma_{21}^{P}\right)}} \tag{3.65}
\end{equation*}
$$

where the Maxwell-Wagner relaxation time $\tau_{m w}^{P}=\frac{\epsilon_{2}+2 \epsilon_{1}}{\sigma_{2}+2 \sigma_{1}}$ [Eqn. 3.53], the dielectric permittivity mismatch $\epsilon_{21}^{P}=\frac{\epsilon_{2}-\epsilon_{1}}{\epsilon_{2}+2 \epsilon_{1}}$ and the electric conductivity mismatch $\sigma_{21}^{P}=\frac{\sigma_{2}-\sigma_{1}}{\sigma_{2}+2 \sigma_{1}}$ [Eqn. 3.54. The above definition of the critical electric field strength also indicates that the Quincke rotation only occurs when $\epsilon_{21}^{P}>\sigma_{21}^{P}$, i.e.

$$
\begin{equation*}
\frac{\epsilon_{2}}{\sigma_{2}}>\frac{\epsilon_{1}}{\sigma_{1}} \tag{3.66}
\end{equation*}
$$

Since the ratio $\epsilon / \sigma$ has the unit of time, it's equivalent to say that the Quincke rotation only happens in the system where the characteristic time scale in the particle $\left(\epsilon_{2} / \sigma_{2}\right)$ is larger than the one in the liquid $\left(\epsilon_{1} / \sigma_{1}\right)$.

### 3.6. From stationary to rolling

Up to this point, we are ready to explain the first transition from stationary state to rolling motion [Fig. 3.2 (b)], which is mathematically described in the previous section [Sec. 3.5]. Here, it's helpful to connect each mathematical descriptions with corresponding experimental phenomena to get more physical understanding of the Quincke rotation.

### 3.6.1. Mechanism of the Quincke rotation

Under the application of an external electric field, the charge carriers in the liquid are driven by the field and accumulated at the impermeable particle-liquid interface, which dominantly forms a dipolar surface charge distribution.

When the external field strength is below the critical electric field strength, the Quincke particle is motionless $\Omega=0$ ). According to equation 3.51 , the steady state electric dipole moment should be $\boldsymbol{P}_{q}=\sigma_{21}^{P} a^{3} \mathbf{E}_{0}$. As the Quincke particle is effectively an insulator and the liquid is a weakly conducting fluid [table 3.1], the dimensionless number $\sigma_{21}^{P}$ is negative. This indicates that the Quincke particle develops an electric dipole moment anti-parallel to the external electric field in the steady state [Fig. 3.5, left].

With increasing electric field strength, the magnitude of the anti-parallel electric dipole moment grows and the Quincke particle becomes more unstable. Once the external field exceeds the critical field strength $E_{c}$, any small perturbations of the Quincke particle will cause a spontaneous rotation of the particle [Eqn. 3.64]. In the steady state, the flux of charge carriers from the bulk solution driven by the electric fields [Eqn. 3.36, third term] is balanced by the surface convection flux of charge carriers [Eqn. 3.36, second term] caused by the particle rotation. The steady state electric dipole moment forms a
finite angle with the external electric field [Fig. 3.5, right; Eqn. 3.60, which generates a constant electric torque $\mathbf{T}_{e}$ exerting on the particle and results in a constant rotation of the particle.

### 3.6.2. Boundary effects of the bottom electrode surface

So far, the above description does not include any effects from electrode surfaces, which is commonly used in the experiment [Fig. 3.2 (a)]. As the chamber height is generally much larger than the particle size [table 3.1], the boundary effect is primarily contributed by the bottom electrode surface and the existence of the bottom electrode surface modifies the description of Quincke rotation derived in bulk from two primary aspects.

First, the bottom electrode surface acts as a non-slippery boundary which modifies the mobility tensors [Eqn. 3.33]. With the existence of the bottom floor, the most direct consequence is the off-diagonal mobility tensors become nonzero, i.e. $M_{U T}=M_{\Omega F} \neq 0$. As each particles experience an electric torque $\mathbf{T}_{e}$, a non-zero $\boldsymbol{M}_{U T}$ enables the coupling between torque and translational motion, which is responsible for the translational motion observed in the Quincke roller experiments [Fig. 3.2(b), middle]. Besides, the bottom electrode surface also modifies the value of diagonal mobility tensors $M_{U F}$ and $M_{\Omega T}$. Depending on the separation distance between the particle and the bottom floor, the values of all those mobility tensors can be calculated via the method of reflection $\mathbf{1 3 6}$ (see also Sec. 5.3.4.1) or the lubrication theory [121, 137, 138].

Second, the bottom electrode surface is a conductor, which is an equi-potential surface. The surface charges on the particle surface $q_{s}$ induces excess charges on the electrode surface, whose effect can be included by introducing an image dipole $\mathbf{P}^{*}$ [also see Sec. 5.3.4.2]. By the image charge method $\mathbf{1 2 9}$, the image dipole $\mathbf{P}^{*}$ has reflected in-plane dipole moments and unchanged out-of-plane dipole moments, i.e. $\mathbf{P}^{*}=\left(-P_{x},-P_{y}, P_{z}\right)$ with the real dipole $\mathbf{P}=\left(P_{x}, P_{y}, P_{z}\right)$. To include the effect of image charges, the external electric field $\mathbf{E}_{0}$ in Eqn. 3.51 should include the electric field $\delta \mathbf{E}^{*}$ generated by the image dipole. Besides, the calculation of electric force and electric torque exerted upon the particle also needs to consider the interactions with the image dipole, i.e. $\delta \mathbf{F}^{e *} \approx(\mathbf{P} \cdot \boldsymbol{\nabla}) \delta \mathbf{E}^{*}$ and $\delta \mathbf{T}^{e *} \approx \mathbf{P} \times \delta \mathbf{E}^{*}$.

Those boundary corrections are only described qualitatively here and do not affect the physical mechanism of Quincke rotation described in this section qualitatively. More quantitative calculations will be discussed in the following section [Sec. 3.7.1].

### 3.7. The role of the planar electrode

With the first transition from stationary state [Fig. 3.2(b), left] to rolling motion [Fig. 3.2(b), middle] explained successfully by the leaky dielectric model [Sec. 3.4, 3.5 and 3.6, the second transition from rolling motion to oscillating motion [Fig. 3.2(b), right] is difficult to understand within the same framework. As shown in equation 3.64, the angular velocity of Quincke particle should increase monotonically with the external field strength according to the leaky dielectric model, which means that the Quincke particle should just
roll faster with increasing electric fields strength and there is no clue of oscillatory motions.

To isolate what is the possible cause of this unexpected oscillating motion, the controlled experiments are conducted between the Quincke particle near the electrode surface and the Quincke particle in the bulk fluid [Fig. 3.4. A standing acoustic field is used to levitate particles at the mid-plane between two planar electrodes $\mathbf{1 3 9}$ and observe their motion upon application of the electric field. In the absence of the acoustic field, the application of a strong electric field drives the particles to oscillate at the electrode surface. Such oscillations are not observed when the same field is applied to particles levitating at the mid-plane of the chamber. Instead, particles in the bulk fluid exhibit steady rotation consistent with predictions of the leaky dielectric model [Sec. 3.6.

These experiment results show that the oscillating motion is only observed near the planar electrode surface, which indicates that the planar electrode should play an important role in explaining the oscillatory behaviors.

The Quincke particle is expected to be fairly close to the bottom electrode surface and only separated by a thin layer of fluid (nanometer thickness 115). This is because there is a strong attraction force towards the bottom electrode surface due to the interactions between surface charges on the Quincke particle and induced excess charges on the electrode surface. This strong attraction force is balanced by a diverging lubrication force (inversely proportional to the gap distance $[\mathbf{1 3 7}, \mathbf{1 3 8}]$ ) in the opposite direction. The balance of those two forces determines the equilibrium height of the Quincke particle.

The theory presented before [Sec. 3.5 is based on the multipole expansion, which in principle is no longer valid when the particle is in proximity of a boundary. To understand


Figure 3.4. Time-lapse microscopy images showing the dynamics of a single particle oscillating at the electrode surface (left) and rotating in the bulk fluid (right). Dashed circles highlight the particle position. The external field strength in both experiments is $E_{e}=4 \mathrm{~V} / \mu \mathrm{m}$. Scale bars are $40 \mu \mathrm{~m}$. Here, we use $40 \mu \mathrm{~m}$ polyethylene Janus spheres with a white hemisphere coated on black core (HCMS-BLK-WHT-Polymer from Cospheric Inc.). Also visible in the images are $1 \mu \mathrm{~m}$ fluorescent particles (white), which aid in visualizing the motion of the larger particle. Particle levitation is achieved using a piezoelectric transducer adhered to the outside of the top electrode. The transducer is driven by a sinusoidal voltage signal with an amplitude of 10 V and a frequency of 3.6 MHz . The precise frequency is tuned to create a standing acoustic field with wavelength equal to twice the electrode separation $L=200 \mu \mathrm{~m}$. Under these conditions, particles levitate at the mid-plane equidistant from the two parallel electrodes.
the possible effect from the electrode surface, one intuitive attempt is to include the effects from the conducting electrode surface properly to see whether the oscillating motion can be found.

### 3.7.1. Multipole expansion near a planar electrode

Previous results derived in the bulk fluid [Eqn. 3.51] only consider the contribution from the electric dipole moments as the top and bottom of the system are symmetric. The
existence of the bottom electrode breaks this symmetry and nonvanishing higher order moments of charge distribution are expected. A straightforward approach to include the effect of the electrode surface is to include higher order moments in the leaky dielectric model and also its image counterparts to maintain the constant potential boundary condition at the electrode surface.

More specifically, assume a particle positioned at $(0,0, h)$ rotates around x -axis, i.e. $\boldsymbol{\Omega}=\omega \hat{\mathbf{x}}$. The planar electrode is located at $z=0$ and the external electric fields is applied along the z-axis. Then, the electric dipole $\mathbf{P}$ and quadrupole moments $\boldsymbol{Q}$ can be expressed as the following form:

$$
\mathbf{P}=\left(0, p_{y}, p_{z}\right), \quad \boldsymbol{Q}=\left(\begin{array}{ccc}
-Q_{y y}-Q_{z z} & 0 & 0  \tag{3.67}\\
0 & Q_{y y} & Q_{y z} \\
0 & Q_{y z} & Q_{z z}
\end{array}\right)
$$

The corresponding image moments are located at $(0,0,-h)$ and have the following form:

$$
\mathbf{P}^{*}=\left(0,-p_{y}, p_{z}\right), \quad \boldsymbol{Q}^{*}=\left(\begin{array}{ccc}
Q_{y y}+Q_{z z} & 0 & 0  \tag{3.68}\\
0 & -Q_{y y} & Q_{y z} \\
0 & Q_{y z} & -Q_{z z}
\end{array}\right)
$$

In addition to the electric potential contributed by the real charges [Eqn. 3.42 and 3.43 , the disturbance potential contributed by image charges are:

$$
\begin{equation*}
\Delta \varphi^{*}(\mathbf{r})=\frac{\mathbf{r} \cdot \mathbf{P}^{*}}{r^{3}}+\frac{1}{2} \frac{\mathbf{r r}: \boldsymbol{Q}^{*}}{r^{5}}+\cdots, \quad z>0 \tag{3.69}
\end{equation*}
$$

With this setup, similar procedure described in section 3.5 can be executed to get the time evolution equations of high order moments with image charge corrections. In principle, arbitrary orders of charge moments can be include to get accurate results near the planar electrode. However, in practice, the calculation quickly becomes tedious and error-prone with increasing order of moments. The calculation up to quadrupole moments was carried out and the results do not reproduce the oscillatory motion observed in the experiment. For the sake of brevity, those calculations are not recorded here as it can be easily derived by following the derivations in section 3.5.

### 3.7.2. Analytical results near a planar electrode

The multipole expansion approach has inherent limitations when dealing with nearcontact problems. This is because the multipole expansion essentially treats the particle as a point particle with electric moments upon it. This prohibits the multipole expansion solutions from incorporating some important length scales such as the particle radius $a$ and the gap distance $\delta$ when the particle is in close contact with the boundary $\mathbf{1 4 0}, \mathbf{1 4 1}$. This point is evidenced by the results derived in the bulk fluid [Eqn. 3.64 and 3.65, where both predicted angular velocity $\Omega$ and critical field strength $E_{c}$ depend on neither the size of particle nor the gap distance. This is clearly contradicted to the experiment observations 107,115 and simulation results 142 .

Therefore, another more brutal-force way to study the role of bottom electrode is to solve the leaky dielectric model near a planar electrode analytically. This is of course difficult and messy and I did not succeed. Here, I just document some major efforts for reference.

Consider a single Quincke particle is in proximity of a bottom planar electrode surface. The governing equation describing the problem is still the same as previous leaky dielectric model [Sec. 3.4 with additional boundary conditions enforced by the electrode surface. The hydrodynamic part is identical to the lubrication problems, which has been extensively studied and its analytical solutions are readily available in literature $121,137,138,143,145$. Thus, the rest of this problem becomes solving the Laplace equation with the boundary conditions unique to the Quincke rotation system.

Due to the planar boundary and spherical geometry of the Quincke particle, it turns out the so-called bispherical coordinate system makes the specification of boundary conditions much easier (as both planar and spherical surfaces are the coordinate surfaces of the bispherical coordinate system) at the cost of a more complicated infinite series expression of the general solution of the Laplace equation [see Appx. A.2.

For a purely dielectric particle near a planar boundary, such problem has already been solved in [146, where boundary conditions yield a set of infinite recurrence relations. Please refer to $\mathbf{1 4 6}$ for more details. Fortunately, the solution of the resulting recurrence relations can be constructed analytically using a Green's function technique for finite difference equations [147], which has a form of continued fractions.

Following the same spirit, all boundary conditions of a single Quincke particle near an planar electrode can also be expressed in the bispherical coordinate system. However, the boundary conditions yields a higher order recurrence relations this time, i.e. the recurrence relation depends on the second-nearest-neighbor terms $\left(A_{n-2}, A_{n-1}, A_{n}, A_{n+1}, A_{n+2}\right.$ instead of just $A_{n-1}, A_{n}, A_{n+1}$ ). It's not easy to obtain the analytical solution of such
infinite finite difference equations [147]. All those inconclusive analytical results can be derived by following $\mathbf{1 4 6}$ and will not be reported here for brevity.

### 3.8. The numerical model of a single Quincke roller

As theoretical attempts based on the multipole expansion 3.7.1 and analytical analysis 3.7.2 encountered difficulties, the numeric approach provides an alternative pathway for understanding the role of planar electrode. With the theoretical description of a single Quincke particle detailed in Sec. 3.4, the Laplace equation 3.31 together with boundary conditions Eqn. $3.34,3.35 \mid 3.36$, 3.37 and 3.38 can be solved self-consistently to study the behaviors of a single Quincke particle near a planar electrode surface.

The Laplace equation [Eqn. 3.31 and boundary conditions such as the continuity of electric potential [Eqn. 3.34, the normal jump of electric displacement fields [Eqn. 3.35 and constant electric potential [Eqn. 3.37 and 3.38 are standard components of electrostatic solvers of any commonly available Finite Element Method (FEM) simulation packages, such as COMSOL, ABAQUS, FEniCSx, etc. The only exception is the surface charge conservation equation [Eqn. 3.36, which is unique for the Quincke rotation problem and has to be implemented manually. The surface charge conservation equation is a PDE defined on the particle surface and any FEM packages provide the boundary PDE solver can be used for solving the Quincke problems. Below, we will only focus deriving the explicit form of Eqn. 3.36 for the spherical particle case, which in principle can be generalized to any smooth parametrizable surfaces.

### 3.8.1. Surface charge conservation

As the surface charge conservation equation is defined on a curved surface, it's important to express the quantities defined on the surface to its embedded 3D Euclidean space ( $\mathbb{R}^{\beta}$ ).
3.8.1.1. surface fluxes. For a spherical surface, the surface flux $\mathbf{J}_{s}$ can be written as:

$$
\begin{equation*}
\mathbf{J}_{s}=q_{s} \mathbf{u}_{s}=q_{s} \boldsymbol{\Omega} \times a \hat{\mathbf{n}} \tag{3.70}
\end{equation*}
$$

where $\Omega$ is the angular velocity, $\hat{\boldsymbol{n}}$ is the unit outer normal vector of the particle surface, $q_{s}$ is the free surface charges and $a$ is the radius of the particle. As the Quincke rotation occurs in the plane perpendicular to the external electric field, i.e. $\Omega \cdot \mathbf{E}_{0}=0$ [Eqn. 3.62]. By assuming the external field is along the z-axis, the general angular velocity can be expressed as:

$$
\begin{equation*}
\boldsymbol{\Omega}=\omega_{x} \hat{\mathbf{x}}+\omega_{y} \hat{\mathbf{y}} \tag{3.71}
\end{equation*}
$$

where $\omega_{x}$ and $\omega_{y}$ are the respective x and y component of angular velocity. In the spherical coordinate system [Appx. A.1], $\hat{\mathbf{n}}=\hat{\mathbf{r}}=\sin \theta \cos \phi \hat{\mathbf{x}}+\sin \theta \sin \phi \hat{\mathbf{y}}+\cos \theta \hat{\mathbf{z}}$ and the surface flux $\mathbf{J}_{s}$ can be rewritten in the spherical coordinates as:

$$
\begin{equation*}
\mathbf{J}_{s}=q_{s} a\left(\omega_{y} \cos \phi-\omega_{x} \sin \phi\right) \hat{\boldsymbol{\theta}}-q_{s} a \cos \theta\left(\omega_{y} \sin \phi+\omega_{x} \cos \phi\right) \hat{\boldsymbol{\phi}}=T^{i} \mathbf{t}_{i} \tag{3.72}
\end{equation*}
$$

where tangent vectors $\mathbf{t}_{i}$ are defined as:

$$
\begin{equation*}
\mathbf{t}_{r}=\sqrt{g_{r r}} \hat{\mathbf{r}}=\hat{\mathbf{r}}, \quad \mathbf{t}_{\theta}=\sqrt{g_{\theta \theta}} \hat{\boldsymbol{\theta}}=r \hat{\boldsymbol{\theta}}=a \hat{\boldsymbol{\theta}}, \quad \mathbf{t}_{\phi}=\sqrt{g_{\phi \phi}} \hat{\boldsymbol{\phi}}=r \sin \theta \hat{\boldsymbol{\phi}}=a \sin \theta \hat{\boldsymbol{\phi}} \tag{3.73}
\end{equation*}
$$

And corresponding contravariant components $T^{i}$ are:

$$
\begin{equation*}
T^{r}=0, \quad T^{\theta}=q_{s}\left(\omega_{y} \cos \phi-\omega_{x} \sin \phi\right), \quad T^{\phi}=-q_{s} \cot \theta\left(\omega_{y} \sin \phi+\omega_{x} \cos \phi\right) \tag{3.74}
\end{equation*}
$$

As the surface charge flux is a vector in the tangent space of the particle surface, i.e. $\mathbf{J}_{s}=T^{i} \mathbf{t}_{i}$, the surface divergence operator is just the covariant divergence $\mathbf{1 3 2}, \mathbf{1 4 8}$ :

$$
\begin{align*}
\boldsymbol{\nabla}_{s} \cdot \mathbf{J}_{s} & =T_{; i}^{i}=T_{, i}^{i}+\Gamma_{j i}^{i} T^{j}=T_{, r}^{r}+T_{, \theta}^{\theta}+T_{, \phi}^{\phi}+\frac{2}{r} T^{r}+\cot \theta T^{\theta} \\
& =\frac{\partial q_{s}}{\partial \theta}\left(\omega_{y} \cos \phi-\omega_{x} \sin \phi\right)-\frac{\partial q_{s}}{\partial \phi} \cot \theta\left(\omega_{y} \sin \phi+\omega_{x} \cos \phi\right) \tag{3.75}
\end{align*}
$$

where the subscript $\square$ and $\square$ denote the Euclidean derivative and the covariant derivative, respectively. And $\Gamma_{i j}^{k}$ is the Christoffel symbol [Appx. A.1. As expected, the surface charge flux is non-zero only when there is a gradient of surface charge distribution.
3.8.1.2. bulk fluxes. Another contribution to the surface charge conservation is from the discontinuity of the bulk charge flux, which can easily written in the spherical coordinates as:

$$
\begin{equation*}
\hat{\mathbf{n}}_{12} \cdot\left[\mathbf{J}_{e}^{2}-\mathbf{J}_{e}^{1}\right]=\hat{\mathbf{r}} \cdot\left[\sigma_{2} \mathbf{E}_{2}-\sigma_{1} \mathbf{E}_{1}\right] \tag{3.76}
\end{equation*}
$$

where $\overrightarrow{\mathbf{J}_{e}}=\sigma_{i} \mathbf{E}=-\sigma_{i} \boldsymbol{\nabla} \varphi(\mathbf{r}), i=1,2$, are the respective electric current in the fluid $(i=1)$ and the particle $(i=2)$.
3.8.1.3. surface charge conservation. Combining the surface flux term and the bulk flux term together, the surface charge conservation equation [Eqn. 3.36] can be expressed in the spherical coordinate system as:
(3.77) $\frac{\partial q_{s}}{\partial t}+\sigma_{2} \hat{\mathbf{r}} \cdot \mathbf{E}_{2}-\sigma_{1} \hat{\mathbf{r}} \cdot \mathbf{E}_{1}+\frac{\partial q_{s}}{\partial \theta}\left(\omega_{y} \cos \phi-\omega_{x} \sin \phi\right)-\frac{\partial q_{s}}{\partial \phi} \cot \theta\left(\omega_{y} \sin \phi+\omega_{x} \cos \phi\right)=0$

In most FEM simulation packages, it's more convenient to implement in the Cartesian coordinates and the above equation can be transformed back into Cartesian coordinates:

$$
\begin{equation*}
\frac{\partial q_{s}}{\partial t}+\hat{\mathbf{n}} \cdot\left[\sigma_{2} \mathbf{E}_{2}-\sigma_{1} \mathbf{E}_{1}\right]+\frac{\partial q_{s}}{\partial x} \omega_{y} z-\frac{\partial q_{s}}{\partial y} \omega_{x} z+\frac{\partial q_{s}}{\partial z}\left(\omega_{x} y-\omega_{y} x\right)=0 \tag{3.78}
\end{equation*}
$$

If we relax the constraint that the angular velocity should be perpendicular to the field direction, i.e. $\boldsymbol{\Omega} \cdot \mathbf{E}_{0}=0$, the surface charge conservation equation can be written in a more familiar form:

$$
\begin{equation*}
\frac{\partial q_{s}}{\partial t}+\hat{\mathbf{n}} \cdot\left[\sigma_{2} \mathbf{E}_{2}-\sigma_{1} \mathbf{E}_{1}\right]+\mathbf{u}_{s} \cdot \boldsymbol{\nabla} q_{s}=0 \tag{3.79}
\end{equation*}
$$

where $\mathbf{u}_{s}=\boldsymbol{\Omega} \times\left.\mathbf{r}\right|_{r=a}$ and $\boldsymbol{\nabla}$ is the usual Euclidean gradient operator.

The whole derivation may seem introducing unnecessary complication as Eqn. 3.79 should be a pretty obviously result, which basically projects the gradient of surface charges into the tangent plane of the particle surface. However, this is obvious for the symmetric spherical surface and this method can be modified to derive the explicit form of the surface charge conservation equation for arbitrary parametrizable surfaces.

### 3.8.2. Self-consistent model of a single Quincke particle

With the explicit expression of the surface charge conservation equation [Eqn. 3.79], it can be implemented as a user-defined PDE via the boundary PDE module of COMSOL while other electrostatic-related equations can be solved by the electrostatic module of COMSOL. The hydrodynamic interactions are treated implicitly via the resistance matrix formulation and the angular velocity of the particle is obtained via the torque balance
as detailed in Sec. 3.5.4. Both modules are solved simultaneously which yield the FEM solutions as shown in Fig. 3.5. Fig. 3.5 (left) shows the surface charge distribution of a stationary Quincke particle, which has an overall anti-parallel electric dipole moment while Fig. 3.5 (right) demonstrates the surface charge distribution of a rotating Quincke particle. It confirms the existence of tilted electric dipole moment, which generates the electric torque with the external electric field for propelling the Quincke particle.

However, although the self-consistent model agrees exceptionally well with the explanation of Quincke rotation [Sec. 3.6, the numeric simulations still do not recover the oscillatory motion observed in the experiment. The numeric simulations indeed unveil some effects of the planar electrode surface, such as inducing higher order electric moments, stabilizing the critical field of rolling motion [Fig. 3.10, etc., but none of them are sufficient for explaining the robust oscillation at the high field limit. Those findings lead us to think that there may have some effects due to the electrode surface are outside the framework of the leaky-dielectric model.


Figure 3.5. Surface charge distribution of stationary (left) and steady rotating (right) Quincke particle. An uniform electric field $E_{0}$ is applied along the z -axis and the particle is rotating around the x -axis with angular velocity $\boldsymbol{\Omega}$. The color depicts the surface charge density. The bottom electrode surface is not depicted in the figure.

### 3.9. The boundary layer near electrode surface

As informed by the simulation results in Sec. 3.8, we will do a detailed theoretical analysis of the confined electrolyte used in Quincke particle experiments in this section to figure out the possible effects caused by the electrode surface.

### 3.9.1. Conductivity of AOT/hexadecane solution

The anionic surfactant, sodium bis(2-ethylhexyl) sulfosuccinate AOT), forms inverse micelles in hexadecane above a critical micelle concentration (CMC) of $\sim 10^{-6} \mathrm{M} \mathbf{1 3 0}$, 149]. Small-angle neutron scattering (SANS) data (150) suggest that each inverse micelle contains $N \approx 20$ AOT molecules with a polarizable core of radius $a_{c} \approx 1 \mathrm{~nm}$ and a hydrodynamic radius of $a^{h} \approx 1.7 \mathrm{~nm}$. At equilibrium, the charge fluctuation theory 151 predicts the number density of charged micelles to be

$$
\begin{equation*}
n_{z}=n_{0} \exp \left(\frac{-z^{2} \lambda_{B}}{2 a_{c}}\right) \tag{3.80}
\end{equation*}
$$

where $n_{0} \approx \frac{[\mathrm{AOT}]}{N}$ is the concentration of uncharged micelles, $z$ is the valence of charged micelles, and $\lambda_{B}$ is the Bjerrum length,

$$
\begin{equation*}
\lambda_{B}=\frac{e^{2}}{4 \pi \epsilon k_{B} T} \approx 28.5 \mathrm{~nm} \tag{3.81}
\end{equation*}
$$

where $\Theta$ is the elementary charge, $\epsilon=2 \epsilon_{0}$ is the permittivity of hexadecane, $k_{B}$ is the Boltzmann constant, and $T=298 \mathrm{~K}$ is the temperature. The fact that $\lambda_{B} / 2 a_{c} \approx 14 \gg 1$ implies that nearly all of the charged micelles have unit valence, $z= \pm 1$. Then, the
conductivity of the whole solution in the equilibrium can be approximated as:

$$
\begin{equation*}
\sigma=\sum_{z} \frac{z^{2} e^{2} D}{k_{B} T} n_{z} \approx \frac{2 e^{2} D}{k_{B} T} n_{0} \exp \left(-\lambda_{B} / 2 a_{c}\right) \tag{3.82}
\end{equation*}
$$

Using the Stokes-Einstein S-E relation, it can be expressed as:

$$
\begin{equation*}
\sigma=\frac{2 e^{2}}{6 \pi \eta a_{h}} n_{0} \exp \left(-\lambda_{B} / 2 a_{c}\right) \tag{3.83}
\end{equation*}
$$

where the mobility of charged micelle is estimated as $\mu=\frac{D}{k_{B} T} \approx\left(6 \pi \eta a_{h}\right)^{-1}$ and $\eta=3$ $\mathrm{mPa} \cdot \mathrm{s}$ is the dynamic viscosity of hexadecane [see table 3.1.

### 3.9.2. Analysis of chemical reactions

Since the experimental concentration of AOT solution ( $\sim 0.15 \mathrm{M}$ ) is well above the CMC $\left(\sim 10^{-6} \mathrm{M}\right)$, the charge carriers are dominated by the charged micelles and the conductivity increases linearly with the AOT concentration in agreement with previous experiments $\mathbf{1 3 0}$. Therefore, the association-disassociation reaction of interests in the AOT/hexadecane solution is:

$$
\begin{equation*}
\underset{\left(n_{1}, z_{1}=0\right)}{2 \mathrm{M}} \underset{\mathrm{k}_{-}}{\stackrel{\mathrm{k}_{+}}{\rightleftharpoons}} \underset{\left(n_{2}, z_{2}=+1\right)}{\mathrm{M}^{+}}+\underset{\left(n_{3}, z_{3}=-1\right)}{\mathrm{M}^{-}} \tag{3.84}
\end{equation*}
$$

where $[M]$ is the concentration of neutral micelles, $\left[\mathrm{M}^{+}\right]$is the concentration of positively charged micelles and $\left[\mathrm{M}^{-}\right]$is the concentration of negatively charged micelles. $k_{+}$is the forward rate constant and $k_{-}$is the backward rate constant.

The forward rate constant can be obtained via the chemical equilibrium:

$$
\begin{equation*}
\frac{\left[\mathrm{M}^{+}\right]\left[\mathrm{M}^{-}\right]}{[\mathrm{M}]^{2}}=\frac{k_{+}}{k_{-}}=\exp \left(-\lambda_{B} / a_{c}\right) \tag{3.85}
\end{equation*}
$$

i.e.

$$
k_{+}=k_{-} \exp \left(-\lambda_{B} / a_{c}\right)
$$

Therefore, the reaction rates of each species are:

$$
-r_{1}=r_{2}=r_{3}=k_{+} n_{1}^{2}-k_{-} n_{2} n_{3}=k_{-}\left[n_{1}^{2} \exp \left(-\lambda_{B} / a_{c}\right)-n_{2} n_{3}\right]
$$

wherer is the source/sink of i-th species. Because the concentration of charged species ( $n_{2}$ and $n_{3}$ ) are very dilute, we can approximate the concentration of the neutral species $\left(n_{1}\right)$ by its equilibrium concentration, i.e. $n_{1} \approx n_{0}$. Then,

$$
\begin{equation*}
-r_{1}=r_{2}=r_{3}=k_{-}\left[n_{0}^{2} \exp \left(-\lambda_{B} / a_{c}\right)-n_{+} n_{-}\right]=k_{-}\left(n_{e q}^{2}-n_{+} n_{-}\right) \tag{3.86}
\end{equation*}
$$

where $n_{e q}=n_{0}^{2} \exp \left(-\lambda_{B} / 2 a_{c}\right)$ is the equilibrium concentration of neutral species, $n_{+}=n_{2}$ and $n_{-}=n_{3}$ are the concentration of positively and negatively charged species, respectively.

If the recombination of charged species is assumed to be diffusion-limited, the rate constant can be estimated $\mathbf{1 1 8}, \mathbf{1 5 2}$ as:

$$
\begin{equation*}
k_{-}=8 \pi D \lambda_{B}=\frac{2 e^{2} \mu}{\epsilon} \approx 2.9 \times 10^{-17} \mathrm{~m}^{3} / \mathrm{s} \tag{3.87}
\end{equation*}
$$

where $D=k_{B} T \mu$ is the micelle diffusivity. The micelles approach their equilibrium ionization with a characteristic time scale $\left(2 k_{-} n_{e q}\right)^{-1}$, which is equal to one half of the charge
relaxation time $\epsilon / \sigma_{0}$. For a 0.1 M AOT solution, the equilibrium ion concentration is $n_{e q} \approx 7 \times 10^{-8} \mathrm{M}$ and the ion relaxation time is $\left(2 k_{-} n_{e q}\right)^{-1} \geq 0.4 \mathrm{~ms}$ with equality for diffusion-limited recombination 107.

Finally, we can solve the Nernst-Planck equation for charged micelles to get the transport behaviors of charge carriers:

$$
\begin{equation*}
\frac{\partial n_{ \pm}}{\partial t}+\nabla \cdot \mathbf{J}_{ \pm}=k_{r}\left(n_{e q}^{2}-n_{+} n_{-}\right) \tag{3.88}
\end{equation*}
$$

where the corresponding fluxes of each charged species (ignoring the convective flux) are

$$
\mathbf{J}_{ \pm}=-D_{ \pm} \boldsymbol{\nabla} n_{ \pm} \pm \frac{e D_{ \pm}}{k_{B} T} n_{ \pm} \mathbf{E}
$$

and the equilibrium concentration of neutral species is

$$
n_{e q}=\frac{[\mathrm{AOT}]}{N} \exp \left(-\lambda_{B} / 2 a_{c}\right)
$$

### 3.9.3. Analysis of the equilibrium charge distributions

With the understanding of the origin of electric conductivity and relevant chemical reactions in AOT/hexadecane solution, the assumption of zero space charge in the leaky dielectric system [Sec. 3.3] should be relaxed. Including possible nonvanishing space charges, the relevant governing equations become the Poisson-Nernst-Planck PNP equations:

$$
\left\{\begin{align*}
\nabla \cdot\left(\epsilon_{r} \epsilon_{0} \mathbf{E}\right) & =e\left(n_{+}-n_{-}\right)  \tag{3.89}\\
\frac{\partial n_{ \pm}}{\partial t}+\boldsymbol{\nabla} \cdot\left[-D_{ \pm} \boldsymbol{\nabla} n_{ \pm} \pm \frac{e D_{ \pm}}{k_{B} T} n_{ \pm} \mathbf{E}\right] & =k_{-}\left(n_{e q}^{2}-n_{+} n_{-}\right)
\end{align*}\right.
$$

As the system under consideration is confined by two planar electrodes, the problem can be effectively reduced as a 1D problem. Without loss of generality, assume the planar electrodes are placed along the z-axis, then

$$
\left\{\begin{aligned}
-\epsilon \frac{\partial^{2} \varphi}{\partial z^{2}} & =e\left(n_{+}-n_{-}\right) \\
\frac{\partial n_{ \pm}}{\partial t}-D \frac{\partial^{2} n_{ \pm}}{\partial z^{2}} \mp \frac{e D}{k_{B} T} \frac{\partial}{\partial z}\left(n_{ \pm} \frac{\partial \varphi}{\partial z}\right) & =k_{-}\left(n_{e q}^{2}-n_{+} n_{-}\right)
\end{aligned}\right.
$$

Note that the Quincke rotation/oscillation only happens in high electric field strength regime (see table 3.1), i.e. $\varphi>\frac{k_{B} T}{e} \sim 25 \mathrm{meV}$. Thus, the diffusion flux is negligible comparing with the electric migration flux and the above equations in the steady state simplify as:

$$
\left\{\begin{align*}
-\epsilon \frac{\partial^{2} \varphi}{\partial z^{2}} & =e\left(n_{+}-n_{-}\right)  \tag{3.90}\\
-\frac{e D}{k_{B} T} \frac{\partial}{\partial z}\left(n_{+} \frac{\partial \varphi}{\partial z}\right) & =k_{-}\left(n_{0}^{2}-n_{+} n_{-}\right) \\
\frac{e D}{k_{B} T} \frac{\partial}{\partial z}\left(n_{-} \frac{\partial \varphi}{\partial z}\right) & =k_{-}\left(n_{0}^{2}-n_{+} n_{-}\right)
\end{align*}\right.
$$

Introducing the sum of ion concentrations, $n_{s}=n_{+}+n_{-}$, and the difference of ion concentrations, $n_{d}=n_{+}-n_{-}$, the governing equations can be rewritten as

$$
\left\{\begin{align*}
\frac{\partial E}{\partial z} & =\frac{e}{\epsilon} n_{d}  \tag{3.91}\\
\frac{\partial}{\partial z}\left(n_{s} E\right) & =0 \\
e \mu \frac{\partial}{\partial z}\left(n_{d} E\right) & =2 k_{-}\left[n_{0}^{2}-\frac{1}{4}\left(n_{s}^{2}-n_{d}^{2}\right)\right]
\end{align*}\right.
$$

where $\mathbf{E}=-\frac{\partial \varphi}{\partial z}$ is the total electric field and $\mu=\frac{D}{k_{B} T}$ is the mobility of charged micelles. Integrating the second equation above basically requires that the electric current $\mathbf{J}_{e}$ should
be constant through out the electrolyte, i.e. $j_{e}=e^{2} \mu n_{s} E$. Since there are nonzero space charges comparing with original equations for the leaky dielectric systems [Eqn. 3.27, we would like to understand how the limited reaction rates in the weak electrolyte will affect equilibrium charge distribution.
3.9.3.1. Semi-infinite weak-electrolyte confined by one boundary. The first simple system is to consider the weak-electrolyte confined by a single boundary. This corresponds to the electrolyte in contact with a single planar electrode surface and extend to infinite in the other direction. Physically, it requires all quantities reduce to its bulk values at infinite:

$$
\begin{equation*}
n_{d}(\infty)=0, n_{s}(\infty)=2 n_{e q}, E(\infty)=E_{0} \tag{3.92}
\end{equation*}
$$

where $n_{e q}$ is the equilibrium concentration in the bulk and $E_{0}$ is the external electric field strength. By the conservation of electric currents, this gives that

$$
\begin{equation*}
j_{e}=e^{2} \mu n_{s} E=2 e^{2} \mu n_{e q} E_{0} \tag{3.93}
\end{equation*}
$$

Expressing both $n_{s}$ and $n_{d}$ in terms of the electric field $E$ by substituting the Poisson's equation [Eqn. 3.91 and the above equation [Eqn. 3.93], we obtain the following nonlinear equation of the electric field:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} E^{2}}{\mathrm{~d} z^{2}}=\frac{4 k_{-} n_{e q}^{2}}{\mu \epsilon}\left[1-\frac{E_{0}^{2}}{E^{2}}+\frac{1}{E^{2}}\left(\frac{\epsilon}{4 e n_{e q}} \frac{\mathrm{~d}^{2} E^{2}}{\mathrm{~d} z^{2}}\right)^{2}\right] \tag{3.94}
\end{equation*}
$$

Besides, in the strong field strength limit, all positive charge carriers should be depleted from the electrode surface $(z=0)$ assuming the applied electric field is along the positive
z direction $\left(E_{0}>0\right)$, i.e.

$$
\begin{equation*}
n_{+}(0)=\frac{1}{2}\left[n_{s}(0)+n_{d}(0)\right]=0 \tag{3.95}
\end{equation*}
$$

which can be expressed in terms of electric fields as

$$
\begin{equation*}
\left[2 n_{e q} \frac{E_{0}}{E(z)}+\frac{\epsilon}{e} \frac{\mathrm{~d} E}{\mathrm{~d} z}\right]_{z=0}=0 \quad \text { i.e. }\left.\quad \frac{\mathrm{d}^{2} E^{2}}{\mathrm{~d} z^{2}}\right|_{z=0}=-\frac{4 e n_{e q} E_{0}}{\epsilon} \tag{3.96}
\end{equation*}
$$

The equation 3.91 is a second order ODE with an infinite interval, which can be solved numerically. However, it's more instructive to get further insights via the perturbation analysis before presenting its numeric results. Denote the first order perturbation as $u=E^{2}-E_{0}^{2}$, it gives that

$$
\begin{equation*}
\frac{\mathrm{d}^{2} u}{\mathrm{~d} z^{2}}=\frac{4 k_{-} n_{e q}^{2}}{\mu \epsilon E_{0}^{2}} u+\mathcal{O}\left(u^{2}\right) \tag{3.97}
\end{equation*}
$$

This equation permits solutions of exponential forms, which indicates that the perturbation due to the existence of electrode surface decays over a length scale defined as:

$$
\begin{equation*}
\lambda=\frac{E_{0}}{2 n_{e q}} \sqrt{\frac{\mu \epsilon}{k_{-}}}=\frac{1}{2} \beta \ell \tag{3.98}
\end{equation*}
$$

For clarity, this new length scale $\lambda$ is split into another length scale $\ell=e \mu E_{0} / k_{-} n_{e q}$ and a dimensionless parameter $\beta=\left(k_{-} \epsilon / e^{2} \mu\right)^{1 / 2}$, which characterizes the relative rates of charge formation $\left(2 k_{-} n_{e q}\right)$ and charge relaxation $\left(2 e^{2} \mu n_{e q} / \epsilon\right)$. Assuming the diffusionlimited approximation (3.87) for the recombination rate constant $k_{-}$, these two rates are approximately equal, $\beta=\sqrt{2}$, as are the two length scales, $\ell / \lambda=\sqrt{2}$. For a 0.1 M

AOT/hexadecane solution subject to an external field of $E_{0}=5 \mathrm{~V} / \mu \mathrm{m}$, this length is estimated to be $\lambda \approx 5 \mu \mathrm{~m}$. For comparison, the Debye length is $\lambda_{D}=\left(\epsilon k_{B} T / 2 e^{2} n_{e q}\right)^{1 / 2} \approx$ $0.2 \mu \mathrm{~m}$.

The emergence of this new length scale $\lambda$ brings us new insights about the system, which is also clearly confirmed by the numeric solutions [Fig. 3.6]. Note that the length scale is proportional to the external field strength $E_{0}$ and inversely proportional square root of the backward reaction rate $\sqrt{k_{-}}$. For a strong electrolyte or weak electric field strength, the length scale $\lambda$ is small comparing with the Debye length $\lambda_{D}$. And the
 the original assumptions of the leaky dielectric model [Sec. 3.3] are valid. However, as the experimental conditions push into the regime of strong electric fields, the length scale $\lambda$ becomes much more significant, even comparable with the particle size $(\sim 5 \mu m)$. It means the electroneutrality condition is no longer valid near the electrode surface.
3.9.3.2. Finite weak-electrolyte confined by two boundaries. After realizing the existence of boundary layer near the electrode surface, a more experimentally relevant example is the case with two boundaries. Instead of confining by a single electrode, let's consider a weak-electrolyte confined by two electrode surfaces. Note that now the electric currents $\mathbf{J}_{e}$ is no longer determined by the values at infinity [Eqn. 3.93] and need to be determined later from the following potential difference condition:

$$
\begin{equation*}
\int_{0}^{H} E(z) \mathrm{d} z=E_{0} H \tag{3.99}
\end{equation*}
$$



Figure 3.6. Number density of positive and negative charge carriers, $n_{+}$ and $n_{-}$, and the electric field $E$ as a function of distance $z$ from a planar electrode. Here, number densities are scaled by its equilibrium value $n_{e q}$, the field by the external field $E_{0}$, and position by the characteristic length $\lambda$ [Eqn. 3.98]. The recombination parameter is $\beta^{2}=2$ corresponding to diffusion-limited recombination. The dashed curve shows the asymptotic prediction of the first order perturbation solution.
where $H$ is the separation distance between two electrodes. Then, the governing equation of the electric fields in its dimensionless form becomes

$$
\begin{equation*}
\frac{\mathrm{d}^{2} E}{\mathrm{~d} z^{2}}=1-\frac{j_{e}^{2}}{4 E^{2}}+\frac{\beta^{2}}{4 E^{2}}\left(\frac{\mathrm{~d} E^{2}}{\mathrm{~d} z}\right)^{2} \tag{3.100}
\end{equation*}
$$

where the electric field is scaled by $E_{0}$, electric current is scaled by $e^{2} \mu n_{e q} E_{0}$ and distance is scaled by the characteristic length $\lambda$. Corresponding boundary conditions at each electrode are:

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{2} E^{2}}{\mathrm{~d} z^{2}}\right|_{z=0}=-\frac{j_{e}}{\beta} \quad \text { and }\left.\quad \frac{\mathrm{d}^{2} E^{2}}{\mathrm{~d} z^{2}}\right|_{z=H}=\frac{j_{e}}{\beta} \tag{3.101}
\end{equation*}
$$

Figure 3.7 (left) shows the electric field and the charge carrier profiles for $H=1$ and $\beta^{2}=2$. Due to the confined volume in which ions are generated, the associated current is only $j_{e}=0.655$ as compared to $j_{e}=2$ in the limit of large separations $(H \rightarrow \infty)$. Figure 3.7 (right) shows the computed current density $j_{e}$ as a function of the boundary separation $H$. For $H \ll 2$, the current is limited by the rate at which ions are generated within the electrolyte: $j_{e} \approx \beta L / 2$. In dimensional units, the apparent conductivity of the electrolyte depends linearly the boundary separation as

$$
\begin{equation*}
\sigma=\frac{j_{e}}{E_{0}} \approx \frac{e k_{-} n_{e q}^{2} H}{E_{0}} \quad \text { for } \quad H \ll 2 \lambda \tag{3.102}
\end{equation*}
$$

The diminishing conductivity for the strongly confined electrolyte has important implications for the Quincke particle under strong electric fields. As the Quincke particle is strongly attracted to the bottom electrode surface and only separated from the electrode by a thin lubrication layer, the gap region between the particle and electrode has limited generation of charge carriers and leads to a smaller conductivity comparing with the bulk conductivity.

### 3.10. From rolling to oscillating

After identifying the boundary layer near the electrode for the weak-electrolyte under strong electric fields, experiment conditions are systematically tested to map out the necessary conditions for the oscillating motion [Fig. 3.8].



Figure 3.7. (left) Number density of positive and negative charge carriers, $n_{+}$and $n_{-}$, and the electric field $E$ as a function of position $z$ between two electrodes separated by $H=1$. Number densities are scaled by the equilibrium density $n_{e q}$, the field by the external field $E_{0}$, and position by the characteristic length $\lambda$. The recombination parameter is $\beta^{2}=2$ corresponding to diffusion-limited recombination. (right) Electric current density $j_{e}$ (scaled by $e^{2} \mu n_{e q} E_{0}$ ) as a function of the boundary separation $H$. For small separations $(H \ll 2)$, the current is $j_{e} \approx \beta H / 2$; for large separations $(H \gg 2)$, it approaches $j_{e}=2$.

### 3.10.1. Phase diagram of observed Quincke particle dynamics

Oscillatory dynamics are reliably observed for strong fields, $E_{0} / E_{c}>3$, when the ratio between the particle radius and the boundary layer thickness is of order unity, $a / \ell \sim 1$ [Fig. 3.8]. With all experiment conditions explored, the resulting boundary layer thickness $\ell$ varies from 1 to $20 \mu \mathrm{~m}$ depending on the AOT concentration and the external field strength $E_{0}$. Notably, large particles $(a / \ell \gg 1)$ that extend beyond the boundary region do not oscillate but rather roll at even the highest fields investigated [Fig. 3.8, the line at top]. Small particles $(a / \ell \ll 1)$ do not move at all and their otherwise Brownian motion is arrested upon application of the field [Fig. 3.8, the line at bottom].


Figure 3.8. Phase diagram showing the observed dynamics as a function of two dimensionless parameters: $a / \ell$, the ratio of the particle radius and the boundary layer thickness [Eqn. 3.98]; $E_{0} / E_{c}$, the ratio of the external field strength and the critical field [Eqn. 3.65. Plotted data correspond to experiments on five different particle sizes $a=0.5,1.5,2.5,5,25 \mu \mathrm{~m}$ (for $[A O T]=$ 150 mM ) and three different AOT concentrations $[A O T]=50,100,150 \mathrm{mM}$ (for $a=5 \mu \mathrm{~m}$ ).

### 3.10.2. Characteristics of the oscillatory motions

The oscillation period $\omega^{-1}$ is comparable to the dipolar Maxwell-Wagner relaxation time $\tau_{m w}^{P}$ [Fig. 3.9 (a)] and the oscillation frequency $\omega$ increases with increasing field strength [Fig. 3.9 (b)]. The peak-to-peak amplitude of the oscillating particle position is approximately $2 A \approx \pi a$ [Fig. 3.9 (c)]. This observed quantity is linearly related to the angle $2 A / \kappa a$ by which the particle rotates during each half of the oscillation cycle. If one assumes frictional rolling with $\kappa=1$, the observed amplitude would imply a rotation of
ca. $180^{\circ}$. By contrast, the assumption of hydrodynamic rolling with a thin lubricating film 121 requires that $\kappa \leq 1 / 4$ and implies a rotation of at least two revolutions per half cycle. Below, we present a model for particle oscillations that favors the former interpretation based on frictional rolling.


Figure 3.9. (a) Particle position $r$ vs. time $t$ for PS spheres (radius $a=$ $5 \mu \mathrm{~m})$ in different AOT/hexadecane solutions. The applied field is $E_{0} / E_{c}=$ 5.4, which corresponds to $E_{0}=2.2,3.7$, and $4.8 \mathrm{~V} / \mu \mathrm{m}$ for $[\mathrm{AOT}]=50,100$, and 150 mM , respectively. (b) Oscillation frequency $\omega$ vs. external field strength $E_{0}$ for different AOT concentrations. Markers denote the mean frequencies within populations of particle trajectories of equal duration; error bars denote standard deviations of these populations. (c) Peak-topeak oscillation amplitude $2 A$ vs. external field strength $E_{0}$ for the three AOT concentrations in (b). Markers denote the mean frequencies; error bars denote standard deviations.

### 3.10.3. Mechanism of the Quincke oscillations

To understand why particles of intermediate size oscillate near the electrode [Fig. 3.8, we first consider the transport of charged AOT micelles around a stationary sphere near a plane boundary [Fig. 3.10 (a) and (b)]. The electric field and the charge carrier densities are modeled using the Poisson-Nernst-Planck (PNP equations [Eqn. 3.89 modified to describe the generation and recombination of charged micelles within the electrolyte $\mathbf{1 1 8}, \mathbf{1 4 2}$. At steady state, the solution is characterized by three length scales: the particle radius $a$, the Debye length $\lambda_{D}=\left(\epsilon_{f} k_{B} T / 2 e^{2} n_{o}\right)^{1 / 2}$, and the boundary layer thickness $\ell$ associated with carrier recombination [Eqn. 3.98. We focus our analysis on the limit of strong fields relevant to our experiments, for which $E_{0} \gg k_{B} T / e \ell$ or, equivalently, $\ell \gg \lambda_{D}$.

Under these conditions, the behavior of large spheres $(a \gg)$ is well described by the leaky dielectric model. Charge accumulates at the particle surface as to redirect the electric field and the associated electric current around the particle [Fig. 3.10 (a)]. The Quincke instability is caused by the relaxation of this dipolar charge distribution via particle rotation [Sec. 3.6].

For small spheres $(a \ll \ell)$, however, the accumulation of charge at the particle surface is mitigated by the diffusive-leaking of charge carriers around the sides [Fig. 3.10 (b)]. The comparatively little charge that accumulates does not significantly alter the electric field. Without a sufficiently large dipole moment directed anti-parallel to the external field, there is no Quincke rotation for these small particles [cf. Fig. 3.8. Moreover, such
particles are characterized by a net charge that contributes additional electrostatic forces directed to the nearby electrode. The attraction of small particles to the electrode surface helps to explain the field-induced arrest of their Brownian motion.

For particles of intermediate size ( $a \sim \ell$ ), the observed oscillations are explained by asymmetries in the rates of charging between the top and bottom of the particle. Within the confined region separating the particle and the electrode, ionic currents are limited by the finite rate of ion formation in the fluid. The effective conductivity within such a region of thickness $\delta$ can be approximated as $e k_{-} n_{o}^{2} \delta / E_{0}$, which is smaller than the bulk conductivity, $\sigma_{f} \approx 2 e^{2} \mu n_{o}$, by a factor of $\ell / \delta \gg 1$. By modifying the leaky dielectric model to describe variations in the effective conductivity as a function of distance from the electrode surface, numerical simulations are able to reproduce the particle oscillations observed in experiment [Fig. 3.10 (c), pink diamonds \& blue circles].

### 3.10.4. Simulation results of a single Quincke oscillator

In the model, we consider a dielectric sphere of radius $a$ immersed in a conductive fluid at a distance $\delta$ from a plane electrode. Application of an external field $E_{0}$ drives the accumulation of charge at the particle-fluid interface; the effects of free charge within the electrolyte are neglected. The fluid conductivity is assumed to vary with distance $z$ from the electrode as $\sigma_{f} z /(2 a+\delta)$, approaching the bulk value $\sigma_{f}$ at the top of the particle. The angular velocity of the particle (parallel to the plane) is linearly related to the electric torque as $\Omega=L / R$, where $R=8 \pi \eta a^{3} f(\delta / a)$ is the relevant resistance coefficient. With these assumptions, the particle dynamics agree qualitatively with the
experimental observations [cf. Fig. 3.2 (c) \& 3.10 (c)]. At sufficiently high field strengthshere, greater than 3.7 times the critical field $E_{c}$ for an unbounded sphere - the particle oscillates back and forth with an peak-to-peak amplitude of ca. $200^{\circ}$ [Fig. 3.10 (d)]. The oscillation frequency $\omega$ increases in proportion to the external field strength $E_{0}$ [Fig. 3.10 (e)].

### 3.11. Discussion and future works

Physically, particle oscillations combine the basic elements of the traditional Quincke mechanism-namely, charge accumulation and mechanical relaxation-with an added memory effect caused by anisotropic charging within the electric boundary layer, which is fundamentally different from the hydrodynamic memory effect $\mathbf{1 5 3} \mathbf{1 5 8}$ found in the transient Stokes flows. Additional experiments on particles of different shapes suggest that these Quincke oscillations can be achieved for any dielectric particle of suitable size [see 107 SI ]. This mechanism may therefore provide a useful experimental model for active matter $\mathbf{1 5 9}$ comprised of many self-oscillating units, where particle interactionsneglected herein-mediate their collective dynamics. More generally, Quincke oscillations illustrate the potential importance of field-induced boundary layers within nonpolar fluids. Even away from electrode surfaces, such boundary layers are expected to influence the dynamics of micron-scale Quincke swimmers moving within bulk fluids $\mathbf{1 1 6}, \mathbf{1 6 0} \mathbf{1 6 2}$.

It's rare to observe an oscillatory motion via a static field input and such Quincke oscillators might provide some inspirations for the design of colloidal oscillators with other types of active colloidal particles. With a oscillatory mobility unit, it's interesting to explore the collective behaviors of a population of colloidal oscillators [also see Sec.


Figure 3.10. (a,b) Simulated electric field around a stationary sphere in a model electrolyte above a plane electrode; color map shows the charge density. The radii of the large (a) and small (b) spheres are $a / \ell=3.5$ and $a / \ell=0.14$, respectively. Other parameters include the Debye length $\lambda_{D} / \ell=0.028$, the surface separation $\delta / a=0.1$, the particle permittivity $\epsilon_{p} / \epsilon_{f}=1.2$, and the recombination rate constant $k_{-} \epsilon_{f} / e^{2} \mu=2$. (c) Timeaveraged angular speed $\Omega$ scaled by $\tau_{m w}^{-1}$ vs. external field strength $E_{0}$ scaled by $E_{c}$ for three variations of the leaky dielectric model: an unbounded sphere, a sphere at a plane electrode with constant fluid conductivity, and a sphere at an electrode with a conductivity gradient. The particle permittivity is $\epsilon_{p} / \epsilon_{f}=1.5$; the surface separation is $\delta / a=0.1$; the conductivity gradient is $\sigma_{f} /(2 a+\delta)$; the resistance coefficient is $R / 8 \pi \eta a^{3}=1.45$. The shaded region denotes one standard deviation about the average speed. (d) Angular position $\theta$ vs. oscillation phase $\omega t$ for $E_{0}=5.3 E_{c}$. (e) Oscillation frequency $\omega$ scaled by $\tau_{m w}^{-1}$ vs. external field strength $E_{0}$ scaled by $E_{c}$.
5.5, which might result in very different collective patterns commonly observed for a population of colloidal rollers.

## CHAPTER 4

## Hydrogel Robots*

### 4.1. Introduction

The design of miniature robots is an enormous challenge of science and engineering 164 171. Building a microrobot, which integrates functionalities to sense its surrounding environment $\mathbf{1 7 2} \mathbf{1 7 5}$, communicate information $\mathbf{1 7 6} \mathbf{1 7 8}$ and actuate itself
 in a controllable manner $\mathbf{1 8 9}$ 191, is a long-term objective. Because microrobots are subject to the principles of microscopic physics, the mechanism to realize each functionalities differ from those counterparts of conventional large scale robots. Tremendous efforts have been made to successfully realize individual or a combination of those functionalities and shown great potential applications $[\mathbf{5 9}, \mathbf{6 3}, \mathbf{8 5}, \mathbf{1 8 6}, \mathbf{1 9 0}, \mathbf{1 9 2}]$.

Throughout those investigations $\mathbf{1 9 3} \mathbf{1 9 6}$, soft materials have shown great advantages as building blocks of microrobots. Unlike conventional robots connect rigid parts via joints, soft materials allow to build microrobots as a whole, which reduce the complexity of manufacture and assembly. Besides, the unique mechanical properties of soft materials

[^3]permit morphological changes with large deformations, which enables flexible manipulations and versatile functions. The soft materials also show excellent bio-compatibility, which make them ideal for medical applications.

More importantly, nowadays it's possible to synthesize soft materials hybridized with various dimensional nanocomponts 197, enabling additional responsiveness to various external stimuli. This imparts living characteristics into passive materials and turn it into a microrobots. Like biological microrobots such as bacteria, the responsiveness to external stimuli offer venues to sense its local environment, harness power to actuate itself and carry controlled locomotion. Synthetic microrobots, which respond to heat $\mathbf{1 9 8}, \mathbf{1 9 9}$, light 200], electric field 179, 201, 202, magnetic field 203, 204, etc, has been reported and demonstrated similar functionalities of living organism. However, most of previous works focus on only one external stimulus. Inspiring by biological systems, a real microrobots should be able to respond to multiple external stimuli in a coordinated way. It motivates us to study possible design of a soft robot which has multiple responsiveness. Among those possible choices of external stimuli, we are particularly interested in light and magnetic fields because of its non-invasiveness in biological systems. Also, there are existing infrastructures commercially available to generate high temporal and spatial resolution of both light and magnetic fields. Therefore, we will focus on building a microrobots from soft materials which respond to both light and magnetic fields.

In recent years, it has been shown that magnetic fields can remotely direct motions of soft materials containing ferromagnetic components of various dimensions, such as filaments 59,205 , slabs 55, 2D sheets $\mathbf{1 9 1}, 204$ and 3 D structures 53. In these
examples, specific patterns of magnetization and object geometry were generated by various fabrication techniques, such as lithography, 3D printing and so on. However, once these samples have been prepared, the responsive magnetization profile cannot be reconfigured in the absence of a magnetic field. Moreover, the magnetic components were either embedded in a solid hydrophobic elastomer or supported on a rigid silicon nitride membrane. Hydrogels, which consist of mostly water, offer the possibility to function in water and also have the capacity to exchange fluids with aqueous environments. And hydrogels generally have small elastic moduli, which makes them a lot easier to deform comparing with elastomers. Besides magnetic response, light as a stimulus is useful since it can be delivered remotely and potentially in localized fashion. Recent examples of light responsive materials include polymer films containing cis-trans azobenzene switches 206 and hydrogels based on spiropyran chemistry $[\mathbf{2 0 7}, 208$ or molecular motors $\mathbf{2 0 9}, \mathbf{2 1 0}$.

We report here on the development of hydrogel-metal hybrid materials that are actuated by magnetic fields after exposure to light and also remain reconfigurable by light to alter their magnetic response. This chapter starts with the design of a dual-responsive hydrogel-metal hybrid capable of responding to both light and magnetic fields and experimental characterizations of the materials [Sec. 4.2]. In order to understand the fundamental mechanisms of both light and magnetic responses, a continuum model of the hydrogel-metal hybrid is systematically developed in Sec. 4.3 and corresponding numeric implementation details are discussed in Sec. 4.4. With the understanding of dual-responsiveness to light and magnetic fields [Sec. 4.5, the hydrogel-metal hybrid can perform distinct tasks with remote control over geometry, stiffness, and magnetization using a combination of light and magnetic fields. More specifically, the samples are
prepared by incorporating aligned ferromagnetic nanowires into a photoactive hydrogel matrix that is capable of changing shape in response to light. Macroscopic deformations of the hydrogel upon light irradiation generate complex three-dimensional magnetization profiles that lead to programmable actuation. These hydrogels can perform functions such as walking [Sec. 4.6.1], steering [Sec. 4.6.2], climbing, and delivering cargo [Sec. 4.8 under the control of an external magnetic field and light. Furthermore, small changes in the chemical structure of these systems change the kinetics of light response and thus provide access to a broader range of actuating behaviors [Sec 4.7]. Sec. 4.9 summarizes the whole chapter and concludes with discussions and possible further development of the hydrogel robots.

### 4.2. Design of the dual-responsive hydrogel-metal hybrid

### 4.2.1. Synthesis and characterizations

To synthesize the hydrogel-metal samples, nickel (Ni) nanowires were added to a solution containing monomers, crosslinking agents, initiators and a polymerizable photo-switching spiropyran monomer in order to create a light-responsive crosslinked network [Fig. 4.1 A, see $\mathbf{1 6 3}$ Fig. S2 and methods for synthetic details]. Under dark and acidic conditions, the photoswitch contains a hydrophilic protonated merocyanine $\mathrm{MCH}^{+}$moiety that isomerizes to a hydrophobic spiropyran (SP) form upon exposure to visible light. This isomerization with light exposure results in contraction of the hydrogel due to dehydration, followed by expansion under dark conditions. The ferromagnetic nanowires were aligned under a static magnetic field and then fixed in this configuration by free-radical photopolymerization of the light-responsive hydrogel [Fig. 4.1A and B, also see $\mathbf{1 6 3}$ Figs.

S3-4]. Small-angle X-ray scattering SAXS confirmed the alignment of the nanowires, as shown by the radial integration of a 2D scattering intensity plot [Fig. 4.1C]. We measured a remnant magnetization of $260 \mathrm{emu} / \mathrm{cm}^{3}$ parallel to the alignment of the nanowires and the coercive magnetic field required to reverse the magnetization of the sample was found to be 25 mT [Fig. 4.1D]. This is a 1.9-fold enhancement in the coercivity over bulk nickel $(13 \mathrm{mT})$ 211] , highlighting the utility of the shape anisotropy derived from the nanowire architecture ( $\sim 8 \mu \mathrm{~m}$ long on average and 200 nm in diameter). In comparison, magnetization loops measured perpendicular to the alignment direction were noisy and exhibited a much lower magnetization, demonstrating the magnetic anisotropy of the composite material. Samples containing randomly oriented Ni nanowires did not show any macroscopic magnetic anisotropy [see 163 Fig. S5]. Also, when spherical Ni nanoparticles formed chained clusters during photopolymerization under a magnetic field, we did not detect any anisotropy since each individual particle can rotate to align its magnetization with the field [see 163 Fig. S6]. The magnetic anisotropy of the Ni nanowires was also confirmed by superconducting quantum interference device SQUID magnetometry with a rotating stage [see $\mathbf{1 6 3}$ Fig. S7]. This indicates that the shape of Ni nanowires is a critical structural feature responsible for the anisotropic magnetic properties of the Ni-hydrogel composites.

### 4.2.2. Response to light

The as-prepared hydrogel materials were soaked in acidic water for 40 min to obtain an equilibrated swollen state prior to photo-actuation experiments in a large water bath ( $\sim 100 \mathrm{~mL}$ ) that contained 5 mM HCl . Upon light exposure, this swollen state underwent
a shrinkage to about $84 \%$ of its original volume. Since the actuation occurs in acidic water, the SP1 hydrogel is capable of sequential actuation cycles that did not require additional HCl preconditioning. We found that the flat hydrogel object bends towards the light source upon irradiation from one side and recovers its original flat geometry in the dark. This bending-flattening process is highly reversible, and the hydrogel could maintain its photo-activity with the same maximum bending angle over at least ten cycles by switching the light on and off [see (163] Fig. S9].

### 4.2.3. Response to magnetic fields

Fig. 4.1 E (left) shows the calculated water concentration gradient within a hydrogel slab [Sec. 4.3.3] and also the resultant deformation after the light exposure. The deformed light-induced bent geometry leads to a nonuniform 3D magnetization profile of the magnetic nanowires (indicated by the magenta arrows) with respect to the applied magnetic field. This change enables the arch-shaped hydrogel to respond to a spatially uniform external magnetic field $B_{k t}$, but remains completely unresponsive in its flat state. Thus, the span of the arch-shaped hydrogel can be increased or decreased by simply applying a static magnetic field parallel or anti-parallel to the nanowires' alignment direction [Fig. 4.1E, right].

### 4.3. Continuum model of the hydrogel-metal hybrid

In order to understand the fundamental mechanism of the dual-responsiveness of the designed hydrogel-metal hybrid to both light and magnetic fields [Sec. 4.2 and Fig. 4.7 AC], a continuum model is developed systematically based on elasticity theory [Sec. 4.3.2],


Figure 4.1. Hydrogels designed for coupled response to light and magnetic fields. (A) Schematic showing Ni nanowires aligned and fixed within a hydrogel network containing photoactive spiropyran moieties using a uniform magnetic field during free radical photopolymerization. (B) Schematic representation of aligned Ni nanowires (grey) immobilized in a hydrogel network (yellow). (C) Radial integration of 2D SAXS pattern (inset) revealing the macroscopic alignment of Ni nanowires within the hydrogel. (D) Magnetization loops parallel and perpendicular to the alignment axis of the nanowires. (E) Finite element calculation of the water concentration gradient and deformation in a slab of hydrogel exposed to light (left); finite element calculation of deformation as a result of magnetic field exposure in a hydrogel slab previously bent by light (right). Magenta arrows denote the magnetization of Ni nanowires; blue arrows indicate the direction of the external magnetic fields; dashed arrows represent the movement of both ends after applying magnetic fields; rainbow surface colors represent the deformations relative to its initial configurations (shaded regions).
polymer physics [Sec. 4.3.3] and magnetism [Sec. 4.3.4] to quantitatively describe the behaviors of the hydrogel-metal hybrid [Sec. 4.3.5].

### 4.3.1. Preliminaries of continuum mechanics

Here, some basic but essential concepts and terminologies related to continuum mechanics will be briefly introduced as the preparation for the development of the continuum model of the hydrogel-metal hybrid. Readers who are familiar with those concepts can skip to Sec. 4.3 .2 directly.
4.3.1.1. coordinate systems. In order to describe the motion and deformation of a continuum body in a 3-dimensional space, two types of coordinate systems are commonly employed 212:
(1) Material coordinates

In this coordinate system, each material particles are explicitly tracked. All material particles are labelled by upper case variables $(X, Y, Z)$ in this work, which are uniquely identified by its position in the given initial configuration. Material coordinates are also called as Lagrangian coordinates or reference coordinates.
(2) Spatial coordinates

This is the physical space which contains the continuum body. In this work, lower case variables $(x, y, z)$ are used to describe positions in this space. In this coordinate system, material particles constitute the continuum body are not labelled but a fixed observation position in the space is labelled by $(x, y, z)$. Spatial coordinates are also called as Eulerian coordinates.

By the definition, spatial coordinates and material coordinates coincide with each other in the initial configuration, where displacements of each particles are zero. When the continuum body deforms due to external or internal forces, each material particles keeps its material coordinates but its spatial coordinates change with time and the following relation holds:

$$
\begin{equation*}
\mathbf{x}=\mathbf{x}(\mathbf{X}, t)=\mathbf{X}+\mathbf{u}(\mathbf{X}, t) \tag{4.1}
\end{equation*}
$$

where X and $\mathbf{X}$ are the coordinates in the deformed and reference configuration, respectively; $\mathbf{u}$ is the displacement vector field, which connects the reference (undeformed) configuration with present (deformed) configuration.
4.3.1.2. strains. With the coordinates system defined, we are ready to quantitatively describe deformations of a continuum body. The first important quantity is the deformation gradient tensor $\boldsymbol{F}$, which is defined as following:

$$
\begin{equation*}
F=\frac{\partial \mathbf{x}}{\partial \mathbf{X}}=\nabla \mathbf{u}+\boldsymbol{I} \tag{4.2}
\end{equation*}
$$

where $\boldsymbol{\square}$ is the identity tensor and $\nabla$ is the gradient operator.
The deformation gradient tensor $\boldsymbol{F}$ is generally an asymmetric tensor, which maps reference configuration to present configuration. For example, it describes how an infinitesimal line element is mapped from the reference configuration to the present configuration:

$$
\begin{equation*}
\mathrm{d} \mathbf{x}=\frac{\partial \mathbf{x}}{\partial \mathbf{X}} \mathrm{d} \mathbf{X}=\boldsymbol{F} \mathrm{d} \mathbf{X} \tag{4.3}
\end{equation*}
$$

Here, $F$ contains complete information about the local stretching and rotation of the line element. By right Polar Decomposition (PD) [213, the deformation gradient tensor $F$ can be decomposed as:

$$
\begin{equation*}
F=R U \tag{4.4}
\end{equation*}
$$

where $\boldsymbol{R}$ is an unitary tensor $\left(\operatorname{det}(\boldsymbol{R})=1, \boldsymbol{R}^{-1}=\boldsymbol{R}^{T}\right)$ and $\boldsymbol{U}$ is the right stretch tensor, which is positive-definite and symmetric. Right (Left) refers to the position of stretch tensor $\boldsymbol{U}$ is on the right (left) side of unitary tensor $\boldsymbol{R}$ and only right case decomposition will be shown here for illustration purpose.

Physically, $\boldsymbol{R}$ describes the rotation of system and all information about the deformation of the material is contained in the symmetric tensor $\mathbb{U}$. Then, the change of length of an infinitesimal line element is: $\mathrm{d} \mathbf{X} \cdot\left(\boldsymbol{F}^{T} \boldsymbol{F} \mathrm{~d} \mathbf{X}\right)-\mathrm{d} \mathbf{X} \cdot \mathrm{d} \mathbf{X}=\mathrm{d} \mathbf{X}\left(\boldsymbol{F}^{T} \boldsymbol{F}-\boldsymbol{I}\right) \mathrm{d} \mathbf{X}$, which gives the natural definitions of some deformation measures shown below.

The right Cauchy-Green (C-G) deformation tensor $\boldsymbol{C}$ is defined as:

$$
\begin{equation*}
\boldsymbol{C}=\boldsymbol{F}^{T} \boldsymbol{F}=\boldsymbol{U}^{2} \tag{4.5}
\end{equation*}
$$

and the Green-Lagrange (G-L) strain tensor $\boldsymbol{\epsilon}$ is defined as:

$$
\begin{equation*}
\boldsymbol{\epsilon}=\frac{1}{2}(\boldsymbol{C}-\boldsymbol{I})=\frac{1}{2}\left(\boldsymbol{F}^{T} \boldsymbol{F}-\boldsymbol{I}\right) \tag{4.6}
\end{equation*}
$$

Plugging in the definition of the deformation gradient tensor [Eqn. 4.2], it gives that

$$
\begin{equation*}
\epsilon_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}+u_{k, i} u_{k, j}\right) \tag{4.7}
\end{equation*}
$$

The Einstein notation has been used, where repeated index means a summation over that index and the index after comma indicates the derivative with respect to that index, i.e. $u_{i, j}=\nabla_{j} u_{i}$.

Both $\boldsymbol{C}$ and $\boldsymbol{\epsilon}$ do not contain any information about rotation as $\boldsymbol{F}^{T} \boldsymbol{F}=\boldsymbol{U}^{T} \boldsymbol{R}^{T} \boldsymbol{R} \boldsymbol{U}=$ $\boldsymbol{U}^{2}$. And the commonly used Engineering strain 212 is an approximation of the GreenLagrange strain tensor $\epsilon$ for small strains, i.e. $\epsilon_{i j} \approx \frac{1}{2}\left(u_{i, j}+u_{j, i}\right)$.
4.3.1.3. stresses. Strains describe the state of a continuum body and we also need corresponding quantities to describe external and internal forces acting on such a continuum body, which are termed as stress tensors. The most well-known stress tensor is the Cauchy stress tensor $\mathbf{2 1 4} \boldsymbol{\sigma}$, which is defined as:

$$
\begin{equation*}
\boldsymbol{\sigma}=\lim _{\Delta S \rightarrow 0} \frac{\Delta \mathbf{F}}{\Delta \mathbf{S}} \tag{4.8}
\end{equation*}
$$

where both the force $\Delta \mathbf{F}$ and the area $\Delta \mathbf{S}$ are expressed in the spatial coordinates. However, it may or may not be convenient to measure forces and areas in the spatial coordinates. Thus, there are first Piola-Kirchhoff (P-K) stress tensor and second PiolaKirchhoff (P-K) stress tensor:
(1) first P-K stress tensor $\boldsymbol{P}$

The force $\Delta \mathbf{F}$ is measured in the spatial coordinates but the area $\Delta \mathbf{S}$ is measured in the material coordinates. It's usually an asymmetric tensor connecting the spatial and material coordinates like the deformation gradient tensor $F$.
(2) second P-K stress tensor $S$

Both the force $\Delta \mathbf{F}$ and area $\Delta \mathbf{S}$ are measured in the material coordinates. Thus,
it's a symmetric tensor which resembles the Cauchy stress tensor $\boldsymbol{\sigma}$ but defined in the material coordinates instead.

All three stress tensors are related with each other via the deformation gradient tensor $F$

$$
\begin{equation*}
\boldsymbol{P}=\boldsymbol{F} \boldsymbol{S}, \quad \boldsymbol{\sigma}=J^{-1} \boldsymbol{P} \boldsymbol{F}^{T}=J^{-1} \boldsymbol{F} \boldsymbol{S} \boldsymbol{F}^{T} \tag{4.9}
\end{equation*}
$$

where $J$ is the determinant of the deformation gradient tensor, i.e. $J=\operatorname{det} \boldsymbol{F}$. All three stress tensors equivalently describe stresses applied on the continuum body in the view of different coordinates. It's important to note that the Cauchy stress tensor $\boldsymbol{\sigma}$ and second P-K stress tensor $S$ are generally symmetric. This is a consequence of the conservation of local angular momentum. Whenever the considered object has asymmetric active or external stresses, all these stress tensors are not guaranteed to be symmetric.
4.3.1.4. equations of motion. With description of both strains and stresses of a continuum body, we are ready to connect them via the conservation of linear momentum (second Newton's law). The equations of motion EOM can be expressed in the material frame:

$$
\begin{equation*}
\rho_{0} \frac{\partial^{2} \mathbf{u}}{\partial t^{2}}=\mathbf{F}_{V}+\nabla_{\mathbf{X}} \cdot \boldsymbol{P} \tag{4.10}
\end{equation*}
$$

where $\rho_{0}$ is the density of material in the initial configuration, the volume force $\mathbf{F}_{V}$ has components in the present configuration but given with respect to the undeformed volume, $\boldsymbol{P}$ is the first $\mathrm{P}-\mathrm{K}$ stress tensor and the divergence operator $\boldsymbol{\nabla}$. is computed with respect to material coordinates.

Similarly, the EOM can also be expressed in the more familiar spatial coordinates:

$$
\begin{equation*}
\rho \frac{\partial^{2} \mathbf{u}}{\partial t^{2}}=\mathbf{f}_{V}+\nabla_{\mathbf{x}} \cdot \boldsymbol{\sigma} \tag{4.11}
\end{equation*}
$$

where $\varrho$ is the density of material in the deformed configuration, the volume force $\boldsymbol{f}_{V}$ has components in the present configuration given with respect to the deformed volume, $\boldsymbol{\sigma}$ is the Cauchy stress tensor and the divergence operator $\nabla \cdot$ is computed with respect to spatial coordinates.

The EOM shown in 4.10 and 4.11 are termed as the strong form, which are elegant in theory but are not friendly for numeric computation since it requires a certain level of differentiability of involved quantities. Another equivalent description of EOM is based on the principle of virtual works 215, which states that the sum of the internal virtual work and the external work are equal. The internal virtual work is the work done by the current stress state on a variation in strains. The external virtual work is the work done by all external forces with the variation in displacement fields corresponding to the variation in strains. Mathematically, the virtual work $\delta \mathcal{W}$ can be written in the material coordinates as:

$$
\begin{equation*}
\delta \mathcal{W}=\int_{V}\left(-\delta \boldsymbol{\epsilon}: \boldsymbol{S}+\delta \mathbf{u} \cdot \mathbf{F}_{V}-\rho_{0} \delta \mathbf{u} \cdot \mathbf{u}_{t t}\right) \mathrm{d} v+\int_{\partial V}\left(\delta \mathbf{u} \cdot \mathbf{F}_{S}\right) \mathrm{d} s \tag{4.12}
\end{equation*}
$$

where $\delta$ means the functional variation, $:$ indicates double contraction between two tensors, i.e. $\epsilon_{i j} S_{i j}, \partial V$ denotes the boundary of volume $V$ and $\mathbf{F}_{S}$ is the traction force at the boundary given with respect to undeformed area. All integrals are taken with respect to the undeformed configuration. Such integral description is termd as the weak form, which is equivalent to the strong form shown in Eqn. 4.10 and commonly employed in numeric
implementations 216.
4.3.1.5. material models. Only equations of motion (EOM) do not sufficiently define the continuum mechanics problems. To form a closure of the system of equations, a constitutive relation is necessary. Basically, a constitutive relation describes the responses of materials with deformations, i.e. $\boldsymbol{\sigma}=\boldsymbol{\sigma}(\boldsymbol{\epsilon})$. Because such responses are materialspecific, different materials require different constitutive relations to describe their behaviors, which are so-called material models. This is the most empirical also the most diverse part in the entire elasticity theory. There are many material models proposed for different types of materials. For illustration purpose, the simplest one is for linear elastic solids:

$$
\begin{equation*}
\sigma_{i j}=E_{i j k l} \epsilon_{k l} \tag{4.13}
\end{equation*}
$$

where $E$ is a general fourth order elasticity tensor. For a homogeneous isotropic linear elastic solids, the elasticity tensor can be reduced as two independent scalar elastic moduli such as

$$
\begin{equation*}
\sigma_{i j}=K \delta_{i j} \delta_{k l}+G\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}-\frac{2}{3} \delta_{i j} \delta_{k l}\right) \tag{4.14}
\end{equation*}
$$

where $K$ is the bulk modulus and $G$ is the shear modulus.
If the material does not exhibit significant dissipation of elastic energy and historydependent behaviors, sometimes it's more convenient to express the responses of materials by a scalar elastic strain energy density $\mathcal{\mathcal { W } _ { e l }}$. This type of material models are called
hyperelastic models, where stresses of the material are calculated as:

$$
\begin{equation*}
\boldsymbol{\sigma}=2 \frac{\partial \mathcal{W}_{e l}(\boldsymbol{\epsilon})}{\partial \boldsymbol{\epsilon}} \tag{4.15}
\end{equation*}
$$

For the case of linear elastic solids shown above, its equivalent constitutive relation expressed by an elastic strain energy density is:

$$
\begin{equation*}
\mathcal{W}_{e l}(\boldsymbol{\epsilon})=\frac{1}{2} E_{i j k l} \epsilon_{i j} \epsilon_{k l} \tag{4.16}
\end{equation*}
$$

### 4.3.2. Elastic model - the standard reinforced model

With relevant basic concepts of continuum mechanics introduced in previous section [Sec. 4.3.1, the goal of this section is to develop a suitable constitutive relation which describes the elastic responses of the hydrogel-metal hybrid designed in Sec. 4.2. As a starting point, there are several experimental observations would be helpful for selecting appropriate material models:
(1) The deformations of hydrogel-metal hybrid is comparable to its thickness. This suggests that elastic theory of infinitesimal small strains is not applicable. Instead, elastic theory of finite strains should be used.
(2) Because of the existence of aligned Ni nanowires [Fig. 4.1A-C], elastic properties of the hydrogel-metal hybrid are not isotropic. It suggests that at least one more elastic parameter is needed to characterize the additional anisotropic response.
(3) The hydrogel-metal hybrid develops intrinsic curvatures with the application of light [Fig. 4.1 E]. It suggests that the reference state of this elastic material is coupled with the photo-sensitive chemical processes. However, experiments $\mathbf{1 6 3}$
show that changes of curvatures are relatively slow, which allow us to ignore the time-dependence of reference state and treat the elastic and light responses separately.

With all above considerations, the hyperelastic model [Sec. 4.3.1.5] is a good choice for modeling the elastic responses of the hydrogel-metal hybrid. For hyperelastic models, elastic responses are defined by its elastic strain energy density $\mathcal{W}_{e l}$. Usually, the Cauchy-Green deformation tensor $\boldsymbol{C}$ is used to describe the current state of elastic materials (Other strain measures are also applicable). So, the elastic strain energy density can be expressed as a scalar function of the $\mathrm{C}-\mathrm{G}$ deformation tensor, i.e. $\mathcal{W}_{\text {el }}=\mathcal{W}_{e l}(\boldsymbol{C})$.
4.3.2.1. isotropic materials. To illustrate the idea clearer, it's helpful to consider a hyperelastic model for isotropic materials 217 first. Due to the isotropy of the material, the elastic strain energy density $\mathcal{W}_{e l}$ should remain invariant under arbitrary rotations of the material, i.e.

$$
\begin{equation*}
\mathcal{W}_{e l}(\boldsymbol{C})=\mathcal{W}_{e l}\left(\boldsymbol{Q C} \boldsymbol{Q}^{T}\right), \quad \boldsymbol{Q} \in \mathrm{SO}(3) \tag{4.17}
\end{equation*}
$$

where $\boldsymbol{Q}$ denotes a rotation matrix and $\mathrm{SO}(3)$ is the group of all rotations about the origin of three-dimensional Euclidean space $\mathbb{R}^{3}$. Such symmetry condition requires that the energy density function $\mathcal{W}_{e l}$ must be a function of rotational invariants of $C$. Three most commonly used independent rotational invariants of $\mathrm{C}-\mathrm{G}$ tensor are:

$$
\begin{equation*}
I_{1}=\operatorname{Tr} \boldsymbol{C}, \quad I_{2}=\frac{1}{2}\left[(\operatorname{Tr} \boldsymbol{C})^{2}-\operatorname{Tr}\left(\boldsymbol{C}^{2}\right)\right], \quad I_{3}=\operatorname{det} \boldsymbol{C} \tag{4.18}
\end{equation*}
$$

Sometimes, it's convenient to splits the deformation gradient tensor $F$ into the volumetric and isochoric components, i.e. $\boldsymbol{F}=\boldsymbol{F}_{v o l} \boldsymbol{F}_{i s o}$, where $\operatorname{det} \boldsymbol{F}_{v o l}=\operatorname{det} \boldsymbol{F}=J$ and $\operatorname{det} \boldsymbol{F}_{\text {iso }}=1$. Then, the isochoric deformation gradient tensor is $\boldsymbol{F}_{\text {iso }}=J^{-1 / 3} \boldsymbol{F}$ and the isochoric C-G strain tensor is $\boldsymbol{C}_{\text {iso }}=J^{-2 / 3} \boldsymbol{C}$, which give the corresponding isochoric rotational invariants as:

$$
\begin{equation*}
\bar{I}_{1}=\operatorname{Tr}\left(\mathbf{C}_{\text {iso }}\right)=J^{-2 / 3} I_{1}, \quad \bar{I}_{2}=J^{-4 / 3} I_{2}, \quad \bar{I}_{3}=1 \tag{4.19}
\end{equation*}
$$

Therefore, the elastic strain energy density for isotropic materials should be a function of above three invariants:

$$
\begin{equation*}
\mathcal{W}_{e l}=\mathcal{W}_{e l}\left(\bar{I}_{1}, \bar{I}_{2}, \bar{I}_{3}\right) \tag{4.20}
\end{equation*}
$$

Above symmetry argument is not enough for determining the exact functional form of the strain energy density. The next step is to get the functional form in terms of these invariants [Eqn. 4.18], no matter by mathematical considerations (Mooney-Rivlin model) or by experimental measurements (Yeoh and Ogden model). The simplest model for hydrogels derived from its microscopic structure is the Neo-Hookean (N-H) model 218, 219):

$$
\begin{equation*}
\mathcal{W}_{e l}=\frac{1}{2} G\left(\bar{I}_{1}-3\right)+\frac{1}{2} K(J-1)^{2} \tag{4.21}
\end{equation*}
$$

where $G$ is the shear modulus and $K$ is the bulk modulus. The shear modulus $G$ can be connected with properties of hydrogels by $G=N k_{B} T$, where $N$ is the number of polymer chains per unit volume, $k_{B}$ is the Boltzmann constant and $T$ is the temperature. Please
be aware that the above model is only valid for nearly-incompressible materials and the effect of entropy need to be included for compressible hydrogels $\mathbf{2 2 0}$.
4.3.2.2. transversely isotropic materials. Next, let's consider isotropic materials with embedded aligned micro-fibers [Fig. 4.1]. Obviously, such materials have less symmetry comparing with fully isotropic materials. The alignment direction of micro-fibers define a local direction, which is denoted as a. Then, the state of system is fully described by C-G deformation tensor $\boldsymbol{C}$ and fibers alignment direction vector $\mathbf{a}$ and the elastic strain energy density should be a function of both, i.e. $\mathcal{W}_{e l}=\mathcal{W}_{e l}(\boldsymbol{C}, \mathbf{a})$.

Although the existence of fibers breaks the isotropy of materials, materials are still isotropic perpendicular to the fibers' direction or transversely isotropic for short. The elastic strain energy $\mathcal{W}_{e l}$ should be invariant for arbitrary rotations around fibers' direction:

$$
\begin{equation*}
\mathcal{W}_{e l}(\boldsymbol{C}, \mathbf{a})=\mathcal{W}_{e l}\left(\boldsymbol{Q C} \boldsymbol{Q}^{T}, \boldsymbol{Q a}\right), \quad \boldsymbol{Q} \in \mathrm{SO}(2) \otimes \mathbf{a} \tag{4.22}
\end{equation*}
$$

where $\boldsymbol{Q}$ denotes a rotation matrix and $\mathrm{SO}(2)$ is the group of all rotations about the origin of two-dimensional Euclidean space $\mathbb{R}^{2}$. $\mathrm{SO}(2) \otimes \mathbf{a}$ denotes all rotations around the axis defined by a. Mathematically, besides the three rotational invariants defined for fully isotropic case [Eqn. 4.18], there are two more independent rotational invariants can be constructed $[221$ and their command choices are:

$$
\begin{equation*}
I_{4}=\mathbf{a} \cdot(\mathbf{C} \mathbf{a}), \quad I_{5}=\mathbf{a} \cdot\left(C^{2} \mathbf{a}\right) \tag{4.23}
\end{equation*}
$$

And corresponding isochoric invariants can be similarly defined [Eqn. 4.19]:

$$
\begin{equation*}
\bar{I}_{4}=J^{-2 / 3} I_{4}, \quad \bar{I}_{5}=J^{-4 / 3} I_{5} \tag{4.24}
\end{equation*}
$$

Thus, the general form of elastic strain energy density for a transversely isotropic material can be written as:

$$
\begin{equation*}
\mathcal{W}_{e l}=\mathcal{W}_{e l}\left(\bar{I}_{1}, \bar{I}_{2}, \bar{I}_{3}, \bar{I}_{4}, \bar{I}_{5}\right) \tag{4.25}
\end{equation*}
$$

It's pretty complicated to include all possible invariants and determine the exact functional form of $\mathcal{W}_{e l}$. Fortunately, previous works (221] show that not all of these invariants are equally important to capture essential behaviors of fiber-reinforced materials. The simplest one is the so-called standard reinforcement model 221:

$$
\begin{equation*}
\mathcal{W}_{e l}=\frac{1}{2} G\left(\bar{I}_{1}-3\right)+\frac{1}{2} \gamma G\left(\bar{I}_{4}-1\right)^{2}+\frac{K}{2}(J-1)^{2} \tag{4.26}
\end{equation*}
$$

where $\gamma$ is a parameter which reflects stiffness caused by aligned fibers. This model is almost the same as the $\mathrm{N}-\mathrm{H}$ model [Eqn. 4.21 except one additional term (second term) which describes the anisotropic elastic responses of such transversely isotropic materials.

### 4.3.3. Light-responsive hydrogel model

In addition to the pure elastic responses [Sec. 4.3.2], the underlying elastic medium of the designed hydrogel-metal hybrid [Sec. 4.2 is a light-responsive hydrogel [Fig. 4.1 A]. In order to describe its light-induced deformation, appropriate light-response model is needed.
4.3.3.1. Photochemistry. Upon light radiation, the spiropyran chromophores grafted on the polymer chains of the hydrogels undergo a chemical reaction from hydrophilic protonated merocyanine $\mathrm{MCH}^{+}$form to hydrophobic spiropyran (SP form:


Figure 4.2. Photochemical reaction of spiropyran chromophores, whose hydrophilic protonated merocyanine $\mathrm{MCH}^{+}$form converts to hydrophobic spiropyran (SP) form upon the light radiation. And such photochemical reaction can be reversed in the dark condition.

The reaction rate equation of above photochemical reaction can be expressed:

$$
\begin{equation*}
\frac{\partial r_{s p}}{\partial t}=k_{+}(I) r_{m c h^{+}}-k_{-} r_{s p} \tag{4.27}
\end{equation*}
$$

where $r_{s p}$ and $r_{m c h^{+}}$are the fractions of chromophores in SP and $\mathrm{MCH}^{+}$, respectively. $k_{+}$and $k_{-}$are the forward and backward reaction rate constant. More specifically, $k_{-}$ refers to the ring-opening process, which is usually a constant value at a given substituent, temperature and $\mathrm{pH} \mathbf{2 2 2}$; While $k_{+}$refers to the ring-closing process, which is dependent on the incident light intensity $\mathbb{T}$. For an unidirectional and monochromatic light source of angular frequency $\omega$, the light intensity dependence of $k_{+}$can be written as $\mathbf{2 2 3}$ :

$$
\begin{equation*}
k_{+}=\frac{\psi_{\omega, m c h^{+}}}{\hbar \omega} \epsilon_{\omega, m c h^{+}} I \tag{4.28}
\end{equation*}
$$

where $\psi_{\omega, m c h^{+}}$and $\epsilon_{\omega, m c h^{+}}$are the quantum yield (number of reactions per photon) and molar absorptivity of the $\mathrm{MCH}^{+}$chromophore, respectively. $\hbar$ is the reduced Planck constant. For the steady state $\left(\frac{\partial r_{s p}}{\partial t}=0\right)$, the equilibrium concentration of SP chromophores is

$$
\begin{equation*}
r_{s p}=\frac{k_{+}(I)}{k_{+}(I)+k_{-}} \tag{4.29}
\end{equation*}
$$

4.3.3.2. light propagation. As light propagates across a medium, the light can be absorbed, scattered and diffracted, etc., which generally results in a reduction of light intensity. Here, the Beer-Lambert (B-L) law is employed to describe the attenuation of light and the light intensity distribution for a monochromatic light traveling along z-direction is given by:

$$
\begin{equation*}
\frac{\mathrm{d} I(z)}{\mathrm{d} z}+k_{\omega} I=0 \tag{4.30}
\end{equation*}
$$

where $k_{\omega}$ denotes the overall light absorption coefficient. The decay of the light intensity in a photo-responsive hydrogel results from two major contributions $\mathbf{2 2 3}$ : the absorption of light by the photochemical reaction and the absorption of light by the hydrogel' polymer matrix. Then, the overall light absorption coefficient can therefore be expressed as:

$$
\begin{equation*}
k_{\omega}=\frac{k_{g e l}}{J}+k_{\omega, s p} \tag{4.31}
\end{equation*}
$$

where $k_{\text {gel }}$ denotes the absorption of light by the dry polymer matrix, which is rescaled by $J(=\operatorname{det} \mid \boldsymbol{F})$ due to the volumetric changes; $k_{\omega, s p}$ is the absorption of light due to the

SP photochemical reaction, which depends on the concentration of $\mathrm{MCH}^{+}$chromophores:

$$
\begin{equation*}
k_{\omega, s p}=\epsilon_{\omega, m c h^{+}} r_{m c h^{+}}\left(\frac{f \phi}{V_{m} N_{A}}\right) \tag{4.32}
\end{equation*}
$$

where $\phi$ is the volume fraction and $f$ is the fraction of monomers containing a chromophore; $V_{n}$ is the volume of a chromophore; $N_{A}$ is the Avogadro constant.
4.3.3.3. light-responsive hydrogel. Comparing with a usual elastic materials described in Sec. 4.3.2, a hydrogel has additional contributions in two primary aspects:
(1) A hydrogel is basically a network of polymer chains, which interaction with environmental solvent molecules;
(2) The chromophore molecules grafted on the hydrogel provide its light responsiveness, which also modifies the hydrophobicity of polymer chains $\mathrm{MCH}^{+}, \mathrm{SP}$ with surrounding solvent molecules.

The Flory-Huggins (F-H) model $\mathbf{2 1 9}, \mathbf{2 2 4}$ 226] provides a description of interaction energy of a hydrogel with its surrounding solvents molecules as:

$$
\begin{equation*}
U_{m i x}=\frac{k_{B} T}{V_{m}}[(1-\phi) \ln (1-\phi)+\chi \phi(1-\phi)] \tag{4.33}
\end{equation*}
$$

where $\chi$ describes the interaction between hydrogel monomers and solvent molecules, $V_{n}$ is the volume of the hydrogel monomer, $\phi$ is the volume fraction, $k_{B}$ is the Boltzmann constant and $T$ is the temperature.

As for the energy contribution due to the chromophores, a simple model similar to the F-H model is proposed, which express the additional contribution due to the hydrogel's
interaction with light as:

$$
\begin{equation*}
U_{p h o t o}=\frac{z f}{V_{m}} r_{s p}\left(u_{s w}-u_{m w}\right) \phi(1-\phi) \tag{4.34}
\end{equation*}
$$

where $u_{s p}$ and $u_{m w}$ denotes the interaction energy of SP and $\mathrm{MCH}^{+}$with solvent molecules, respectively; $z$ is a parameter (coordinate number, which is 6 in 3D) of the F-H model.

Finally, both interaction energies $U_{m i x}$ and $U_{\text {photo }}$ can be rescaled by its volume fraction $\phi$ which yields the corresponding energy densities as $\mathcal{W}_{\text {mixing }}=U_{\text {mix }} / \phi$ and $\mathcal{W}_{\text {photo }}=U_{\text {photo }} / \phi$. Combining with the passive elastic energy density $\mathcal{W}_{\text {el }}$ [Eqn. 4.26, it provides a theoretical description of the light-responsive hydrogel within the framework of hyperelastic model [Sec. 4.3.1.5 as:

$$
\begin{equation*}
\mathcal{W}_{\text {gel }}=\mathcal{W}_{e l}+\mathcal{W}_{\text {mix }}+\mathcal{W}_{\text {photo }} \tag{4.35}
\end{equation*}
$$

### 4.3.4. Magnetic model - the ideal hard magnet

Besides its elastic responses [Sec. 4.3.2 and light responses [Sec. 4.3.3, another constitutive relation is needed to describe its magnetic responses because of the dual responsiveness of the hydrogel-metal hybrid [Fig. 4.1. The Ni nanowires embedded in the hydrogel interacts with magnetic fields imposed by an external magnet. As the time-varying effects are negligible and no free-currents exist in the experimental setup, the Maxwell's equations for the magnetostatics 129 is sufficient to describe the relevant magnetic phenomena:

$$
\left\{\begin{array}{c}
\boldsymbol{\nabla} \times \mathbf{H}=0  \tag{4.36}\\
\boldsymbol{\nabla} \cdot \mathbf{B}=0
\end{array}\right.
$$

where $\mathbf{H}$ is the magnetic field strength and $\mathbf{B}$ is the magnetic flux density. As the magnetic field strength $\mathbf{H}$ is curl-free, a magnetic scalar potential $\varphi_{m}$ can be introduced:

$$
\begin{equation*}
\mathbf{H}=-\boldsymbol{\nabla} \varphi_{m}+\mathbf{H}_{b} \tag{4.37}
\end{equation*}
$$

where the background magnetic field $\mathbf{H}_{b}$ is explicitly split out for convenience. The above equation automatically satisfies the curl-free condition and the problem reduced to solve for a scalar potential function analogous to the electrostatics problems.

Similar to elastic problems [Sec. 4.3.1.5], a material model $\mathbf{B}=\mathbf{B}(\mathbf{H})$ is needed to complete the system of equations for magnetostatics. The magnetic hysteresis curve of Ni nanowires is measured in experiments [Fig. 4.3], which gives the relationship between $\mathbf{B}$ and $\mathbf{H}$. Since the imposed external magnetic field strength is relatively weak ( $\leq 16 \mathrm{mT}$ ), the magnetic responses of Ni nanowires stay in the linear response regime (red dash line in Fig. 4.3) and can be treat as ideal hard magnets for simplicity, i.e.

$$
\begin{equation*}
\mathbf{B}=\mu_{r} \mu_{0}\left(\mathbf{H}+\mathbf{M}_{0}\right) \tag{4.38}
\end{equation*}
$$

where $\mu_{r}$ is the relative magnetic permeability of Ni nanowires, $\mu_{0}$ is the absolute magnetic permeability of vacuum and $\mathbf{M}_{0}$ is the residual magnetization. Please be aware that $\mu_{r} \mu_{0}$ should choose the magnetic permeability of Ni nanowires $\left(\sim 3.58 \times 10^{-5} \mathrm{H} / \mathrm{m} \mathbf{1 6 3}\right)$ only if the whole composite consists of pure Ni nanowires. However, in the design of our hydrogel-metal hybrid, the weight percent of Ni nanowires is only about $0.5 \%$ and most content is essentially water, which is non-magnetizable. Therefore, the magnetic permeability of the hydrogel-metal hybrid should be close to vacuum, i.e. $\mu_{r} \sim 1$.


Figure 4.3. Hysteresis curve parallel to the alignment of Ni nanowires (blue cross). A linear fitting is shown by red line within the operational range (between two vertical red lines) of the magnetic field strength.

### 4.3.5. Magnetoelastic model

So far, both elastic and magnetic responses of the hydrogel-metal hybrid [Sec. 4.3.2 and 4.3.4 have been treat separately. However, apparently, there exists coupling between elastic and magnetic responses. The magnetization of Ni nanowires interacts with magnetic fields $\mathbf{B}$, which creates magnetic torques on the nanowires. Because the nanowires are fixed within the hydrogel, these magnetic torques cause elastic stresses on the hydrogel matrix
and result in macroscopic deformations. To include the coupling between magnetism and elasticity, it's tempting to simply add the magnetic fields dependence into the elastic energy, i.e. $\mathcal{W}_{e l}=\mathcal{W}_{e l}(\boldsymbol{C}, \mathbf{a}, \mathbf{B})$ and construct invariants 227 following previous symmetry arguments [Sec. 4.3.2]. However, it's important to notice that the hydrogel-metal hybrid under an external magnetic field is not even transversely isotropic as the magnetic external field defines another preferred direction, which further reduces the symmetry of the whole system. It clearly that the hydrogel-metal hybrid has different energies when the external magnetic field is imposed in different directions. In other words, unlike the pure elastic strain free energy $\mathcal{W}_{e l}$ [Eqn. 4.26], the total magnetoelastic energy of the system is orientation dependent, which implies that the $C-G$ deformation tensor $C$ is not sufficient for fully characterizing the current state of the system because $C$ does not contain any information about rotation [Sec. 4.3.1.2]. In order to preserve orientational information of the system, a more fundamental strain measure quantity $\left(\boldsymbol{C}=\boldsymbol{F}^{T} \boldsymbol{F}\right)$, the deformation gradient tensor $F$, should be used instead. It suggests that the additional magnetic energy density function $\mathcal{W}_{m}$ should be a function of the deformation gradient tensor $F$ and magnetic flux density $\mathbf{B}$ (or magnetic field strength $\mathbf{H}$ ), i.e. $\mathcal{W}_{m}=\mathcal{W}_{m}(\boldsymbol{F}, \mathbf{B})$.

We assume that Ni nanowires move with the hydrogel matrix without slipping. Then, the magnetization in the deformed configuration is $\boldsymbol{F M} / J$, where $\mathbf{M}$ denotes the magnetization in the reference configuration. Ignoring the higher order energy contributions from $\mathbf{M}$ and $\mathbf{B}$, the magnetic energy density in the deformed configuration can be written as $-(\boldsymbol{F M} / J) \cdot \mathbf{B}$. Therefore, the magnetic energy density $\mathcal{W}_{m}$ in the reference configuration
can be expressed as:

$$
\begin{equation*}
\mathcal{W}_{m}=-J(\boldsymbol{F M} / J) \cdot \mathbf{B}=-\boldsymbol{F} \mathbf{M} \cdot \mathbf{B} \tag{4.39}
\end{equation*}
$$

Adding the elastic energy density [Eqn. 4.26 and the magnetic energy density [Eqn. 4.39 together, the total magnetoelastic energy density $\mathcal{W}_{m e}$ can be written as:

$$
\begin{equation*}
\mathcal{W}_{m e}=\frac{1}{2} G\left(\bar{I}_{1}-3\right)+\frac{1}{2} \gamma G\left(\bar{I}_{4}-1\right)^{2}+\frac{K}{2}(J-1)^{2}-\boldsymbol{F} \mathbf{M} \cdot \mathbf{B} \tag{4.40}
\end{equation*}
$$

This magnetoelastic energy density function defines the constitutive relation of the fiber-reinforced magnetoelastic materials, which can be shown explicitly by calculating corresponding stresses.
4.3.5.1. elastic stresses. For calculating elastic stresses, it's convenient to split elastic energy density function $\mathcal{W}_{e l}$ into volumetric and isochoric parts for nearly-impressible materials:

$$
\begin{equation*}
\mathcal{W}_{e l}=\mathcal{W}_{e l}^{i s o}+\mathcal{W}_{e l}^{v o l} \tag{4.41}
\end{equation*}
$$

where the isochoric and volumetric elastic strain energy density are defined as

$$
\begin{equation*}
\mathcal{W}_{\text {iso }}=\frac{1}{2} G\left(\bar{I}_{1}-3\right)+\frac{1}{2} \gamma G\left(\bar{I}_{4}-1\right)^{2}, \quad \mathcal{W}_{\text {vol }}=\frac{1}{2} K(J-1)^{2} \tag{4.42}
\end{equation*}
$$

Then, the second P-K elastic stress tensor is calculated by taking derivatives with respect to the $\mathrm{C}-\mathrm{G}$ strain tensor:

$$
\begin{equation*}
\boldsymbol{S}_{e l}=2 \frac{\partial \mathcal{W}_{e l}}{\partial \boldsymbol{C}}=2 \frac{\partial \mathcal{W}_{e l}^{i s o}}{\partial \bar{I}_{1}} \frac{\partial \bar{I}_{1}}{\partial \boldsymbol{C}}+2 \frac{\partial \mathcal{W}_{e l}^{i s o}}{\partial \bar{I}_{4}} \frac{\partial \bar{I}_{4}}{\partial \boldsymbol{C}}+2 \frac{\partial \mathcal{W}_{\text {vol }}}{\partial J} \frac{\partial J}{\partial \boldsymbol{C}} \tag{4.43}
\end{equation*}
$$

The derivatives of energy density functions with respect to the isochoric invariants are straightforward to compute:

$$
\begin{equation*}
\frac{\partial \mathcal{W}_{e l}^{\text {iso }}}{\partial \bar{I}_{1}}=\frac{1}{2} G, \quad \frac{\partial \mathcal{W}_{e l}^{\text {iso }}}{\partial \bar{I}_{4}}=\gamma G\left(\bar{I}_{4}-1\right), \quad \frac{\partial \mathcal{W}_{e l}^{\text {vol }}}{\partial J}=K(J-1) \tag{4.44}
\end{equation*}
$$

By the chain rules, the derivatives of the isochoric invariants [Eqn. 4.19] with respect to the $\mathrm{C}-\mathrm{G}$ strain tensor are:

$$
\begin{align*}
& \frac{\partial \bar{I}_{1}}{\partial \boldsymbol{C}}=\frac{\partial\left(J^{-2 / 3} I_{1}\right)}{\partial \boldsymbol{C}}=-\frac{2}{3} J^{-5 / 3} \frac{\partial J}{\partial \boldsymbol{C}} I_{1}+J^{-2 / 3} \frac{\partial I_{1}}{\partial \boldsymbol{C}} \\
& \frac{\partial \bar{I}_{4}}{\partial \mathbf{C}}=\frac{\partial\left(J^{-2 / 3} I_{4}\right)}{\partial \boldsymbol{C}}=-\frac{2}{3} J^{-5 / 3} \frac{\partial J}{\partial \boldsymbol{C}} I_{4}+J^{-2 / 3} \frac{\partial I_{4}}{\partial \boldsymbol{C}}  \tag{4.45}\\
& \frac{\partial J}{\partial \boldsymbol{C}}=\frac{\partial I_{3}}{\partial \boldsymbol{C}}=\frac{\partial \operatorname{det} \boldsymbol{C}}{\partial \boldsymbol{C}}
\end{align*}
$$

It still needs derivatives of invariants [Eqn. 4.18 with respect to the C-G] strain tensor:

$$
\begin{equation*}
\frac{\partial I_{1}}{\partial \boldsymbol{C}}=\frac{\partial C_{K K}}{\partial C_{I J}}=\boldsymbol{I}, \quad \frac{\partial I_{4}}{\partial \boldsymbol{C}}=\frac{\partial C_{K L} a_{K} a_{L}}{\partial C_{I J}}=\mathbf{a} \otimes \mathbf{a} \tag{4.46}
\end{equation*}
$$

The derivative of $J$ with respect to $\triangle$ is more difficult to calculate as the determinant operator is a nonlinear function. By using the linearization of the determinant of a tensor 228, it gives that:

$$
\begin{equation*}
\frac{\partial I_{3}}{\partial \boldsymbol{C}}=\frac{\partial \operatorname{det} \boldsymbol{C}}{\partial \boldsymbol{C}}=\frac{1}{2} J \boldsymbol{C}^{-1} \tag{4.47}
\end{equation*}
$$

Finally, combining all intermediate results together and plugging back into Eqn. 4.43 yields the second $\mathrm{P}-\mathrm{K}$ elastic stress tensor as

$$
\begin{align*}
\boldsymbol{S}_{e l} & =G J^{-2 / 3}\left(-\frac{\boldsymbol{C}: \boldsymbol{I}}{3} \boldsymbol{C}^{-1}+\boldsymbol{I}\right)+K(J-1) J \boldsymbol{C}^{-1} \\
& +2 \gamma G J^{-2 / 3}(\boldsymbol{C}: \mathbf{a} \otimes \mathbf{a}-1)\left(-\frac{\boldsymbol{C}: \mathbf{a} \otimes \mathbf{a}}{3} \boldsymbol{C}^{-1}+\mathbf{a} \otimes \mathbf{a}\right) \tag{4.48}
\end{align*}
$$

where $:$ and $\otimes$ denote double contraction and dyadic product, respectively.
It's more useful to convert the second P-K stress tensor as the Cauchy stress tensor [Eqn. 4.9], i.e.

$$
\begin{align*}
\boldsymbol{\sigma}_{e l} & =J^{-1} \boldsymbol{F} \boldsymbol{S}_{e l} \boldsymbol{F}^{T} \\
& =G J^{-5 / 3}\left[-\frac{\boldsymbol{C}: \boldsymbol{I}}{3} \boldsymbol{I}+\boldsymbol{F} \boldsymbol{F}^{T}\right]+K(J-1) \boldsymbol{I}  \tag{4.49}\\
& +2 \gamma G J^{-5 / 3}(\boldsymbol{C}: \mathbf{a} \otimes \mathbf{a}-1)\left[-\frac{\boldsymbol{C}: \mathbf{a} \otimes \mathbf{a}}{3} \boldsymbol{I}+\boldsymbol{F}(\mathbf{a} \otimes \mathbf{a}) \boldsymbol{F}^{T}\right]
\end{align*}
$$

which gives the elastic stresses of fiber-reinforced materials in the spatial coordinates.
4.3.5.2. magnetic stresses. Due to the magnetoelastic coupling, the magnetic energy $\mathcal{W}_{m}$ also creates stresses. Based on the work-conjugation 228, the conjugate variable 229 of the deformation gradient tensor $F$ is the first $\mathrm{P}-\mathrm{K}$ stress tensor, i.e.

$$
\begin{equation*}
\boldsymbol{P}_{m}=\frac{\partial \mathcal{W}_{m}}{\partial \boldsymbol{F}} \tag{4.50}
\end{equation*}
$$

Note the relation between the first P-K stress tensor and the Cauchy stress tensor [Eqn. 4.9, it gives the magnetic stress tensor as

$$
\begin{align*}
\boldsymbol{\sigma}_{m} & =\frac{1}{J} \frac{\partial \mathcal{W}_{m}}{\partial \boldsymbol{F}} \boldsymbol{F}^{T}=-J^{-1} \frac{\partial(\boldsymbol{F} \mathbf{M} \cdot \mathbf{B})}{\partial \boldsymbol{F}} \boldsymbol{F}^{T} \\
& =-J^{-1} \frac{\partial\left(F_{k L} M_{L} B_{k}\right)}{\partial F_{i N}} F_{N j}=-J^{-1} \delta_{i k} \delta_{N L} M_{L} B_{k} F_{N j}=-J^{-1} F_{N j} M_{N} B_{i}  \tag{4.51}\\
& =-J^{-1} \mathbf{B} \otimes \boldsymbol{F} \mathbf{M}
\end{align*}
$$

Unlike the Cauchy elastic stress tensor $\boldsymbol{\sigma}_{e l}$ [Eqn. 4.49, the Cauchy magnetic stress tensor $\boldsymbol{\sigma}_{m}$ is usually asymmetric, which leads to local magnetic torques $\boldsymbol{\tau}_{m}=J^{-1}(\boldsymbol{F} \mathbf{M}) \times \mathbf{B}$. This point will be discussed in more details in Sec. 4.4.3.3.
4.3.5.3. constitutive relation of magnetoelastic materials. Finally, adding the elastic stresses [Eqn. 4.49] and the magnetic stresses [Eqn. 4.51] together, the constitutive relation of the fiber-reinforced magnetoelastic materials defined by the magnetoelastic energy density $\mathcal{W}_{m e}$ [Eqn. 4.40 can be expressed as:

$$
\begin{equation*}
\boldsymbol{\sigma}_{m e}=\boldsymbol{\sigma}_{m e}(\boldsymbol{F})=\boldsymbol{\sigma}_{e l}(\boldsymbol{C})+\boldsymbol{\sigma}_{m}(\boldsymbol{F}) \tag{4.52}
\end{equation*}
$$

This concludes the development of the material model of the hydrogel-metal hybrid and details of numeric implementations will be discussed in the next section.

### 4.4. Finite element simulations

### 4.4.1. Overview of numeric implementations

The continuum model of the hydrogel-metal hybrid was solved in two steps using the commercial finite-element software COMSOL. The first step calculates the deformation
of the hydrogel under the influence of light and the second step uses the deformed geometry as the reference configuration to calculate the dynamic behavior of the robot under an external magnetic field. For the first step, we used the solid mechanics module of COMSOL and modeled the hydrogel as a hyperelastic material to calculate its response to light. Since the photo component of the free energy density of the material depends on the concentration of chromophores in the SP form [Eqn. 4.34, the general form partial differential equations (PDE module of COMSOL was also used to calculate the light intensity [Eqn. 4.30] and hence the concentration of SP chromophores [Eqn. 4.29] in the bulk of the material. For the second part of the simulation, the magnetic field [Eqn. 4.37 and 4.38 was solved via the AC/DC module of COMSOL. The model developed for the fiber-reinforced magnetoelastic materials [Eqn. 4.40 was implemented as a user-defined hyperelastic model in the Structural Mechanics module of COMSOL. The contribution from asymmetric magnetic Cauchy stress tensor $\boldsymbol{\sigma}_{m}$ [Eqn. 4.51 and 4.62] was implemented via the weak contribution functionality of COMSOL. The contacts between the hydrogel robot and the floor are assumed to be non-slippery and the contact events are detected via the Events module of COMSOL, which triggers time-dependent non-slippery boundary conditions. Besides, both volumetric gravitational and frictional forces were also added into the continuum model to take into account the effect of gravity and the viscosity of the liquid environment, respectively.

### 4.4.2. Magnetism related simulation details

Solving the governing equations of magnetostatics [Eqn. 4.36 together with the magnetic constitutive relation [Eqn. 4.38] gives the distribution of overall magnetic fields $\mathbf{B}$.

It's rather cumbersome to impose a rotating external magnetic field via time-dependent boundary conditions and the AC/DC module of COMSOL supports solving magnetostatic problems by splitting out the background magnetic field as shown in Eqn. 4.37. Thus, a rotating external magnetic field in the y-z plane $\mathbf{H}_{b}$ can be imposed by simply setting $\mathbf{H}_{b}=H_{0}(0, \cos (2 \pi f t), \sin (2 \pi f t))$, where $H_{0}$ is the field strength and $f$ is the field frequency.

In this work, the magnetization profile is usually modulated by a preceding lightactuation process [Fig. 4.7(A) and (B)], which results in a non-uniform position-dependent distribution of magnetization, i.e. $\mathbf{M}_{0}=\mathbf{M}_{0}(\mathbf{X})$. Therefore, the magnetization profile is obtained from the final state of the light-actuation simulation [Sec. 4.3.3], which starts from a flat uniform magnetization profile, and serves as an input to the magnetic material model [Eqn. 4.38.

Another side note is the magnetic scalar potential $\varphi_{m}$ permits arbitrary shifts by a constant value [Eqn. 4.37]. Therefore, to ensure the convergence of magnetic simulations, it's important to impose additional constraints to provide a reference point for the magnetic scalar potential.

### 4.4.3. Elasticity related simulation details

In principle, solving the governing equations of elasticity [Eqn. 4.11] together with the material model [Eqn. 4.52 yields the elastic deformations of the materials u. However, difficulties arise as the hyperelastic model implemented in COMSOL only supports taking derivatives of energy density with respect to the symmetric $\mathbb{C - G}$ strain tensor $\mathbb{C}$ but the magnetoelastic energy density $\mathcal{W}_{m e}$ depends on the asymmetric deformation gradient
tensor (F. The Cauchy stress tensor in the Structural Mechanics module of COMSOL is internally assummed to be symmetric. As a workaround, the elastic energy density $\mathcal{W}_{e l}$ [Eqn. 4.26], which only depends on the C-G] strain tensor, can still be implemented via the built-in hyperelastic model provided by COMSOL but the magnetic energy density $\mathcal{W}_{m}$ [Eqn. 4.39 is included separately via the weak form contribution.
4.4.3.1. weak form in terms of the deformation gradient tensor. It's important to notice that the usual weak form of EOM [Eqn. 4.12] assumes stress tensors to be symmetric during the derivation $\mathbf{2 1 5}$, which is invalid for the magnetic stress tensors [Eqn. 4.51]. Besides, the weak form in terms of the G-Ls strain tensor $\boldsymbol{\epsilon}$ cannot capture the rotational motion of the system. This point can be illustrated by considering a rigid body rotation of whole system, in which case strain tensor of system is unchanged and gives that $\delta \boldsymbol{\epsilon}=0$. Therefore, to properly compute the stresses due to the magnetic energy, the weak form expression must be able to capture rotational variations of displacement vector fields. This motivates re-expressing the strong form of EOM in terms of the first $\mathrm{P}-\mathrm{K}$ stress tensor $\boldsymbol{P}$ :

$$
\begin{equation*}
\rho_{0} u_{i, t t}=F_{V i}+P_{i J, J} \tag{4.53}
\end{equation*}
$$

and the corresponding weak form can be derived as:

$$
\begin{align*}
\int_{V}\left(F_{V i}+P_{i J, J}-\rho_{0} u_{i, t t}\right) \delta u_{i} \mathrm{~d} v & =\int_{V}\left(F_{V i}-\rho_{0} u_{i, t t}\right) u_{i} \mathrm{~d} v+\int_{V} P_{i J, J} \delta u_{i} \mathrm{~d} v  \tag{4.54}\\
& =\int_{V}\left(F_{V i}-\rho_{0} u_{i, t t}\right) u_{i} \mathrm{~d} v+\int_{V}\left[\left(P_{i J} \delta u_{i}\right)_{, J}-P_{i J} \delta u_{i, j}\right] \mathrm{d} v \\
& =\int_{V}\left(-P_{i J} \delta u_{i, j}+F_{V i} \delta u_{i}-\rho_{0} u_{i, t t} \delta u_{i}\right) \mathrm{d} v+\int_{\partial V} P_{i J} \delta u_{i} N_{j} \mathrm{~d} s \\
& =\int_{V}\left(-P_{i J} \delta u_{i, j}+F_{V i} \delta u_{i}-\rho_{0} u_{i, t t} \delta u_{i}\right) \mathrm{d} v+\int_{\partial V} F_{S i} \delta u_{i} \mathrm{~d} s
\end{align*}
$$

Symmetry properties of the stress tensors are not needed to derive the above result. Therefore, such formulation is compatible with asymmetric stress tensors and it can be written in vectorial notation as:

$$
\begin{equation*}
\delta \mathcal{W}=\int_{V}\left(-\delta \boldsymbol{F}: \boldsymbol{P}+\delta \mathbf{u} \cdot \mathbf{F}_{V}-\rho_{0} \delta \mathbf{u} \cdot \mathbf{u}_{t t}\right) \mathrm{d} v+\int_{\partial V}\left(\delta \mathbf{u} \cdot \mathbf{F}_{S}\right) \mathrm{d} s \tag{4.55}
\end{equation*}
$$

Since deformation gradient tensor contains information about rotation, the weak form shown in Eqn. 4.55 can capture energy variations caused by rotational motions.
4.4.3.2. torque balance. The strong form [Eqn. 4.53] and weak form [Eqn. 4.55] expression of EOM compatible with asymmetric stress tensors have been derived in previous section. However, besides the conservation of linear momentum, the conservation of angular momentum also need to be satisfied. For the case without external torques, local torque balance is automatically fulfilled as long as the stress tensor is symmetric $\mathbf{2 1 2}$, i.e. $\sigma_{i j}=\sigma_{j i}$. For our case, the system has magnetization in the deformed configuration as $J^{-1} \boldsymbol{F M}$, which exert an additional magnetic torque:

$$
\begin{equation*}
\boldsymbol{\tau}_{m}=J^{-1}(\boldsymbol{F} \mathbf{M}) \times \mathbf{B} \tag{4.56}
\end{equation*}
$$

The existence of local magnetic torque is reflected by the fact that the magnetic stress tensor $\boldsymbol{\sigma}_{m}$ [Eqn. 4.51] is no longer symmetric, i.e. $\sigma_{i j}^{m} \neq \sigma_{j i}^{m}$. However, the overall torque balance of the system still holds as the consequence of the conservation of linear angular momentum, i.e.

$$
\begin{equation*}
\int_{\partial V} \mathbf{r} \times \mathbf{T}_{t o t} \mathrm{~d} s+\int_{V} \mathbf{r} \times \mathbf{f}_{V} \mathrm{~d} v+\int_{V} \mathbf{r} \times\left(-\rho \frac{\partial^{2} \mathbf{u}}{\partial t^{2}}\right)=\int_{V} \boldsymbol{\tau}_{m} \mathrm{~d} v \tag{4.57}
\end{equation*}
$$

where $\mathbf{T}_{\text {tot }}$ denotes the total traction force (from both elastic and magnetic stresses) at the boundary $\partial V$ and $\boldsymbol{r}$ is the position vector is defined relative to any arbitrary reference point chose for the torque calculations. The above torque balance can be directly verified as:

$$
\begin{align*}
& \int_{\partial V} \epsilon_{i j k} r_{j} T_{k}^{t o t} \mathrm{~d} s+\int_{V} \epsilon_{i j k} r_{j} f_{V k} \mathrm{~d} v+\int_{V} \epsilon_{i j k} r_{j}\left(-\rho u_{k, t t}\right) \\
& =\int_{\partial V} \epsilon_{i j k} r_{j}\left(\sigma_{k l}^{e l}+\sigma_{k l}^{m}\right) n_{l} \mathrm{~d} s+\int_{V} \epsilon_{i j k} r_{j}\left(f_{V k}-\rho u_{k, t t}\right) \mathrm{d} v \\
& =\int_{V}\left[\epsilon_{i j k} r_{j}\left(\sigma_{k l}^{e l}+\sigma_{k l}^{m}\right)\right]_{, l} \mathrm{~d} v+\int_{V} \epsilon_{i j k} r_{j}\left(f_{V k}-\rho u_{k, t t}\right) \mathrm{d} v \\
& =\int_{V} \epsilon_{i j k} r_{j, l}\left(\sigma_{k l}^{e l}+\sigma_{k l}^{m}\right) \mathrm{d} v+\int_{V} \epsilon_{i j k} r_{j}\left(\sigma_{k l, l}^{e l}+\sigma_{k l, l}^{m}\right) \mathrm{d} v+\int_{V} \epsilon_{i j k} r_{j}\left(f_{V k}-\rho u_{k, t t}\right) \mathrm{d} v  \tag{4.58}\\
& =\int_{V} \epsilon_{i j k} r_{j, l} \sigma_{k l}^{m} \mathrm{~d} v+\int_{V} \epsilon_{i j k} r_{j, l} \sigma_{k l}^{e l} \mathrm{~d} v+\int_{V} \epsilon_{i j k} r_{j}\left[f_{V k}-\rho u_{k, t t}+\left(\sigma_{k l}^{e l}+\sigma_{k l}^{m}\right)_{, l}\right] \mathrm{d} v \\
& =\int_{V} \epsilon_{i j k} \delta_{j l} \sigma_{k l}^{m} \mathrm{~d} v+\int_{V} \epsilon_{i j k} \delta_{j l} \sigma_{k l}^{e l} \mathrm{~d} v=\int_{V} \epsilon_{i j k} \sigma_{k j}^{m} \mathrm{~d} v+\int_{V} \epsilon_{i j k} \sigma_{k j}^{e l} \mathrm{~d} v \\
& =\int_{V} \epsilon_{i j k} \sigma_{k j}^{m} \mathrm{~d} v=\int_{V} \epsilon_{i j k}\left(-J^{-1} B_{k} F_{j K} M_{K}\right) \mathrm{d} v=\int_{V} \epsilon_{i j k}\left(J^{-1} F_{j K} M_{K}\right) B_{k} \mathrm{~d} v
\end{align*}
$$

where the EOM and the symmetric property of elastic stress tensor ( $\sigma_{i j}^{e l}=\sigma_{j i}^{e l}$ ) have been applied. As the conservation of angular momentum is automatically fulfilled [Eqn. 4.57,
only the EOM shown in Eqn. 4.55 need to be solved.
4.4.3.3. explicit expressions of magnetic stresses. As shown by the weak form EOM [Eqn. 4.55, the energy variations due to the magnetic stresses can be computed as:

$$
\begin{equation*}
\delta \mathcal{W}_{m}=\int_{V}-\delta \boldsymbol{F}: \boldsymbol{P}_{m} \mathrm{~d} v \tag{4.59}
\end{equation*}
$$

The Cauchy magnetic stress tensor is given by Eqn. 4.51 and also note the transformation relation [Eqn. 4.9, then the first P-K] magnetic stress tensor is:

$$
\begin{equation*}
\boldsymbol{P}_{m}=J \boldsymbol{\sigma}_{m} \mathbf{F}^{-T} \tag{4.60}
\end{equation*}
$$

or explicitly written in its component wise form:

$$
\boldsymbol{P}_{m}=\left(\begin{array}{ccc}
P_{x X} & P_{x Y} & P_{x Z}  \tag{4.61}\\
P_{y X} & P_{y Y} & P_{y Z} \\
P_{z X} & P_{z Y} & P_{z Z}
\end{array}\right)
$$

where
$P_{x X}=\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{yZ}} \sigma_{\mathrm{xz}}^{m}-\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{yY}} \sigma_{\mathrm{xZ}}^{m}-\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{xy}}^{m}+\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{xy}}^{m}+\mathrm{F}_{\mathrm{yY}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{xx}}^{m}-\mathrm{F}_{\mathrm{yZ}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{xx}}^{m}$
$P_{x Y}=\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{yX}} \sigma_{\mathrm{xz}}^{m}-\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{yZ}} \sigma_{\mathrm{xZ}}^{m}+\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{xy}}^{m}-\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{xy}}^{m}-\mathrm{F}_{\mathrm{yX}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{xx}}^{m}+\mathrm{F}_{\mathrm{yZ}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{xx}}^{m}$
$P_{x Z}=\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{yY}} \sigma_{\mathrm{xz}}^{m}-\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{yX}} \sigma_{\mathrm{xz}}^{m}-\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{xy}}^{m}+\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{xy}}^{m}+\mathrm{F}_{\mathrm{yX}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{xx}}^{m}-\mathrm{F}_{\mathrm{yY}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{xx}}^{m}$
$P_{Y x}=\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{yZ}} \sigma_{\mathrm{yz}}^{m}-\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{yY}} \sigma_{\mathrm{yz}}^{m}-\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{yy}}^{m}+\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{yy}}^{m}+\mathrm{F}_{\mathrm{yY}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{yx}}^{m}-\mathrm{F}_{\mathrm{yZ}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{yx}}^{m}$
$P_{y Y}=\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{yX}} \sigma_{\mathrm{yz}}^{m}-\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{yZ}} \sigma_{\mathrm{yz}}^{m}+\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{yy}}^{m}-\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{yy}}^{m}-\mathrm{F}_{\mathrm{yX}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{yx}}^{m}+\mathrm{F}_{\mathrm{yZ}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{yx}}^{m}$
$P_{y Z}=\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{yY}} \sigma_{\mathrm{yz}}^{m}-\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{yX}} \sigma_{\mathrm{yz}}^{m}-\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{yy}}^{m}+\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{yy}}^{m}+\mathrm{F}_{\mathrm{yX}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{yx}}^{m}-\mathrm{F}_{\mathrm{yY}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{yx}}^{m}$
$P_{z X}=\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{yZ}} \sigma_{\mathrm{zz}}^{m}-\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{yY}} \sigma_{\mathrm{zz}}^{m}-\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{zy}}^{m}+\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{zy}}^{m}+\mathrm{F}_{\mathrm{yY}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{zx}}^{m}-\mathrm{F}_{\mathrm{yZ}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{zx}}^{m}$
$P_{z Y}=\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{yX}} \sigma_{\mathrm{zZ}}^{m}-\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{yZ}} \sigma_{\mathrm{zZ}}^{m}+\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{zy}}^{m}-\mathrm{F}_{\mathrm{xZ}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{zy}}^{m}-\mathrm{F}_{\mathrm{yX}} \mathrm{F}_{\mathrm{zZ}} \sigma_{\mathrm{zx}}^{m}+\mathrm{F}_{\mathrm{yZ}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{zx}}^{m}$
$P_{z Z}=\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{yY}} \sigma_{\mathrm{zz}}^{m}-\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{yX}} \sigma_{\mathrm{zz}}^{m}-\mathrm{F}_{\mathrm{xX}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{zy}}^{m}+\mathrm{F}_{\mathrm{xY}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{zy}}^{m}+\mathrm{F}_{\mathrm{yX}} \mathrm{F}_{\mathrm{zY}} \sigma_{\mathrm{zx}}^{m}-\mathrm{F}_{\mathrm{yY}} \mathrm{F}_{\mathrm{zX}} \sigma_{\mathrm{zx}}^{m}$

These explicit expressions are recorded only because COMSOL does not support matrix operations for the version I was working with (version 5.3) and it's recommended to generate those expressions via any popular Symbolic Algebra System SAS (such as MATLAB or Mathematica) to avoid mistakes.
4.4.3.4. weak contributions. Finally, the weak-form EOM for the magnetoelastic materials can be written explicitly as:

$$
\begin{equation*}
\delta \mathcal{W}=\int_{V}\left(-\delta \boldsymbol{F}: \boldsymbol{P}_{m}-\delta \boldsymbol{\epsilon}: \boldsymbol{S}_{e l}+\delta \mathbf{u} \cdot \mathbf{F}_{V}-\rho_{0} \delta \mathbf{u} \cdot \mathbf{u}_{t t}\right) \mathrm{d} v+\int_{\partial V}\left(\delta \mathbf{u} \cdot \mathbf{F}_{S}\right) \mathrm{d} s \tag{4.63}
\end{equation*}
$$

The elastic stresses are implemented as a user-defined hyperelastic model with energy density function given by Eqn. 4.26 and the magnetic stresses are implemented as additional external stresses whose expressions are explicitly computed via Eqn. 4.62. Common FEM software (such as COMSOL and FEniCSx) all support input of the weak-form equations. But different software use different terminologies. In COMSOL, the built-in test() function servers as the role of functional variation operator $\delta$ in Eqn. 4.63 and the deformation gradient tensor $F$ is readily available as internal variables in the Structural Mechanics module. Therefore, after the computation of first P-K magnetic stress tensor $\boldsymbol{P}_{m}$, the contribution due to magnetic stresses can be straightforwardly implemented as

$$
\begin{equation*}
\delta \mathcal{W}_{m}=-\int_{V} \sum_{i=x, y, z} \sum_{J=X, Y, Z} \operatorname{test}\left(F_{i J}\right) P_{i J}^{m} \mathrm{~d} v \tag{4.64}
\end{equation*}
$$

via the weak contribution functionality of COMSOL,
4.4.3.5. Contact boundary conditions. For a complete dynamic simulation of the whole robotic behaviors (such as walking/steering motions), the mechanical contacts between the hydrogel robot and the support glass floor are necessary modeling ingredients and need extra cautions. The complete analysis of the contacts, in principle, requires the simulation model to include corresponding mechanical frictions and contact pressures at the contact locations. This needs a separate friction model, which is still largely empirical and generally difficult to integrate into the FEM simulation. In order to capture the essential physics without introducing too much technical complexities, we assume all contacts are non-slippery during walking. Specifically, it means that once a leg of the hydrogel robot lands on the floor, the landed leg is not allowed to have translational displacement. However, rotational movement around the center of the landed leg is allowed to give its
steering capability. Besides, we assume all contacts are perfectly inelastic collisions, which means that the kinetic energy of the hydrogel robot gets dissipated immediately when a leg lands on the ground.

With above assumptions, we track the positions of each legs of the hydrogel robot during the time-dependent simulation and trigger a contact event once any leg hits the floor. For each contact event, the boundary condition of the landed leg is switched as a fixed boundary condition. At the same time, the boundary condition of the other leg is switched as a free boundary condition. The kinetic energy of the hydrogel robot is also dissipated completely during each contact events. This contact event-driven boundary condition allows us to recover the dynamic behaviors of the hydrogel robots observed in the experiment and quantitatively study possible robotic functions of the hydrogel robots.

### 4.4.4. Benchmark with analytic solutions

In order to confirm the numerical model is implemented correctly, it's important to benchmark FEM solution with available analytic solutions. Here, the analytic solutions of magnetoelastic materials of a simple cube geometry under uniaxial stretch or compression are derived to serve as a test example.

For simplicity, the external magnetic field $\overline{\mathbf{H}_{b}}$, the direction of embedded fibers $\mathbf{a}$ and the residual magnetization $\mathbf{M}_{0}$ are all assumed to be uniformly distributed along zdirection. All elastic deformations should be along each axes in such setup and three principal stretches are denoted as $\lambda_{x}, \lambda_{y}$ and $\lambda_{z}$. Due to the symmetry of the problem setup, it requires that $\lambda_{x}=\lambda_{y}$. Besides, the materials are assumed to be nearly-impressible such that $J=\lambda_{x} \lambda_{y} \lambda_{z}=1$, then the deformation gradient tensor has the following simple
diagonal form:

$$
\boldsymbol{F}=\left(\begin{array}{ccc}
\lambda_{z}^{-1 / 2} & 0 & 0  \tag{4.65}\\
0 & \lambda_{z}^{-1 / 2} & 0 \\
0 & 0 & \lambda_{z}
\end{array}\right)
$$

and also note that

$$
\boldsymbol{C}=\boldsymbol{F}^{T} \boldsymbol{F}=\left(\begin{array}{ccc}
\lambda_{z}^{-1} & 0 & 0  \tag{4.66}\\
0 & \lambda_{z}^{-1} & 0 \\
0 & 0 & \lambda_{z}^{2}
\end{array}\right), \quad \mathbf{a}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \quad \mathbf{M}=M_{0}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \quad \mathbf{B}=B_{e x t}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)
$$

where $M_{0}$ is the magnitude of the residual magnetization and $B_{\text {ext }}$ denotes the external magnetic flux density.

Plugging above expressions into the stress tensors [Eqn. 4.49, 4.51 and 4.52, it gives the magnetoelastic stress tensor as:
$\boldsymbol{\sigma}_{m e}=G\left[-\frac{\lambda_{z}^{2}+2 \lambda_{z}^{-1}}{3} \boldsymbol{I}+\boldsymbol{F} \boldsymbol{F}^{T}\right]+2 \gamma G\left(\lambda_{z}^{2}-1\right)\left[-\frac{\lambda_{z}^{2}}{3} \boldsymbol{I}+\boldsymbol{F}(\mathbf{a} \otimes \mathbf{a}) \boldsymbol{F}^{T}\right]-p \boldsymbol{I}-\mathbf{B} \otimes \boldsymbol{F} \mathbf{M}$
where the volumetric pressure $p$ is defined as:

$$
\begin{equation*}
p=-K(J-1) \tag{4.68}
\end{equation*}
$$

In the component form, it gives that

$$
\begin{equation*}
\sigma_{x x}^{m e}=\sigma_{y y}^{m e}=\frac{1}{3} G\left(\lambda_{z}^{-1}-\lambda_{z}^{2}\right)-\frac{2}{3} \gamma G \lambda_{z}^{2}\left(\lambda_{z}^{2}-1\right)-p \tag{4.69a}
\end{equation*}
$$



Figure 4.4. Uniaxial stretch $\left(\mathbf{A}, \lambda_{z}=1.5\right)$ and compression $\left(\mathbf{B}, \lambda_{z}=0.5\right)$ of a magnetoelastic cube under external magnetic fields. The residual magnetization (not shown), direction of embedded fibers (not shown) and the external magnetic field are uniformly distributed along the z-axis. The cubic outlines indicate the initial shape and only an octant is shown for simplicity.

$$
\begin{equation*}
\sigma_{z z}^{m e}=\frac{2}{3} G\left(\lambda_{z}^{2}-\lambda_{z}^{-1}\right)+\frac{4}{3} \gamma G \lambda_{z}^{2}\left(\lambda_{z}^{2}-1\right)-p-B_{e x t} M_{0} \lambda_{z} \tag{4.69b}
\end{equation*}
$$

The traction-free boundary condition requires that

$$
\begin{equation*}
\sigma_{x x}^{m e}=\sigma_{y y}^{m e}=\sigma_{z z}^{m e}=0 \tag{4.70}
\end{equation*}
$$

Therefore, the deformation of a magnetoelastic cube under external magnetic fields is given as:

$$
\begin{equation*}
\left(\lambda_{z}-\lambda_{z}^{-2}\right)+2 \gamma \lambda_{z}\left(\lambda_{z}^{2}-1\right)=\frac{B_{e x t} M_{0}}{G} \tag{4.71}
\end{equation*}
$$

For a given set of material parameters $\left(G, \gamma, \mathbf{M}_{0}\right)$ and experiment conditions $\left(\mathbf{B}_{x t}\right)$, above nonlinear dimensionless equation can be solved to obtain the induced stretch or compression $\left(\lambda_{z}\right)$. As indicated by the above equation, $\lambda_{z}$ only depends on two dimensionless parameters $\gamma$ and $\frac{B_{e x t} M_{0}}{G}$, which is plotted solid lines in Fig. 4.5. Corresponding FEM simulation is set up with $K \gg G$ to ensure the incompressibility of the materials. Simulation results are marked as cross symbols in Fig. 4.5, and they match consistently with analytic solutions, which validate numeric implementations of the continuum model of fiber-reinforced magnetoelastic materials.

### 4.4.5. Calibration of parameters

After validating numeric implementations of the material model, all material parameters (G, $\bar{K}, \boxed{\gamma}, \bar{M}$ ) [see Eqn. 4.40 need to be calibrated from actual experiment measurements. For magnetic properties, the magnetization is obtain via SQUID measurement [163]. As for elastic properties, Dynamic Mechanical Analysis (DMA is conducted to characterize the elastic responses of the materials via a uniaxial compression. Then, the calibration process is done by the reverse modeling and implemented via the Optimization module in COMSOL. More specifically, the calibration process is formulated as an optimization problem to find elastic parameters matching experimental results best, where the objective function and the optimization solver are chosen as least square function and Sparse Nonlinear OPTimizer SNOPT, respectively.

For the calibration purpose, identical circular samples with the diameter of 8 mm and thickness of 0.536 mm are cut by mold for uniaxial compression test. The nominal stresses of samples without Ni nanowires (control sample), samples with Ni nanowires


Figure 4.5. Comparison between the numeric solutions (cross symbols) and the corresponding analytic solutions (solid lines) of the fiber-reinforced magnetoelastic materials with a simple cubic geometry.
aligned perpendicular to bottom surface (perpendicular sample) and samples with Ni nanowires aligned parallel to bottom surface (parallel sample) are measured with respect to the strain, which are shown as cross symbols in Fig. 4.6.

For the control sample, corresponding continuum model reduces as the $\mathrm{N}-\mathrm{H}$ model since it does not contain anisotropic contribution from the Ni nanowires. The best fitting
extracts corresponding elastic parameters of the hydrogel as: $G=3.6 \mathrm{kPa}, \underline{K}=17.5 \mathrm{kPa}$ [see blue solid line in Fig. 4.6.

The same set of elastic parameters are used to fit experimental data of both the perpendicular and parallel samples simultaneously. The continuum model of perpendicular sample only differs at Ni nanowires' orientation with the parallel sample. Since the concentration of the Ni nanowires is low ( $\sim 0.5 \%$ weight percentage), the bulk modulus of fiber-reinforced materials is assumed to be roughly the same as the bulk modulus of the control sample. The best fitting extracts corresponding elastic parameters of the fiberreinforced hydrogel as: $G=5.2 \mathrm{kPa}, \gamma=0.9, \underline{Z}=17.5 \mathrm{kPa}$ [see green and yellow solid lines in Fig. 4.6.

### 4.5. Mechanism of dual-responsiveness to light and magnetic fields

### 4.5.1. Mechanism of photoelastic response

The fundamental mechanism of deformation under the action of light in the materials investigated is rooted in the creation of a spatial gradient in the population of hydrophilic and hydrophobic moieties within the hydrogel protonated merocyanine $\left(\mathrm{MCH}^{+}\right)$versus spiropyran (SP) segments). This should result in a decrease of water concentration within the material as the density of SP units increases, leading in turn to mechanical deformation, either bending up or down depending on the irradiation direction. A phenomenological model 230 has been developed to describe such photoinduced hydrophobicity in gels with an additional contribution to the free energy proportional to $r_{s p}(1-\phi)$, where $\phi$ is the monomer volume fraction and $r_{s p}$ is the fraction of chromophores in the SP configuration. Here we derived the additional contribution to be $\alpha \phi(1-\phi)$, where $\alpha$ is given


Figure 4.6. Calibration of the elastic parameters from the DMA measurement after light irradiation. The experiment results are shown as cross symbols and the corresponding simulation results are shown as solid lines.
by,

$$
\begin{equation*}
\alpha=\frac{z f}{k_{B} T}\left(u_{s w}-u_{m w}\right) r_{s p} \tag{4.72}
\end{equation*}
$$

where $u_{s w}$ and $u_{m w}$ are the interaction energies of the SP and $\mathrm{MCH}^{+}$moieties with water, respectively, $z$ is the coordination number of the lattice, and $f$ is the fraction of monomers containing a chromophore. Moreover, $r_{s p}$ is described by the kinetics of the
chemical reaction, $\mathrm{MCH}^{+} \leftrightarrow \mathrm{SP}$ and can be calculated by computing the light intensity as a function of spatial coordinates in the hydrogel objects [see Sec 4.3.3].

### 4.5.2. Mechanism of magnetoelastic response

To quantitatively characterize deformations of the hydrogel, we developed a continuum model of fiber-reinforced magnetoelastic materials. An external magnetic field induces local torques since Ni nanowires prefer to align with the field. We solve Maxwell's equations in the limit of a static magnetic field (the magnetostatics) [Eqn 4.36] to obtain the distribution of the magnetic flux density $\mathbf{B}$, which couples with the magnetization of Ni nanowires and creates magnetic torques on the nanowires [Eqn. 4.56. Given that the nanowires are immobilized by the hydrogel ( $\mathbf{1 6 3}$ Fig. S3), these magnetic torques transmit stresses that collectively result in macroscopic deformation of the material. Since the interaction between the field and magnetized material is orientation dependent, strain tensors are not enough to fully describe the state of the system. Instead, we used here the deformation gradient tensor $\mid F$, which takes into account the rotational deformation to develop a free energy density function of fiber-reinforced magnetoelastic materials, $\mathcal{W}_{m e}$, given by,

$$
\mathcal{W}_{m e}=\frac{1}{2} G\left(\bar{I}_{1}-3\right)+\frac{1}{2} \gamma G\left(\bar{I}_{4}-1\right)^{2}+\frac{K}{2}(J-1)^{2}-\boldsymbol{F M} \cdot \mathbf{B}
$$

where $G$ and $K$ are the shear and bulk modulus, respectively; $\gamma$ is a stiffness parameter resulting from mechanical reinforcement by the aligned nanowires $[\mathbf{2 2 1} ; J=\operatorname{det} \boldsymbol{F}$ characterizes volumetric changes with respect to the initial state; $\bar{I}_{1}$ [Eqn. 4.19] describes shape changes and $\bar{I}_{4}$ [Eqn. 4.24] describes the deformation along the direction of nanowires;
$B$ is the magnetic flux density; and $M$ is the magnetization field in the reference configuration [see Sec. 4.3 .5 for details]. The magnetic energy term $\mathcal{W}_{m}=-(F M) \cdot \mathbf{B}$ [Eqn. 4.39] corresponds to the magnetic stress tensor $\boldsymbol{\sigma}_{n}=-J^{-1} \mathbf{B} \otimes \boldsymbol{F} \mathbf{M}$ [Eqn. 4.51]. This model demonstrates a clear coupling between light and magnetic actuation via elastic deformation. With light exposure, the light propagates through the hydrogel and creates differential shrinking, which induces macroscopic deformations $F$ of the hydrogel and enables the light actuation. Since the Ni nanowires are trapped within the hydrogel, the elastic deformation will change the spatial orientation of Ni nanowires FM. This change in Ni nanowire orientation ultimately modifies magnetic actuation $\left(\boldsymbol{\sigma}_{m}\right)$. In this model, the Ni nanowires move with the hydrogel without slipping and the higher order energy contributions in B to the free energy density $\mathcal{W}_{m e}$ are ignored [53, 205. The strength of external magnetic field stays in the linear response region of Ni nanowires [Fig. 4.3] and all elastic parameters are calibrated from experimental measurements [Fig. 4.6. This continuum model was solved using finite element methods [Sec. 4.4 and benchmarked with analytic solutions [Fig. 4.5]. It provides a quantitative analysis for the dynamic behavior of the hydrogels in magnetic fields.

### 4.6. Programmed walking and steering motions

### 4.6.1. Walking motions

To develop robotic functions, we prepared cross-shaped hydrogel films containing aligned Ni nanowires [Fig. 4.7A]. The film thickness was fixed around 0.5 mm to obtain an optimal photoisomerization speed and deformation stability based on our previous results [231]. After light irradiation, the flat sample bends up as an object with two walking legs (w1,


Figure 4.7. Light triggered walking under rotating magnetic fields. (A) Schematic of a cross-shaped hydrogel film containing aligned Ni nanowires irradiated from below. (B) Photographs of the bent hydrogels (front and side views) superimposed with green wireframe representations of the calculated photo-actuation using a finite element method. (C) (Left) Photographs of the hydrogel walking from left to right for one cycle (white arrows indicate direction of the magnetic fields). (Right) Calculated snapshots from a finite element simulation of the walking motion (color scale used on the object's surface represents the x-component of the magnetic torque density). Red arrows indicate the instantaneous velocity field, blue arrows indicate the direction of the external magnetic field, and magenta arrows indicate the direction of the average magnetization. (D) Plot of the x -component of the magnetic torque (blue) and leg span (red) obtained from the simulation. (E) Plot of the experimental leg span of samples as a function of time over multiple walking cycles. (F) Plot of the walking speed of samples as a function of rotating frequency at various magnetic field strengths (error bars represent standard deviations of data collected from three separate samples). (G) Time-lapsed photographs of hydrogel walking (collected every four cycles, $\sim 8.3 \mathrm{~s}$ ) over macroscopic distances under a rotating magnetic field ( $14.5 \mathrm{mT}, 0.7 \mathrm{~Hz}$ ).
w2) and two stabilizing arms (s1, s2) [Fig. 4.7B]. The alignment of the wires within the object creates an anisotropic mechanical response and therefore the span between w1 and w2 (see front view) is larger than that between s1 and s2 (see side view). We calculated photo-actuation of these samples using the model described before and generated the green wireframes shown in Fig. 4.7B. The wireframes overlap exactly with the actual bending geometry of the hydrogels, observed both from front and side views, suggesting there is clear agreement between the calculated and actual light-induced deformation observed in the photographs. It is therefore possible to exploit this mechanical anisotropy caused by the aligned Ni nanowires to modulate photo-actuation in hydrogel samples with simple geometries such as squares [see [163 Figs. S13-S15]. We found that when the hybrid hydrogel-metal hybrids are illuminated and bent by the light, a nonuniform 3D magnetization profile is established that enables walking under the influence of an external rotating magnetic field [Fig. 4.7C]. As a control, samples containing unaligned Ni nanowires or aligned chains of Ni nanoparticles exhibited minimal movement under the same magnetic field and were not capable of walking [ 163 Fig. S16]. The average magnetization (purple arrow) and the external magnetic field (blue arrow) lie within the y-z plane and the magnetic torque density is given by $\boldsymbol{\tau}_{m}=\boldsymbol{F} \mathbf{M} / J \times \mathbf{B}$. Therefore, only the x -component of the magnetic torque is a nonzero quantity. The rotating magnetic field in the y-z plane generates an oscillatory x-component of the magnetic torque that causes the objects to rotate alternately clockwise and counterclockwise around the xaxis (perpendicular to the walking direction) [Fig. 4.7D]. Because of the combination of magnetic torque and gravity, the object lands on its front and back legs in alternating fashion [Fig. 4.7 C ]. Our model assumes friction between the legs and the floor is large
enough to avoid slippage during walking [Sec. 4.4.3.5]. Magnetoelastic coupling results in a periodic change in the hydrogel's leg span (distance between w1 and w2) [Fig. 4.7D and E], which enables the net displacement of the hydrogel along the y-axis. Furthermore, longer side arms were found to be important in stabilizing the hydrogel's movement and optimizing its lift during walking due to a larger magnetic torque [ [163] Fig. S17]. Also, the walking speed was found to be faster with higher frequencies $(0.3-0.7 \mathrm{~Hz})$ or stronger magnetic fields ( $11.5-16.0 \mathrm{mT}$ ) [Fig. 4.7 F$]$. With a fixed frequency $(0.7 \mathrm{~Hz})$ and field strength $(14.5 \mathrm{mT})$, it was possible to achieve walking over macroscopic distances ( $\sim 53$ mm ) [Fig. 4.7G] and reduction of the hydrogels to millimeter size scales did not change the mechanism of motion $\mathbf{1 6 3}$.

### 4.6.2. Steering motions

The hybrid hydrogels can also achieve steering motion in arbitrary directions while walking along $\mathrm{x}-\mathrm{y}$ plane by controlling the applied magnetic field to produce an additional torque in the $z$ direction (i.e. normal to the walking plane). Using simulations we predicted that the objects could turn $90^{\circ}$ in $30^{\circ}$ increments [Fig. 4.8A] by programming the applied field in the $\mathrm{x}, \mathrm{y}$, and z directions to achieve the required torque [Fig. 4.8B and C]. The predicted motion using simulations was in fact observed experimentally as shown in Fig. 4.8A. The two modes of motion (walking and steering) allow our hydrogel sample to reach any arbitrary destination on a two-dimensional level or inclined surface. Fig. 4.8D shows a designed arbitrary path with multiple turns and Fig. 4.8E its corresponding experimental realization. We therefore conclude that the experimental samples of these
materials can have robotic functions, which in this case involve following continuous paths over macroscopic distances.

### 4.7. Effect of photoswitch chemistry on walking trajectories

To develop more complex robotic functions, we synthesized hydrogels with different molecular photoswitches to tune the kinetics of photo-actuation. Hydrogels made of SP1 can maintain their bending curvature under variable light intensities ( $96-190 \mathrm{~mW} / \mathrm{cm}^{2}$ ) through the duration of our experiments [Fig. 4.9A] , confirmed by the change of leg span [Fig. 4.9C, black]. We also synthesized a photoswitch (SP2) that could be covalently incorporated in the polymeric network, which lacks the methoxy group and displays faster photoisomerization to the closed ring form [ $[\mathbf{1 6 3}]$ Figs. S18-19]. The hydrogel component of the hybrid samples containing SP2 bend and then flatten in response to relatively low light intensities (23.5-33.0 mW/ $\mathrm{cm}^{2}$ ) [Fig. 4.9 B and C, red], since prolonged irradiation destroys the initial light-induced hydrophobicity gradient associated with bending of the material. Since the bending angle is highly tunable by changing irradiation conditions [ 163] Fig. S20] and the walking behaviors depend directly on the bending geometry, a permanent walker made of SP1 walks with a constant speed while one made of SP2 gradually loses its walking ability with continuous irradiation [Fig. 4.9D, [163 Fig S21], and is therefore a transient walker. Note the walking speed of SP2 samples has a large standard deviation probably due to the rapidly increasing stiffness upon light irradiation [ 163 Fig. S14] as well as some uncontrolled slippage and rotation of the walker. The walking speed can be controlled by programmed sequences of light intensity. As shown in Fig. 4.9 E and F , samples containing SP1 hydrogel were found to bend and walk faster as


Figure 4.8. Steering motion and path followed by samples under rotating magnetic fields. (A) Snapshots of three periods of steering motion from both experiment and simulation shown in the top view (top) and side view (bottom). Red arrows depict the instantaneous velocity field, blue arrows depict the direction of external rotating magnetic fields, purple arrows depict the direction of the average magnetization and surface colors represent the z - and x -components of the magnetic torque density in the top and side views, respectively. (B) The $\mathrm{x}, \mathrm{y}$ and z components of the external rotating magnetic fields as functions of time. (C) Turning angle of the hydrogel robot from the experiment (red square) and the simulation (red line) and the z component of the total magnetic torque (blue line). Arbitrary path of the hydrogel from simulations (D) and experiment $(\mathbf{E})$. The surface colors represent the z-component of the magnetic torque density; dashed red line indicates the motion trajectory; magenta arrows indicate the direction of the average magnetization. Insets show a $90^{\circ}$ turn in four $22.5^{\circ}$ increments. " $\mathrm{x} 1, \mathrm{x} 2, \mathrm{x} 3, \mathrm{x} 4$ " indicate the number of turning increments made while steering along a $90^{\circ}$ turn.
the light intensity increases. The walking speed of SP1 hydrogels after 10 min of sequential irradiation at low and then higher intensity [see Fig. 4.9 F ] was faster ( $1.2 \mathrm{~mm} / \mathrm{s}$ ) than the speed after 10 min of exposure to a constant light intensity ( $0.7 \mathrm{~mm} / \mathrm{s}$ ) [Fig. 4.9D]. We suggest that light irradiation history leads to variations in bending curvature and mechanical properties. For example, Fig. 4.9E and F show plateaus in leg span and walking speed during the first 10 min . A full understanding of this phenomenon is beyond the scope of this paper, but we can suggest that equilibration rate of structures during irradiation will be sensitively dependent to light exposure history. Also the SP1 hydrogel was able to selectively bend and its walking accelerated along a section of its path where the light source was localized, offering another possibility for adaptive response to the surrounding environment. This permanent walker gradually stops walking when light is turned off [ 163] Fig. S22], since the bending hydrogel returns to its initial flat geometry and the hydrophobicity gradient disappears. In contrast to the SP1 samples, prolonged light irradiation of SP2 leads to rapid penetration of light and the disappearance of the hydrophobicity gradient through the thickness of samples. Therefore, increasing the light intensity did not cause samples containing SP2 to walk faster, but rather accelerated flattening of bent samples [ $\mathbf{1 6 3}$ Fig. S23].

### 4.8. Demonstration of robotic functions

We also found that we can create objects with different walking modes by controlling the alignment direction of the nanowires during preparation of the Ni-hydrogel composites [ $\mathbf{1 6 3}$ Figs. S24]. Objects with nanowires aligned diagonally relative to their legs


Figure 4.9. Chemical design and bimodal control of the hydrogel robots. (A, B) Molecular structures of SP1 and SP2 and snapshots of the corresponding hydrogel robots under constant light irradiation over 900 s . (C) Leg span and (D) walking speed under irradiation with $96 \mathrm{~mW} / \mathrm{cm}^{2}$ for SP1 and $23.5 \mathrm{~mW} / \mathrm{cm}^{2}$ for SP2 (error bars represent standard deviations of data collected from three separate samples). (E, F) Variable light intensity applied over 2100 s to program leg span and walking speed, respectively (black bar, four different light intensities ( $48,96,144,192 \mathrm{~mW} / \mathrm{cm}^{2}$ ) were sequentially applied on SP1 samples every 5 min followed by a dark time for 15 min ; red bar, three different light intensities ( $4.7,14.1,23,5 \mathrm{~mW} / \mathrm{cm}^{2}$ ) were sequentially applied on SP2 samples for $5 \mathrm{~min}, 3 \mathrm{~min}$ and 27 min , respectively).
exhibited a walking motion by lifting two legs simultaneously under the rotating magnetic field [Fig. 4.10A]. Objects with nanowires aligned perpendicular to the films walk similarly to those with nanowires in the plane of the film but do not rotate their bodies when the magnetic field is reoriented from the $y-z$ to the $x-z$ plane due to lack of magnetic anisotropy [Fig. 4.10B].

In addition to walking across a flat plane, the hydrogel objects can also climb inclined surfaces [Fig. 4.11A A ] and therefore displayed a different walking speed during the ascending and descending process [Fig. 4.11B]. The hydrogel-metal hybrid samples can transport and release cargos using light and magnetic field exposure. Irradiating samples with high intensity light ( $4800 \mathrm{~mW} / \mathrm{cm}^{2}$ ) from below caused the hydrogel to curl into a spheroidal object, wrapping around an alginate hydrogel bead (cargo) that had been placed underneath it [Fig. 4.11C, top]. We point out that substantial photothermal or photobleaching effects were not observed when using this short exposure to high intensity irradiation [ $\mathbf{1 6 3}$ ] Fig. S25]. The rolling motion of the ball-like object under a rotating magnetic field can be guided to different directions without dropping the alginate bead, allowing delivery of the cargo to any arbitrary destination [Fig. 4.11C, middle]. By shining light continuously on the convex side of the object, we can eliminate the photoisomerization gradient to flatten the object first, followed by continuous irradiation from the bottom to create an opposing gradient, thus causing the object to bend up and release its cargo [Fig. 4.11C, bottom]. In addition to using the rolling motion, our robot was also able to transport cargo using the walking motion. Since the $\mathrm{MCH}^{+}$is positively charged, the hydrogel robots can transport negatively charged cargo (alginate bead) adhered to
the top of the object through electrostatic attractions, and deliver the cargo to any destination by walking and subsequent release by fast spinning [Fig. 4.11D]. These results offer proof-of-concept on the use of programmed light and magnetic fields to externally and remotely stimulate materials to transport and release cargo.


Figure 4.10. Walking modes of the hydrogel robots in response to nanowire orientation. Top left, schematic representation of a crossshaped hydrogel object irradiated from below with the Ni nanowires aligned diagonally $(\mathbf{A})$ or perpendicularly $(\mathbf{B})$. Top right, photographs of the diagonal (A) and perpendicular (B) hydrogel object after irradiation walking from left to right for one cycle by lifting two legs simultaneously $(1,4)$ or $(2,3)(\mathbf{A})$, or by lifting leg 1 or 3 alternately (B). White arrows indicate direction of the magnetic fields. Black arrows indicate the lifting of legs. Bottom, the diagonal hydrogel object rotates its body $90^{\circ}$ counterclockwise as it turns (A), while the perpendicular hydrogel object does not rotate its body ( $\mathbf{B}$ ) when the rotation direction of magnetic fields changes from the $\mathrm{y}-\mathrm{z}$ plane to the $\mathrm{x}-\mathrm{z}$ plane.


Figure 4.11. Hydrogel robots for performing work under rotating magnetic fields. (A) Photographs of ascending (left) and descending (right) processes of the hydrogel object containing the SP1 moiety on a glass surface with an inclined angle of $9^{\circ}$ under a magnetic field rotating in y-z plane. (B) Plot of centroid, front and back feet of the hydrogel object vs time when it walks on an inclined surface (blue) and a flat surface (red) under the same rotating magnetic field. (C) Alginate bead captured underneath a flat walker upon irradiation with strong white light from below, transported by rolling under magnetic fields and released by irradiation to invert the sample curvature. (D) Alginate bead adhered to the top of the hydrogel object, transported by walking under magnetic fields and subsequently released by fast spinning.

### 4.9. Discussion and future works

In this work we have investigated the design of highly hydrated soft matter with the capability to respond to both light and magnetic fields in order to emulate locomotion and other functions observed in living organisms. This coupling is achieved by embedding rigid and macroscopically aligned ferromagnetic nanowires in a soft photoactive hydrogel. Compared with conventional polymers or liquid crystal elastomers LCEs) that have been widely investigated, hydrogels offer great potential in bio-related applications due to their high-water content and mechanical similarity to soft tissues. At the same time, the high aspect ratio of the Ni nanowires used to create the experimental materials allows the possibility of aligning the magnetic scaffold of the hydrogels. Thus, these hybrid materials have potential as systems that can be designed to have anisotropic properties. In this context, the common spherical and irregularly shaped magnetic particles (such as NdFeB ) used in previous work lack well-defined shapes and magnetic anisotropy. In those earlier systems, a high content of the magnetic component ( $\sim 10 \mathrm{wt} \%$ ) or a large magnetic field is required to activate a considerable response. In contrast, a very low content of aligned Ni nanowires ( $0.5 \mathrm{wt} \%$ ) is sufficient in the hybrid hydrogels to generate a large magnetic response for robotic functions using a relatively weak magnetic field strength ( $\leq 16 \mathrm{mT}$ ). This advantage is supported by the product of the weight percentage of magnetic material and the applied field strength in our system, which is about three times lower than those used with previous systems. Also whereas the responses of our system to light and magnetic fields are driven by different mechanisms, they are interestingly coupled strongly via elastic deformation. The magnetic response depends on the geometry induced by photo-actuation (light direction, intensity, and irradiation time), while the magnetic
response only appears to affect photo-actuation by changing the object's orientation with respect to incident light [ [163] Fig. S26]. As demonstrated above, chemical changes in the photo-switching molecules can also alter the programmable shape changes upon light exposure and in this way change the magnetically driven robotic functions. The photo-switching approach via molecular isomerization offers the advantage of activation using relatively low light intensity $\mathbf{2 0 8}, \mathbf{2 3 2}, \mathbf{2 3 3}$. This is in contrast to the commonly used photothermal agents which require high intensity light $\mathbf{1 9 7}, \mathbf{2 0 0}, \mathbf{2 3 4}$.

In miniaturized form, the materials developed in this work could be potentially used to transport and release cargoes in aqueous media through narrow passages with complex routes. In the experiments reported here, a rotating external field precessing at a $90^{\circ}$ angle to the walking direction was selected because it maximizes the magnetic torque that drives actuation when the fibers are aligned along the bending direction of the hydrogel. However, the actuation mechanisms investigated here could be used in the future to explore other modes of locomotion and functions by designing objects with other shapes and fields precessing at other angles with respect to the magnetization of the nanowires. The coupling principle developed here between shape-morphing and responsive actuation provides a general framework to create more complex bio-inspired motions and functions.

Given the hydrogel nature of our materials, they can potentially collect from aqueous solutions molecular components and deliver them at another point by expelling water. Future directions could also include developing much smaller objects for drug delivery in tissues or to specific cells. In this respect, our understanding of the synergy between light and magnetic actuation will be important in design geometries suited for swimming and locomotion in low Reynolds number environments 235. The walking mechanism
reported here can occur on any flat or inclined surface without relying on ratchets, which is comparable with previous photothermal [236] , thermal [237] or electrically 238,239 driven walkers. The walking speed reached in our system ( $\sim 2 \mathrm{~mm} / \mathrm{s}$ ) is fast from the perspective of previously observed light-induced locomotion but is comparable to other examples of magnetic actuation. However, we point out that in our system exposure of the objects to photons and the magnetic field are physically inseparable factors in the observed actuation. As we approach the walking speed in biologically relevant systems ( $\sim 1$ body length per second), the walking speed of our systems ( $\sim 0.3$ body length per second) is comparable or lower than that of light actuated robots $\mathbf{2 4 0}, \mathbf{2 4 1}$, which is limited by the viscous drag from the liquid environment and surface friction. With increasing walking speed, the viscous drag creates higher resistance forces and slippage occurs during walking because of insufficient friction with the surface. Given the possibility to match the mechanical properties and water content of molecularly designed hydrogels to those of cells and tissues, these systems may allow us to recreate in synthetic robots the locomotion modes and other actuation behaviors observed in living organisms. We conclude that by theoretically integrating magnetoelasticity, polymer physics, and photochemical kinetics, we learned how to control locomotion and shape changes in soft materials responding to both light and magnetic fields.

## Part 2

## Collective Behaviors

## CHAPTER 5

## Collective Behaviors of Quincke Particles*

### 5.1. Introduction

It is fascinating to observe in nature that simple entities with little or no intelligence, such as birds 243, fishes, bacteria 244 247, cells 248, filaments 249 251, etc., coordinate each other within a limited range and self-organize themselves into highly complex but also highly ordered spatial or temporal structures at a much larger scale. Those collective behaviors of active entities are clearly out-of-equilibrium, which have been attracting scientists to uncover the underlying principles in those complex systems $\mathbf{2 5 2}$, 253]. As the original observations in nature are generally highly complicated, scientists prefer synthetic systems consisting of a few clearly identified components and the resulting phenomena are easy to observe and highly reproducible for systematical investigations. Therefore, active colloidal particles $[\mathbf{2 5 4} \times \mathbf{2 5 8}$ are ideal candidates to serve as a synthetic counterpart for studying collective behaviors of those widely existing active entities. In recent years, active colloidal particles driven by chemicals 253,259261 , electric fields [262, 263], magnetic fields 264,266 and light $267-269$, etc., have been synthesized and found exhibiting a diverse range of interesting collective behaviors $\mathbf{1 5 9}, 270273$.

[^4]Meanwhile, those experimental findings also promote the development of theoretical and numeric modeling of those active systems. Interestingly, some models, such as the Vicsek model [274, the active Brownian particle, etc., focus on the "external" spatial behaviors of active systems without considering the "internal" dynamics of its self-propulsion mechanism. On the other hand, some models, such as the Kuramoto model $\mathbf{2 7 5}, \mathbf{2 7 6}$, etc., focus more on the "internal" temporal behaviors of active systems but ignoring its "external" spatial motility behaviors. In principle, the dynamics of internal degrees of freedom (DOF) responsible for self-propulsion can affect the motility of externally observed spatial motions, and vice versa. As a simple example, a model for a population of active entities including two external DOFF (position $\mathbf{r}$ and orientation $\boldsymbol{\theta}$ ) and one internal DOF (phase $\phi$ ) can be written phenomenologically as 277):

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}=\mathbf{U}_{0}\left(\boldsymbol{\theta}_{i}, \boldsymbol{\phi}_{i}, t\right)+\left\langle I_{i j}\left(\mathbf{r}_{j}-\mathbf{r}_{i}, \boldsymbol{\theta}_{j}-\boldsymbol{\theta}_{i}, \boldsymbol{\phi}_{j}-\boldsymbol{\phi}_{i}\right\rangle_{j}+\boldsymbol{\xi}^{r}(t)\right. \tag{5.1a}
\end{equation*}
$$

$$
\begin{align*}
\frac{\mathrm{d} \boldsymbol{\theta}_{i}}{\mathrm{~d} t} & =\left\langle\Theta_{i j}\left(\mathbf{r}_{j}-\mathbf{r}_{i}, \boldsymbol{\theta}_{j}-\boldsymbol{\theta}_{i}, \boldsymbol{\phi}_{j}-\boldsymbol{\phi}_{i}\right)\right\rangle_{j}+\boldsymbol{\xi}^{\theta}(t)  \tag{5.1b}\\
\frac{\mathrm{d} \boldsymbol{\phi}_{i}}{\mathrm{~d} t} & =\left\langle\Phi_{i j}\left(\mathbf{r}_{j}-\mathbf{r}_{i}, \boldsymbol{\theta}_{j}-\boldsymbol{\theta}_{i}, \boldsymbol{\phi}_{j}-\boldsymbol{\phi}_{i}\right)\right\rangle_{j}+\boldsymbol{\xi}^{\phi}(t) \tag{5.1c}
\end{align*}
$$

where $\mathbf{r}_{i}, \boldsymbol{\theta}_{i}$ and $\boldsymbol{\phi}_{i}$ are the position, orientation and phase of i-th particle $(i=1 \cdots N)$; $\boldsymbol{\xi}_{i}^{r}, \boldsymbol{\xi}_{i}^{\theta}$ and $\boldsymbol{\xi}_{i}^{\phi}$ are the corresponding random noises acting on each DOFs of i-th particle; $I_{i j}, \Theta_{i j}$ and $\Phi_{i j}$ denote the pairwise interactions resulted position, orientation and phase changes of i -th particle due to j -th particle; $\mathrm{U}_{0}$ is the self-propulsion velocity of i-th particle, which may or may not depend on its orientation and phase. And $\langle\cdot\rangle$ indicates
the average for surrounding particles, which can be short-ranged or long-ranged depending on the nature of interactions.

The actual functional forms of $\mathbf{U}_{0}, I_{i j}, \Theta_{i j}$, and $\Phi_{i j}$ in Eqn. 5.1 are usually systemdependent, which varies for different propulsion mechanisms and pairwise interactions. More commonly, simple functional forms are proposed to capture the most essential features of experimental observations. For example, the Vicsek model uses simple average between neighboring particles to describe the "alignment interactions" as active particles in many systems tend to align their directions with neighboring particles. And the Kuramoto mode also chooses a simple constant coupling relative to the mean phases to describe the synchronization phenomena. However, all those models still describes the active systems in a phenomenological level and certain physical details are smeared out in such models. It will be interesting to understand how those phenomenological interactions emerge from microscopic interactions in the system.

In this chapter, a model for studying collective behaviors of active colloidal particles, which possess both external and internal degrees of freedom, will be constructed from relevant physical microscopic interactions. More specially, this chapter will particularly focus on hydrodynamically-interacting colloidal particles. It is a long lasting interests to simulate a collection of hydrodynamically interacting particles, which dates back to 1970s 278 281. However, the long range nature of hydrodynamic interactions makes direct simulations $\mathbf{2 8 2}, \mathbf{2 8 3}$ very expensive $\left(\mathcal{O}\left(N^{3}\right)\right)$ and severely limits the simulation system size. In order to include inter-particle hydrodynamic interactions in simulations
with acceptable simulation costs, many numeric formulations have been proposed. Examples include explicitly solvent approaches, such as the grid-based algorithms Lattice Boltzmann Method (LBM) $\mathbf{2 8 4}$ 289 and the coarse-grained methods like Dissipative Particle Dynamics (DPD) 290 293] and Multi-particle Collision Dynamics MPCD 294 299; implicit solvent approaches, such as Brownian Dynamics (BD) 300, 301 or Stokesian Dynamics (SD) 302 305. There are also formulations based on directly solving the Stokes' equation 306, 307], boundary element methods 216, 308], or fluctuating hydrodynamics $\mathbf{3 0 9}, \mathbf{3 1 0}$, etc. This list can keep going and each of the above mentioned methods have its own advantages and limitations. In this work, we will follow the approach of Stokesian Dynamics 302, which treats the solvent implicitly describes by the Stokes' equation, which enables deriving the explicit functional forms of hydrodynamic interactions [Sec. 5.2].

Following that, the Quincke particle is selected to serve as a concrete example of active colloidal particles with both external (rolling motion) and internal (electric dipole moments) DOF to illustrate the ideas. Based on the understanding of a single Quincke particle [Chap. 3], the propulsion mechanism of Quincke particles is combined with the Stokesian Dynamics, which yields a particle-based simulation model for a population of Quincke particles [Sec. 5.3] constructed from its relevant microscopic interactions $\mathbf{1 1 0}$. Then, an interesting polar state reversal phenomenon in suspension of Quincke rollers confined by a circular well 242 is discussed and also demonstrate how such type of simulation models with both external and internal dynamics help elucidating the important roles of relevant microscopic interactions [Sec. 5.4]. Finally, the whole chapter concludes with a short discussion and possible future development [Sec. 5.5].

### 5.2. Stokesian Dynamics

In this section, the basics of Stokesian Dynamics (SD) will be systematically introduced in details. Through out this chapter, only simple incompressible Newtonian fluids will be considered, which assumes the constitutive relation of fluid as:

$$
\begin{equation*}
\boldsymbol{\sigma}^{h}=-p \boldsymbol{I}+\mu\left(\boldsymbol{\nabla} \mathbf{u}+\boldsymbol{\nabla} \mathbf{u}^{T}\right) \tag{5.2}
\end{equation*}
$$

where $p$ and $\mu$ are the pressure and the dynamic viscosity of fluid, respectively; $\mathbf{u}$ is the velocity filed of fluid and $\boldsymbol{\sigma}^{2}$ is the hydrodynamic stress tensor. By the conservation of mass and linear momentum, the general motions of fluid are described by the NavierStokes (N-S) equations [Eqn-3.5 (128]:

$$
\left\{\begin{array}{l}
\rho \frac{\mathrm{Du}}{\mathrm{D} t}=\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}^{h}+\rho \mathbf{f}  \tag{5.3}\\
\boldsymbol{\nabla} \cdot \mathbf{u}=0
\end{array}\right.
$$

where $\left.\frac{\mathrm{D}}{\mathrm{D} t}\right]$ is the material derivative [Eqn. 3.6, $\rho$ is the density of fluid and $\mathbf{f}$ is any possible external volumetric forces. Denoting the relevant characteristic length, time and velocity scales as $L_{c}, \tau_{c}$ and $U_{c}$ respectively, then the above N-S equations can be rendered into a dimensionless form as $1 \mathbf{1 2 1}$ :

$$
\begin{equation*}
\operatorname{Re} \operatorname{St} \frac{\partial \mathbf{u}}{\partial t}+\operatorname{Re} \mathbf{u} \cdot \nabla \mathbf{u}=-\nabla p+\nabla^{2} \mathbf{u} \tag{5.4}
\end{equation*}
$$

Two dimensionless numbers, Reynolds number (Re) and Strouhal number (St), naturally emerge, which are given as:

$$
\begin{align*}
\mathrm{Re} & =\frac{\rho U_{c} L_{c}}{\mu}  \tag{5.5a}\\
\mathrm{St} & =\frac{L_{c}}{U_{c} \tau_{c}}
\end{align*}
$$

For the system of interest, a collection of micrometer size colloids ( $a \sim 1 \mu \mathrm{~m}$ ) immersed in a viscous fluid with a typical speed of micrometers per second, the corresponding Re of the system is very small $\left(\sim 10^{-3}-10^{-1}\right)$. Besides, the interested phenomena here usually happen in the diffusion time scale $\left(\tau_{D}=6 \pi \mu a^{3} / k_{B} T \sim 1 \mathrm{~s}\right)$ or longer, which results in a small St and the effect due to transient Stokes' flows is negligible. Therefore, the N-S equations reduce as the Stokes' equations [Eqn. 5.4, Re, $\mathrm{St} \rightarrow 0$ ]:

$$
\left\{\begin{array}{l}
\mu \nabla^{2} \mathbf{u}=\boldsymbol{\nabla} p+\mathbf{f}  \tag{5.6}\\
\boldsymbol{\nabla} \cdot \mathbf{u}=0
\end{array}\right.
$$

where $\mathbf{u}$ is the velocity field of fluid, $p$ is the pressure, $\mu$ is the dynamic viscosity of fluid and $f$ is the external body force.

### 5.2.1. Integral representation

As shown in Eqn. 5.6, the Stokes' equations are linear equations and the Green's function of Stokes' equation $\mathbf{1 4 5}, \mathbf{3 1 1}$ in the unconfined space is known as the Oseen tensor:

$$
\begin{equation*}
J(\mathbf{r})=\frac{\boldsymbol{l}}{r}+\frac{\mathbf{r r}}{r^{3}} \tag{5.7}
\end{equation*}
$$

where $r=|\mathbf{r}|$ and $\mathbf{r}$ is the position vector. For the convenience, following expressions in this section adopt the Einstein notation unless explicitly written in the vectorial form. Then, the flow field generated by a point force $\boldsymbol{F}$ at origin is given as:

$$
\begin{equation*}
u_{i}^{P F}=\frac{1}{8 \pi \mu} J_{i j}(\mathbf{r}) F_{j} \tag{5.8}
\end{equation*}
$$

Thus, by the linearity of the Stokes' equations, the total flow field induced by a collection of finite size rigid particles can be written as:

$$
\begin{equation*}
u_{i}(\mathbf{x})=u_{i}^{\infty}(\mathbf{x})+\frac{1}{8 \pi \mu} \sum_{\alpha=1}^{N} \int_{S^{\alpha}} J_{i j}(\mathbf{x}-\mathbf{y}) f_{j}(\mathbf{y}) \mathrm{d} S(\mathbf{y}) \tag{5.9}
\end{equation*}
$$

where $u_{i}^{\infty}(i=x, y, z)$ is the background linear velocity field, $S^{\alpha}$ is the surface of $\alpha$-th particle $(\alpha=1, \cdots, N), \mathbf{y}$ is the location at the particle surface, $f_{j}(\mathbf{y})$ is the force density (or traction force) distributed over the particle surface and

$$
\begin{equation*}
f_{j}(\mathbf{y})=\sigma_{j k}(\mathbf{y}) n_{k}(\mathbf{y}) \tag{5.10}
\end{equation*}
$$

where $\sigma_{j k}$ is the stress tensor and $n_{k}$ is the outer normal vector of particle surface. The equation 5.9 is known as the integral representation of the solution of Stokes' equation [131. Although this solution is exact, it requires detailed knowledge of force density distribution $\boldsymbol{f}$ (or stress tensor $\boldsymbol{\sigma}$ ), which it's generally not known from an experimental point of view. Besides, this formulation relies on the Green's function of the Stokes' equation, which makes it difficult to extend to confinement of complex geometry.

### 5.2.2. Multipole expansion

Analogous to electrostatics $\mathbf{1 2 9}$, the multipole expansion method can be applied to get the leading order contributions of flow fields in Eqn. 5.9 at large distance. Unlike the case of electrostatics which deals with scalar quantities (electric potential $\varphi$ and electric charges $q$ ), here vectorial quantities (flow velocity $\mathbf{u}$ and force density $\mathbf{f}$ ) and anisotropic Green's function [Eqn. 5.7] add additional mathematical complexities but also result in richer physical interactions. Considering the flow field far away from the particle, i.e. $|\mathbf{x}-\mathbf{y}| \gg\left|\mathbf{x}^{\alpha}-\mathbf{y}\right|$, the Tarloy expansion of the Oseen tensor is:

$$
\begin{equation*}
J_{i j}(\mathbf{x}-\mathbf{y})=J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right)+\left(x_{k}^{\alpha}-y_{k}\right) \nabla_{k} J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right)+\cdots \tag{5.11}
\end{equation*}
$$

If we truncate the above expansion at the linear order and plug it back into the integral representation [Eqn. 5.9], it gives that

$$
\begin{equation*}
u_{i}(\mathbf{x}) \approx u_{i}^{\infty}(\mathbf{x})+\frac{1}{8 \pi \mu} \sum_{\alpha=1}^{N} \int_{S^{\alpha}}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right)+\left(x_{k}^{\alpha}-y_{k}\right) \nabla_{k} J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right)\right] f_{j}(\mathbf{y}) \mathrm{d} S(\mathbf{y}) \tag{5.12}
\end{equation*}
$$

Next, the integrals in above expression will be executed to derive the corresponding expression in terms of force moments.
5.2.2.1. force. The integral of the first term is straightforward to evaluate,

$$
\begin{equation*}
\int_{S^{\alpha}} J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) f_{j}(\mathbf{y}) \mathrm{d} S(\mathbf{y})=J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) F_{j}^{\alpha} \tag{5.13}
\end{equation*}
$$

where $F_{j}^{\alpha}$ is the zero-th order moment of force density or the total forces acting on $\alpha$-th particle. And the propagator of the force (or stokeslet) is simply the Oseen tensor $J_{i j}$.

The integral of the second term can be rewritten as a more familiar form:

$$
\begin{align*}
\int_{S^{\alpha}}\left(x_{k}^{\alpha}-y_{k}\right) \nabla_{k} J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) f_{j}(\mathbf{y}) \mathrm{d} S(\mathbf{y}) & =-\nabla_{k} J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) \int_{S^{\alpha}}\left(y_{k}-x_{k}^{\alpha}\right) f_{j}(\mathbf{y}) \mathrm{d} S(\mathbf{y})  \tag{5.14}\\
& =-\nabla_{k} J_{i j} \int_{S^{\alpha}} X_{k} f_{j} \mathrm{~d} S=-\nabla_{k} J_{i j} \int_{S^{\alpha}} M_{j k} \mathrm{~d} S
\end{align*}
$$

where $X_{k}=y_{k}-x_{k}^{\alpha}$ is the relative distance between particle surface and particle center. And the first moment of surface traction force $M_{j k}$ is defined as:

$$
\begin{equation*}
M_{j k}=f_{j} X_{k} \tag{5.15}
\end{equation*}
$$

To connect the first moment of force density $\boldsymbol{M}$ with more familiar mechanical quantities, note that any rank- 2 tensor can be decomposed as the sum of scalar, symmetric tensor and anti-symmetric tensor [312]:

$$
\begin{equation*}
M_{j k}=f_{j} X_{k}=\frac{1}{3} f_{l} X_{l} \delta_{j k}+\frac{1}{2}\left(f_{j} X_{k}-f_{k} X_{j}\right)+\left[\frac{1}{2}\left(f_{j} X_{k}+f_{k} X_{j}\right)-\frac{1}{3} f_{l} X_{l} \delta_{j k}\right] \tag{5.16}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta, which is 1 if the indexes are equal, and 0 otherwise. The scalar component (trace of the first order moments) does not contribute to the flow field in unconfined space as

$$
\begin{equation*}
-\nabla_{k} J_{i j} \int_{S^{\alpha}} \frac{1}{3} f_{l} X_{l} \delta_{j k} \mathrm{~d} S=-\nabla_{k} J_{i k} \int_{S^{\alpha}} \frac{1}{3} f_{l} X_{l} \mathrm{~d} S=0 \tag{5.17}
\end{equation*}
$$

where the fact that the Oseen tensor is divergence-free $\left(\nabla_{k} J_{i k}=0\right)$ [Appx. B. 1 has been applied.
5.2.2.2. torque. The anti-symmetric components of the first order moments $M$ correspond to contributions from the torque,

$$
\begin{align*}
-\nabla_{k} J_{i j} \int_{S^{\alpha}} \frac{1}{2}\left(f_{j} X_{k}-f_{k} X_{j}\right) \mathrm{d} S & =\int_{S^{\alpha}}\left(\frac{1}{2} \nabla_{k} J_{i j} f_{k} X_{j}-\frac{1}{2} \nabla_{k} J_{i j} f_{j} X_{k}\right) \mathrm{d} S  \tag{5.18}\\
& =\int_{S^{\alpha}}\left(\frac{1}{2} \nabla_{k} J_{i j} f_{n} X_{m} \delta_{n k} \delta_{m j}-\frac{1}{2} \nabla_{k} J_{i j} f_{n} X_{m} \delta_{m k} \delta_{n j}\right) \mathrm{d} S \\
& =\int_{S^{\alpha}} \frac{1}{2} \nabla_{k} J_{i j} f_{n} X_{m}\left(\delta_{n k} \delta_{m j}-\delta_{n j} \delta_{m k}\right) \mathrm{d} S \\
& =\int_{S^{\alpha}} \frac{1}{2} \nabla_{k} J_{i j} f_{n} X_{m} \varepsilon_{l n m} \varepsilon_{l k j}=\int_{S^{\alpha}} \frac{1}{2} \varepsilon_{l k j} \nabla_{k} J_{i j} \varepsilon_{l n m} f_{n} X_{m} \mathrm{~d} S \\
& =\left(-\frac{1}{2} \varepsilon_{j k l} \nabla_{k} J_{i l}\right) \int_{S^{\alpha}}\left(\varepsilon_{j m n} X_{m} f_{n}\right) \mathrm{d} S \\
& =R_{i j} \int_{S^{\alpha}} \tau_{j} \mathrm{~d} S=R_{i j} T_{j}^{\alpha}
\end{align*}
$$

where $\varepsilon_{i j k}$ is the 3D Levi-Civita symbol, which is 1 if $(i, j, k)$ is an even permutation of $(1,2,3),-1$ if it is an odd permutation, and 0 if any index is repeated. And $\tau_{j}$ is the torque density:

$$
\begin{equation*}
\tau_{j}=\varepsilon_{j m n} X_{m} f_{n} \tag{5.19}
\end{equation*}
$$

and the total torque on $\alpha$-th particle is:

$$
\begin{equation*}
T_{j}^{\alpha}=\int_{S^{\alpha}} \tau_{j} \mathrm{~d} S \tag{5.20}
\end{equation*}
$$

and $R_{i j}$ is the propagator of torque (or rotlet):

$$
\begin{equation*}
R_{i j}=\frac{1}{2} \varepsilon_{i k l} \nabla_{k} J_{j l} \tag{5.21}
\end{equation*}
$$

5.2.2.3. stresslet. The symmetric components of the first order moments $M$ correspond to contributions from the stresslet,

$$
\begin{align*}
& -\nabla_{k} J_{i j} \int_{S^{\alpha}}\left[\frac{1}{2}\left(f_{j} X_{k}+f_{k} X_{j}\right)-\frac{1}{3} f_{l} X_{l} \delta_{j k}\right] \mathrm{d} S=-\nabla_{k} J_{i j} \int_{S^{\alpha}} \frac{1}{2}\left(f_{j} X_{k}+f_{k} X_{j}\right) \mathrm{d} S  \tag{5.22}\\
& =-\left[\left(\frac{1}{2} \nabla_{k} J_{i j}+\frac{1}{2} \nabla_{j} J_{i k}\right)+\left(\frac{1}{2} \nabla_{k} J_{i j}-\frac{1}{2} \nabla_{j} J_{i k}\right)\right] \int_{S^{\alpha}} \frac{1}{2}\left(f_{j} X_{k}+f_{k} X_{j}\right) \mathrm{d} S \\
& =-\left(\frac{1}{2} \nabla_{k} J_{i j}+\frac{1}{2} \nabla_{j} J_{i k}\right) \int_{S^{\alpha}} \frac{1}{2}\left(f_{j} X_{k}+f_{k} X_{j}\right) \mathrm{d} S=-K_{i j k} \int_{S^{\alpha}} s_{j k} \mathrm{~d} S=-K_{i j k} S_{j k}^{\alpha}
\end{align*}
$$

where the scalar components have been dropped [Eqn. 5.17] and also note that the double contraction between symmetric and anti-symmetric tensor is zero. The stresslet density $s_{j k}$ is defined as:

$$
\begin{equation*}
s_{j k}=\frac{1}{2}\left(f_{j} X_{k}+f_{k} X_{j}\right) \tag{5.23}
\end{equation*}
$$

and the total stresslet on $\alpha$-th particle is:

$$
\begin{equation*}
S_{j k}^{\alpha}=\int_{S^{\alpha}} s_{j k} \mathrm{~d} S \tag{5.24}
\end{equation*}
$$

and the propagator of stresslet is a third-rank tensor:

$$
\begin{equation*}
K_{i j k}=\frac{1}{2} \nabla_{k} J_{i j}+\frac{1}{2} \nabla_{j} J_{i k} \tag{5.25}
\end{equation*}
$$

Please be aware that we can drop the trace part of $S_{j k}$ relies on the choice of the Green's function. It's valid for the Oseen tensor[Eqn. 5.7] but not always for other
choices. More generally, the stresslet should incorporate the scalar part, i.e.

$$
\begin{equation*}
s_{i j}=\left[\frac{1}{2}\left(f_{i} X_{j}+f_{j} X_{i}\right)-\frac{1}{3} f_{k} X_{k} \delta_{i j}\right] \tag{5.26}
\end{equation*}
$$

5.2.2.4. flow fields. Finally, the multipole expansion of the integral representation[Eqn 5.5 is obtained by adding flows induced by each force moments together:

$$
\begin{equation*}
u_{i}(\mathbf{x}) \approx u_{i}^{\infty}(\mathbf{x})+\frac{1}{8 \pi \mu} \sum_{\alpha=1}^{N}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) F_{j}^{\alpha}+R_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) T_{j}^{\alpha}-K_{i j k}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) S_{j k}^{\alpha}\right] \tag{5.27}
\end{equation*}
$$

As shown in the above equation, the flow field depends linearly on all force density moments, such as force, torque and stresslet, etc. This is the most important feature of the Stokesian Dynamics (SD), which builds upon the linearity of the Stokes' equation. In principle, the multipole expansion procedure can extend to arbitrary orders. For our interests of system, it suffices to retain only up to the linear order since we care most about the force and torque parts.

The Eqn. 5.27 has a truncation error term of $\mathcal{O}\left(a /\left|\mathbf{x}-\mathbf{x}^{\alpha}\right|^{3}\right)$, where $a$ is the radius of particles. For the case of hard spherical particles, it turns out that the multipole expansion terminates quickly and the error term can be further reduced by introducing curvature terms related to the finite size of particles, which are exact for isolated particles $\mathbf{1 2 1} \mathbf{2 8 3}$ :

$$
\begin{align*}
u_{i}(\mathbf{x}) \approx u_{i}^{\infty}(\mathbf{x}) & +\frac{1}{8 \pi \mu} \sum_{\alpha=1}^{N}\left[\left(1+\frac{1}{6} a^{2} \nabla^{2}\right) J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) F_{j}^{\alpha}+R_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) T_{j}^{\alpha}\right.  \tag{5.28}\\
& \left.-\left(1+\frac{1}{10} a^{2} \nabla^{2}\right) K_{i j k}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) S_{j k}^{\alpha}\right]
\end{align*}
$$

It shows that the far-field flow induced by a finite size spherical particle can be represented exactly as a force monopole and degenerate force quadrupole; a torque monopole; a stresslet monopole and degenerate stresslet octupole.

For simplicity, only mono-dispersed suspension ( $a^{\alpha}=a, \quad \alpha=1 \cdots N$ ) will be discussed in this work. And the theoretical framework introduced here can be easily extended to poly-dispersed suspension [313].

### 5.2.3. Faxén laws

If the mechanical quantities acting on each particles $\left(\mathbf{F}^{\alpha}, \mathbf{T}^{\alpha}, \boldsymbol{S}^{\alpha}\right)$ are known, the equation 5.28 enables the calculation of flow fields $\mathbf{u}$ providing the observation point $\mathbf{x}$ is sufficiently far away from every particles. However, we are more interested in calculating the kinetic motions of each particles ( $\mathbf{U}^{\alpha}, \boldsymbol{\Omega}^{\alpha}, \boldsymbol{E}^{\alpha}$ ), where $\mathbf{U}^{\alpha}$ is the translational velocity, $\boldsymbol{\Omega}^{k}$ is the angular velocity and $E^{k}$ is the straining velocity of $\alpha$-th particle. Therefore, those kinetic variables need to be calculated from the flow velocity $\mathbf{u}$.
5.2.3.1. Direct interaction. The simplest situation is the force moments $\left(\mathbf{F}^{\beta}, \mathbf{T}^{\beta}, \boldsymbol{S}^{\beta}\right)$ acting directly on the particle of interest with motions $\left(\mathbf{U}^{\alpha}, \boldsymbol{\Omega}^{\alpha}, \boldsymbol{E}^{\alpha}\right)$, i.e. $\alpha=\beta$. In such scenarios, each particle motion modes (translation, rotation and straining) can be solved analytically by balancing the viscous force moments with external force moments [121, 131], which relates the particle motions with external force moments as:

$$
\begin{align*}
& \mathbf{F}^{\alpha}=6 \pi \mu a\left(\mathbf{U}^{\alpha}-\mathbf{U}^{\infty}\right)  \tag{5.29a}\\
& \mathbf{T}^{\alpha}=8 \pi \mu a^{3}\left(\boldsymbol{\Omega}^{\alpha}-\boldsymbol{\Omega}^{\infty}\right)  \tag{5.29b}\\
& \boldsymbol{S}^{\alpha}=\frac{20}{3} \pi \mu a^{3}\left(\boldsymbol{E}^{\alpha}-\boldsymbol{E}^{\infty}\right) \tag{5.29c}
\end{align*}
$$

where an externally imposed linear background flow is included,

$$
\begin{equation*}
\mathbf{u}^{\infty}(\mathbf{x})=\mathbf{U}^{\infty}+\Omega^{\infty} \times \mathbf{x}+E^{\infty} \cdot \mathbf{x} \tag{5.30}
\end{equation*}
$$

Therefore, the motion of an isolated particle can be obtained directly from the above expressions.
5.2.3.2. Indirect interaction. A more common situation is the ambient flow generated by force moments $\left(\mathbf{F}^{\beta}, \mathbf{T}^{\beta}, \boldsymbol{S}^{\beta}\right)$ acting on $\beta$-th particle affect the motion of $\alpha$-th particle $\left(\mathbf{U}^{\alpha}, \boldsymbol{\Omega}^{\alpha}, \boldsymbol{E}^{\alpha}\right)$, i.e. $\alpha \neq \beta$. The ambient flow field induced by all other particles excluding the $\alpha$-th particle can be written as:

$$
\begin{align*}
u_{i}^{\prime}(\mathbf{x}) & \approx u_{i}^{\infty}(\mathbf{x})+\frac{1}{8 \pi \mu} \sum_{\beta=1, \beta \neq \alpha}^{N}\left[\left(1+\frac{1}{6} a^{2} \nabla^{2}\right) J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) F_{j}^{\beta}+R_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) T_{j}^{\beta}\right.  \tag{5.31}\\
& \left.-\left(1+\frac{1}{10} a^{2} \nabla^{2}\right) K_{i j k}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) S_{j k}^{\beta}\right] \\
& =u_{i}^{\infty}(\mathbf{x})+\frac{1}{8 \pi \mu} \sum_{\beta=1, \beta \neq \alpha}^{N}\left\{\mathcal{F}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] F_{j}^{\beta}+\mathcal{T}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] T_{j}^{\beta}-\mathcal{S}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] S_{j k}^{\beta}\right\}
\end{align*}
$$

where $\mathcal{F}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right], \mathcal{T}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right]$ and $\mathcal{S}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right]$ denote linear functions which describe the far-field response to external forces, torques, stresslets respectively, and are functions of the Oseen tensor [Eqn. 5.7] and its derivatives [Appx. B.1]:

$$
\begin{align*}
& \mathcal{F}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right]=\left(1+\frac{a^{2}}{6} \nabla^{2}\right) J_{i j}(\mathbf{x}-\mathbf{y}), \quad|\mathbf{x}-\mathbf{y}|>2 a  \tag{5.32a}\\
& \mathcal{T}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right]=R_{i j}(\mathbf{x}-\mathbf{y})=\frac{1}{2} \varepsilon_{i k l} \nabla_{k} J_{j l}(\mathbf{x}-\mathbf{y}), \quad|\mathbf{x}-\mathbf{y}|>2 a
\end{align*}
$$

$\mathcal{S}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right]=\left(1+\frac{a^{2}}{10} \nabla^{2}\right) K_{i j k}(\mathbf{x}-\mathbf{y})=\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2}\left(\nabla_{k} J_{i j}+\nabla_{j} J_{i k}\right), \quad|\mathbf{x}-\mathbf{y}|>2 a$
5.2.3.3. the Faxén laws in differential form. If we follow the calculation procedure for a single isolated particle [Eqn. 5.29], we should compute the corresponding stress generated by the ambient flow $\mathbf{u}^{\prime}$ and balance it with the viscous stress to determine the particle motions. Fortunately, the so-called Faxén laws provide elegant shortcuts to the results. By leveraging the Lorentz Reciprocal Theorem (LRT) [Sec. 5.2.4.1, resulting kinetic motions of $\alpha$-th particle due to the ambient flow $\mathbf{u}^{\prime}$ induced by other particles $(\beta \neq \alpha)$ can be written as 121:

$$
\left\{\begin{array}{l}
U_{i}^{\alpha}-U_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=\mathcal{F}\left[u_{i}^{\prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]=\left(1+\frac{a^{2}}{6} \nabla^{2}\right) u_{i}^{\prime}\left(\mathbf{x}^{\alpha}\right)  \tag{5.33}\\
\Omega_{i}^{\alpha}-\Omega_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=\mathcal{T}\left[u_{i}^{\prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]=\frac{1}{2} \varepsilon_{i j k} \nabla_{j} u_{k}^{\prime}\left(\mathbf{x}^{\alpha}\right) \\
E_{i j}^{\alpha}-E_{i j}^{\infty}\left(\mathbf{x}^{\alpha}\right)=\mathcal{S}\left[u_{i}^{\prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]=\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{j} u_{i}^{\prime}\left(\mathbf{x}^{\alpha}\right)+\nabla_{i} u_{j}^{\prime}\left(\mathbf{x}^{\alpha}\right)\right]
\end{array}\right.
$$

where $\mathcal{F}\left[u_{i}^{\prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right], \mathcal{T}\left[u_{i}^{\prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]$ and $\mathcal{S}\left[u_{i}^{\prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]$ are the same linear functions used in Eqn. 5.31 but applied to the ambient flow $\mathbf{u}^{\prime}(\mathbf{x})$ and evaluated at the position of $\alpha$-th particle $\mathbf{x}^{\alpha}$ instead. As $\mathcal{F}[\cdot], \mathcal{T}[\cdot]$ and $\mathcal{S}[\cdot]$ are linear differential operators, the above relations[Eqn. 5.33] is referred as the Faxén laws in differential form.

### 5.2.4. Far-field mobility tensors

Next, the kinetic motions of particles are readily available by substituting the ambient flow[Eqn. 5.31 into the Faxén laws[Eqn. 5.33. As all operators involved are linear due
to the linearity of Stokes' equation, the relation connecting kinetic motions ( $\mathbf{U}^{\alpha}, \boldsymbol{\Omega}^{\alpha}, \boldsymbol{E}^{\alpha}$ ) and force moments $\left(\mathbf{F}^{\alpha}, \mathbf{T}^{\alpha}, \boldsymbol{S}^{\alpha}\right)$ can be written in a matrix form:

$$
\left(\begin{array}{l}
\mathbf{U}^{\alpha}-\mathbf{U}^{\infty}  \tag{5.34}\\
\Omega^{\alpha}-\Omega^{\infty} \\
E^{\alpha}-E^{\infty}
\end{array}\right)=\mathcal{M}_{\infty}\left(\begin{array}{l}
\mathbf{F}^{\alpha} \\
\mathbf{T}^{\alpha} \\
\mathbf{S}^{\alpha}
\end{array}\right)
$$

where $\mathcal{M}_{\infty}$ is the far-field grand mobility tensor as it's essentially based on the far-field multipole expansion. In the above expression, only quantities of $\alpha$-th particle are explicitly written insides the parentheses for compactness, which actually denotes quantities of every particles all stacked together into a single vector. To be clear, the grand mobility tensor can be decomposed into a block-wise form:

$$
\mathcal{M}_{\infty}=\left(\begin{array}{ccc}
M_{U F}^{\infty} & M_{U T}^{\infty} & M_{U S}^{\infty}  \tag{5.35}\\
M_{\Omega F}^{\infty} & M_{\Omega T}^{\infty} & M_{\Omega S}^{\infty} \\
M_{E F}^{\infty} & M_{E T}^{\infty} & E_{E S}^{\infty}
\end{array}\right)
$$

where $\boldsymbol{M}_{X Y}^{\infty}$ denotes the far-field mobility tensor connecting the kinetic motion $X$ ( $X=$ $U, \Omega$ or $E)$ resulted from the force moment $Y(Y=F, T$ or $S)$ between $N$ particles. For
the mobility tensors between two different particles $(\alpha \neq \beta)$,

$$
\begin{align*}
& \boldsymbol{M}_{U F}^{\alpha \beta}=\left(M_{U F}{ }^{\alpha \beta}{ }_{i j}\right)=\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right)\left(1+\frac{a^{2}}{6} \nabla^{2}\right) J_{i j}\left(\mathbf{x}^{\alpha}-\mathrm{x}^{\beta}\right)  \tag{5.36a}\\
& \boldsymbol{M}_{U T}^{\alpha \beta}=\left(M_{U T}{ }^{\alpha \beta}{ }_{i j}\right)= \frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) R_{i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{5.36b}\\
& \boldsymbol{M}_{U S}^{\alpha \beta}=\left(M_{U S}{ }^{\alpha \beta}{ }_{i j k}\right)=-\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right)\left(1+\frac{a^{2}}{10} \nabla^{2}\right) K_{i j k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{5.36c}\\
& \boldsymbol{M}_{\Omega T}^{\alpha \beta}=\left(M_{\Omega T}{ }^{\alpha \beta}{ }_{i j}\right)= \frac{1}{8 \pi \mu} \frac{1}{2} \varepsilon_{i k l} \nabla_{k} R_{l j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{5.36d}\\
& \boldsymbol{M}_{\Omega S}^{\alpha \beta}=\left(M_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}\right)=-\frac{1}{8 \pi \mu} \frac{1}{2} \varepsilon_{i l m} \nabla_{l}\left(1+\frac{a^{2}}{10} \nabla^{2}\right) K_{m j k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{5.36e}\\
& \boldsymbol{M}_{E S}^{\alpha \beta}=\left(M_{E S}{ }^{\alpha \beta}{ }_{i j k l}\right)=-\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right)\left(1+\frac{a^{2}}{10} \nabla^{2}\right)  \tag{5.36f}\\
& \frac{1}{2}\left[\nabla_{j} K_{i k l}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{i} K_{j k l}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right]
\end{align*}
$$

and for the mobility tensors of each particles themselves $(\alpha=\beta)$,

$$
\begin{align*}
& \boldsymbol{M}_{U F}^{\alpha \alpha}=\left(M_{U F}{ }^{\alpha \alpha}{ }_{i j}\right)=\frac{1}{6 \pi \mu a} \delta_{i j}  \tag{5.37a}\\
& \boldsymbol{M}_{U T}^{\alpha \alpha}=\left(M_{U T}{ }^{\alpha \alpha}{ }_{i j}\right)=0  \tag{5.37b}\\
& \boldsymbol{M}_{U S}^{\alpha \alpha}=\left(M_{U S}{ }^{\alpha \alpha}{ }_{i j}\right)=0  \tag{5.37c}\\
& \boldsymbol{M}_{\Omega T}^{\alpha \alpha}=\left(M_{\Omega T}{ }^{\alpha \alpha}{ }_{i j}\right)=\frac{1}{8 \pi \mu a^{3}} \delta_{i j}  \tag{5.37d}\\
& \boldsymbol{M}_{\Omega S}^{\alpha \alpha}=\left(M_{\Omega S}{ }^{\alpha \alpha}{ }_{i j}\right)=0  \tag{5.37e}\\
& \boldsymbol{M}_{E S}^{\alpha \alpha}=\left(M_{E S}{ }^{\alpha \alpha}{ }_{i j k l}\right)=\frac{3}{20 \pi \mu a^{3}} \delta_{i j k l} \tag{5.37f}
\end{align*}
$$

where superscripts $\alpha$ and $\beta$ denote the mobility tensor is between $\alpha$-th and $\beta$-th particle, subscripts $i, j, k, l$ indicate the Cartesian components of each tensors and $\delta_{i j k l}$ is the fourthrank deviatoric traceless unit tensor:

$$
\begin{equation*}
\delta_{i j k l}=\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}-\frac{2}{3} \delta_{i j} \delta_{k l}\right) \tag{5.38}
\end{equation*}
$$

Note that the Oseen tensor is biharmonic, i.e. $\nabla^{4} J_{i j}(\mathbf{r})=0$ [Appx. B.1.1], which enables further simplification of mobility tensors. The explicit expressions of all far-field mobility tensors can be found at Appx. B.4.2.

Only the upper half of the grand mobility tensor [Eqn. 5.35] need to be computed because of the symmetry relations between mobility tensors. Actually, the so-called Lorentz Reciprocal Theorem (LRT) imposes constraints on symmetries of mobility tensors.
5.2.4.1. Lorentz reciprocal theorem. Suppose that $\left(\mathbf{u}^{(1)}, \boldsymbol{\sigma}^{(1)}\right)$ and $\left(\mathbf{u}^{(2)}, \boldsymbol{\sigma}^{(2)}\right)$ are two different solutions of the Stokes' equation with the same geometry but subjected to different boundary conditions. The Lorentz Reciprocal Theorem states that:
$\oint_{S} \mathbf{u}^{(1)} \cdot\left(\boldsymbol{\sigma}^{(2)} \cdot \hat{\mathbf{n}}\right) \mathrm{d} S-\int_{V} \mathbf{u}^{(1)} \cdot\left(\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}^{(2)}\right) \mathrm{d} V=\oint_{S} \mathbf{u}^{(2)} \cdot\left(\boldsymbol{\sigma}^{(1)} \cdot \hat{\mathbf{n}}\right) \mathrm{d} S-\int_{V} \mathbf{u}^{(2)} \cdot\left(\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}^{(1)}\right) \mathrm{d} V$

In the absence of the external forces $(\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}=0)$, it reduces as:

$$
\begin{equation*}
\oint_{S} \mathbf{u}^{(1)} \cdot\left(\boldsymbol{\sigma}^{(2)} \cdot \hat{\mathbf{n}}\right) \mathrm{d} S=\oint_{S} \mathbf{u}^{(2)} \cdot\left(\boldsymbol{\sigma}^{(1)} \cdot \hat{\mathbf{n}}\right) \mathrm{d} S \tag{5.40}
\end{equation*}
$$

The proof of Lorentz Reciprocal Theorem can be found in many microhydrodynamic books $121,131,145$. Here, the proof will be repeated to emphasize its assumptions
during the derivations. By applying the divergence theorem, it's equivalent to prove that

$$
\begin{equation*}
\nabla_{i}\left(u_{j}^{(1)} \sigma_{i j}^{(2)}\right)-u_{i}^{(1)} \nabla_{j} \sigma_{i j}^{(2)}=\nabla_{i}\left(u_{j}^{(2)} \sigma_{i j}^{(1)}\right)-u_{i}^{(2)} \nabla_{j} \sigma_{i j}^{(1)} \tag{5.41}
\end{equation*}
$$

Note that

$$
\begin{align*}
& \sigma_{i j}^{(2)} \nabla_{j} u_{i}^{(1)}=\nabla_{j}\left(\sigma_{i j}^{(2)} u_{i}^{(1)}\right)-u_{i}^{(1)} \nabla_{j} \sigma_{i j}^{(2)}=\nabla_{i}\left(u_{j}^{(1)} \sigma_{i j}^{(2)}\right)-u_{i}^{(1)} \nabla_{j} \sigma_{i j}^{(2)}  \tag{5.42a}\\
& \sigma_{i j}^{(1)} \nabla_{j} u_{i}^{(2)}=\nabla_{j}\left(\sigma_{i j}^{(1)} u_{i}^{(2)}\right)-u_{i}^{(2)} \nabla_{j} \sigma_{i j}^{(1)}=\nabla_{i}\left(u_{j}^{(2)} \sigma_{i j}^{(1)}\right)-u_{i}^{(2)} \nabla_{j} \sigma_{i j}^{(1)} \tag{5.42b}
\end{align*}
$$

where stress tensors are symmetric $\left(\sigma_{i j}^{(1)}=\sigma_{j i}^{(1)}\right.$ and $\left.\sigma_{i j}^{(2)}=\sigma_{j i}^{(2)}\right)$ as long as there is no external angular momentum in the system [see Sec. 4.57]. For a general linear constitutive relation of Newtonian liquid, the relation between stress tensor and strain tensor can be written as

$$
\begin{equation*}
\sigma_{i j}^{(1)}=\mu_{i j k l} \nabla_{l} u_{k}^{(1)}, \quad \sigma_{i j}^{(2)}=\mu_{i j k l} \nabla_{l} u_{k}^{(2)} \tag{5.43}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\sigma_{i j}^{(2)} \nabla_{j} u_{i}^{(1)}=\mu_{i j k l} \nabla_{l} u_{k}^{(2)} \nabla_{j} u_{i}^{(1)}, \quad \sigma_{i j}^{(1)} \nabla_{j} u_{i}^{(2)}=\mu_{i j k l} \nabla_{l} u_{k}^{(1)} \nabla_{j} u_{i}^{(2)} \tag{5.44}
\end{equation*}
$$

For the LRT to hold everywhere $\left(\sigma_{i j}^{(2)} \nabla_{j} u_{i}^{(1)}=\sigma_{i j}^{(1)} \nabla_{j} u_{i}^{(2)}\right)$, it requires that

$$
\begin{equation*}
\mu_{i j k l}=\mu_{k l i j} \tag{5.45}
\end{equation*}
$$

The viscosity tensor must be invariant under the exchange of index pairs ( $i j \leftrightarrow k l$ ), which corresponds to the time reversal symmetry [see Sec. 6.3.1 and 6.3.6.1 for more discussions].
5.2.4.2. symmetry relations. There are many symmetry relations of mobility tensors constrained by symmetry properties of system. These symmetry relations will come in handy to speed up numeric implementations by skipping redundant computations. For a complete set of symmetry relations, please refer to Appx. B.4.4.

Every symmetry property of system should be reflected in the derived mathematical expressions of mobility tensors [Eqn. 5.36]. There are symmetry relations of component indices $(i, j, k, l)$ [Appx. B.4.4.1] and particle indices $(\alpha, \beta)$ [Appx. B.4.4.2, which reflects the space symmetry and the parity symmetry of system, respectively. These symmetry relations should be easy to identify and are provided without proof. Besides, there are also symmetry relations constrained by the Lorentz Reciprocal Theorem [Appx. B.4.4.3, which reflects the time reversal symmetry of system. These symmetry relations are provided with its brief proofs. Finally, there are also three symmetry relations can be derived by the definition of the Faxén laws [Appx. B.4.4.4]. These three relations are actually redundant and can be derived from previous three sets of symmetry relations. It serves as a consistency check and also a convenient reference.

Now it should be clear that the grand mobility tensor $\mathcal{M}_{\infty}$ [Eqn. 5.35 is "symmetric" and only the upper (or lower) half of the matrix needs to be computed as

$$
\begin{equation*}
M_{\Omega F}{ }^{\alpha \beta}{ }_{i j}=M_{U T}{ }^{\alpha \beta}{ }_{i j}, \quad M_{E F}{ }^{\alpha \beta}{ }_{i j k}=-M_{U S}{ }^{\alpha \beta}{ }_{k i j}, \quad M_{E T}{ }^{\alpha \beta}{ }_{i j k}=M_{\Omega S}{ }^{\alpha \beta}{ }_{k i j} \tag{5.46}
\end{equation*}
$$

5.2.4.3. positive definiteness. Physically, any valid construction of the grand mobility tensor must ensure the energy dissipation is always positive, i.e.

$$
\begin{equation*}
\mathcal{P}=\mathbf{F}^{T} \mathbf{U}=\mathbf{F}^{T} \mathcal{M} \mathbf{F}>0, \quad \forall \mathbf{F} \neq \mathbf{0} \tag{5.47}
\end{equation*}
$$

Mathematically, the above expression is a quadratic form and it is equivalent to say that the grand mobility tensor $\mathcal{M}$ is positive definite.

### 5.2.5. Near-field resistance tensors - lubrication theory

So far, the far-field mobility tensors $\mathcal{M}_{\infty}$ enable the computation of particle motions as long as the average distance between particles are sufficiently larger than the particle radius $\left(\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \gg 2 a\right)$. This corresponds to the scenario of dilute suspension. However, for the case of dense suspension, particles are commonly close to each other or nearly in contact $\left(\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \sim 2 a\right)$. The original multipole expansion based calculation[Eqn. 5.11 converges slowly in such conditions and requires an in-practically large number of higher order moments to obtain sufficient accuracy. In order to overcome these difficulties in the short range, methods based on analytic solutions and asymptotic analysis are developed $[\mathbf{3 1 3} \sqrt[316]{ }]$ to calculate the short range hydrodynamic interactions (or lubrication interactions) between two particles accurately and efficiently.

If only two-body interactions are considered for the near-field hydrodynamic interactions, the near-field hydrodynamic interactions are pairwise additive and can be similarly
expressed in a matrix form:

$$
\left(\begin{array}{c}
\mathrm{F}^{\alpha}  \tag{5.48}\\
\mathrm{T}^{\alpha} \\
\mathbf{S}^{\alpha}
\end{array}\right)=\mathcal{R}_{\delta}\left(\begin{array}{c}
\mathrm{U}^{\alpha}-\mathrm{U}^{\infty} \\
\Omega^{\alpha}-\Omega^{\infty} \\
E-E^{\infty}
\end{array}\right)
$$

where is $\mathcal{R}_{\delta}$ the near-field grand resistance tensor, which takes into account of the lubrication interactions for two closely spaced spherical particles and is constructed by summing the resistance tensors between all particle pairs within a cutoff distance $d^{c}$ :

$$
\begin{equation*}
\mathcal{R}_{\delta}=\sum_{(\alpha, \beta):\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|<d^{c}}\left(\mathcal{R}_{\delta}^{\alpha \beta}\right) \tag{5.49}
\end{equation*}
$$

where $\mathcal{R}_{\delta}^{\alpha \beta}$ is the resistance tensor between $\alpha$-th particle and $\beta$-th particle. And, the full resistance tensor $\mathcal{R}_{\delta}$ can be written in a block-wise form:

$$
\mathcal{R}_{\delta}=\left(\begin{array}{lll}
\boldsymbol{R}_{F U}^{\delta} & \boldsymbol{R}_{F \Omega}^{\delta} & \boldsymbol{R}_{F E}^{\delta}  \tag{5.50}\\
\boldsymbol{R}_{T U}^{\delta} & \boldsymbol{R}_{T \Omega}^{\delta} & \boldsymbol{R}_{T E}^{\delta} \\
\boldsymbol{R}_{S U}^{\delta} & \boldsymbol{R}_{S \Omega}^{\delta} & \boldsymbol{R}_{S E}^{\delta}
\end{array}\right)
$$

where $\boldsymbol{R}_{Y X}$ denotes the near-field resistance tensor connecting the force moment Y ( $Y=$ $F, T$ or $S$ ) due to the kinetic motion $\mathrm{X}(X=U, \Omega$ or $E)$ between $N$ particles. Each of
these resistance tensors between $\alpha$-th particle and $\beta$-th particle are:

$$
\begin{align*}
& \boldsymbol{R}_{F U}^{\alpha \beta}=\left(R_{F U}{ }^{\alpha \beta}{ }_{i j}\right)=\mathrm{X}_{F U}^{\gamma} L_{i j}^{1}+\mathrm{Y}_{F U}^{\gamma} L_{i j}^{2}  \tag{5.51a}\\
& \boldsymbol{R}_{T U}^{\alpha \beta}=\left(R_{T U}{ }^{\alpha \beta}{ }_{i j}\right)=\mathrm{Y}_{T U}^{\gamma} L_{i j}^{3}  \tag{5.51b}\\
& \boldsymbol{R}_{S U}^{\alpha \beta}=\left(R_{S U}{ }^{\alpha \beta}{ }_{i j k}\right)=\mathrm{X}_{S U}^{\gamma} L_{i j k}^{4}+\mathrm{Y}_{S U}^{\gamma} L_{i j k}^{5}  \tag{5.51c}\\
& \boldsymbol{R}_{T \Omega}^{\alpha \beta}=\left(R_{T \Omega}{ }^{\alpha \beta}{ }_{i j}\right)=\mathrm{X}_{T \Omega}^{\gamma} L_{i j}^{1}+\mathrm{Y}_{T \Omega}^{\gamma} L_{i j}^{2}  \tag{5.51d}\\
& \boldsymbol{R}_{S \Omega}^{\alpha \beta}=\left(R_{S \Omega}{ }^{\alpha \beta}{ }_{i j k}\right)=\mathrm{Y}_{S \Omega}^{\gamma} L_{i j k}^{6}  \tag{5.51e}\\
& \boldsymbol{R}_{S E}^{\alpha \beta}=\left(R_{S E}{ }^{\alpha \beta}{ }_{i j k l}\right)=\mathrm{X}_{S E}^{\gamma} L_{i j k l}^{7}+\mathrm{Y}_{S E}^{\gamma} L_{i j k l}^{8}+\mathrm{Z}_{S E}^{\gamma} L_{i j k l}^{9} \tag{5.51f}
\end{align*}
$$

where $\mathbf{X}_{Y X}^{\gamma}\left(\left|\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}\right|\right), \mathrm{Y}_{Y X}^{\gamma}\left(\left|\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}\right|\right)$ and $\mathbf{Z}_{Y X}^{\gamma}\left(\left|\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}\right|\right)(Y=F, T$ or $S$ and $X=$ $U, \Omega$ or $E$ ) are scalar resistance functions of the resistance tensor $\boldsymbol{R}_{Y X}^{\alpha \beta}$, which only depend on the relative distance between $\alpha$-th particle and $\beta$-th particle (also the particle size ratio if particles are not equal sized). The superscript $\gamma$ is a parameter used for distinguishing self and mutual cases, which is defined as:

$$
\gamma= \begin{cases}1 & \alpha=\beta  \tag{5.52}\\ 2 & \alpha \neq \beta\end{cases}
$$

and $\boldsymbol{L}^{i}, i=1,2, \cdots, 9$ are unit displacement tensors representing each independent relative motion modes between two particles (for example, $\boldsymbol{L}^{1}, \boldsymbol{L}^{2}$ and $\boldsymbol{L}^{3}$ correspond to squeezing,
shearing and vortical motion respectively):

$$
\begin{align*}
L_{i j}^{1} & =\hat{r}_{i} \hat{r}_{j}  \tag{5.53a}\\
L_{i j}^{2} & =\delta_{i j}-\hat{r}_{i} \hat{r}_{j}  \tag{5.53b}\\
L_{i j}^{3} & =\varepsilon_{i j k} \hat{r}_{k}  \tag{5.53c}\\
L_{i j k}^{4} & =\left(\hat{r}_{i} \hat{r}_{j}-\frac{1}{3} \delta_{i j}\right) \hat{r}_{k}  \tag{5.53d}\\
L_{i j k}^{5} & =\hat{r}_{i} \delta_{j k}+\hat{r}_{j} \delta_{i k}-2 \hat{r}_{i} \hat{r}_{j} \hat{r}_{k}  \tag{5.53e}\\
L_{i j k}^{6} & =\varepsilon_{i k l} \hat{r}_{l} \hat{r}_{j}+\varepsilon_{j k l} \hat{r}_{l} \hat{r}_{i}  \tag{5.53f}\\
L_{i j k l}^{7} & =\frac{3}{2}\left(\hat{r}_{i} \hat{r}_{j}-\frac{1}{3} \delta_{i j}\right)\left(\hat{r}_{k} \hat{r}_{l}-\frac{1}{3} \delta_{k l}\right)  \tag{5.53g}\\
L_{i j k l}^{8} & =\frac{1}{2}\left(\hat{r}_{i} \delta_{j l} \hat{r}_{k}+\hat{r}_{j} \delta_{i l} \hat{r}_{k}+\hat{r}_{i} \delta_{j k} \hat{r}_{l}+\hat{r}_{j} \delta_{i k} \hat{r}_{l}-4 \hat{r}_{i} \hat{r}_{j} \hat{r}_{k} \hat{r}_{l}\right)  \tag{5.53h}\\
L_{i j k l}^{9} & =\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{j k} \delta_{i l}-\delta_{i j} \delta_{k l}+\hat{r}_{i} \hat{r}_{j} \delta_{k l}+\delta_{i j} \hat{r}_{k} \hat{r}_{l}\right.  \tag{5.53i}\\
& \left.-\hat{r}_{i} \delta_{j l} \hat{r}_{k}-\hat{r}_{j} \delta_{i l} \hat{r}_{k}-\hat{r}_{i} \delta_{j k} \hat{r}_{l}-\hat{r}_{j} \delta_{i k} \hat{r}_{l}+\hat{r}_{i} \hat{r}_{j} \hat{r}_{k} \hat{r}_{l}\right)
\end{align*}
$$

where $\hat{r}_{i}$ is the i-th component of the unit direction vector $\hat{\mathbf{r}}=\left(\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}\right) /\left|\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}\right|$.
Therefore, the key of the lubrication interactions is to determine those scalar resistance functions $X_{Y X}^{\gamma}\left(\left|\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}\right|\right), Y_{Y X}^{\gamma}\left(\left|\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}\right|\right)$ and $Z_{Y X}^{\gamma}\left(\left|\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}\right|\right)$. If we can find explicit expressions of those scalar resistance functions, the near-field resistance tensors can be similarly computed just like the far-field mobility tensors. Unfortunately, it turns out that it's rather difficult to find explicit expressions of those scalar resistance functions work well for a wide range of particle separation. For example, asymptotic expressions of each scalar resistance functions $\mathbf{1 2 1}, \mathbf{3 1 7}$ are derived when the gap distance between two
particles $\delta$ is very small. By using the Lamb's solution of Stokes' equation and the Method of Reflections [316], numeric values of each scalar resistance functions can be numerically evaluated. The multipole expansion can also be utilized to evaluate those scalar resistance functions providing sufficient higher order terms 314, 318]. Each of those methods have their own applicable range of separation distance. A convenient practice is to numerically evaluate those scalar resistance functions using different methods at various separation distance and get the full range of numeric values by interpretation [313, 319]. As shown in figure 5.1, values of scalar resistance functions (for simplicity, only $\mathrm{X}_{F U}^{\gamma}, \mathrm{Y}_{F U}^{\gamma}, \mathrm{Y}_{T U}^{\gamma}, \mathrm{X}_{T \Omega}^{\gamma}$ and $\mathrm{Y}_{T \Omega}^{\gamma}$ are shown) can be obtain via interpretation at any particular particle separation distance, which in turn can be used for constructing the near-field resistance tensors [Eqn. 5.50 .

### 5.2.6. Near-field mobility tensors - RPY approximation

From a physic point of view, when the gap distance $\delta$ between two particles is in nanometer scale, additional effects other than pure hydrodynamic interactions may become more important, such as the frictional contacts $\mathbf{3 2 0}-\mathbf{3 2 3}$. The lubrication interactions derived for an ideally smooth spherical particle may not be able to describe short range behaviors in systems such as a dense suspension.

From a simulation point of view, as two particles are closely separated or even in contact, the diverging nature of lubrication interactions $(1 / \delta$ for squeezing motion and $\log (\delta)$ for shearing motion) [Fig. 5.1] generally create an ill-conditioned near-field resistance matrix, which deteriorate the convergence of iterative solvers. Direct solvers can be used to invert the ill-conditioned matrix but it's generally costly unless specifically optimized


Figure 5.1. Plots of scalar resistance functions of resistance tensors $\boldsymbol{R}_{F U}$, $\boldsymbol{R}_{T U}$ and $\boldsymbol{R}_{T \Omega}$ evaluated by different methods with respect to scaled separation distance $\delta=r-2=\left|\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}\right| / a-2$. The x -axis is shown in logarithmic scale. The first and second row of subplots correspond to the case $\gamma=1$ and $\gamma=2$ respectively. The blue dots are the asymptotic values given by $\mathbf{3 1 7}$ ]; the orange dots are the numeric values derived by the Lamb's solution and the Method of Reflections [316]; the green dots are the numeric values derived by the multipole expansion $[\mathbf{3 1 4}, \mathbf{3 1 8}]$. The red dash line indicates a linear interpretation of all three method over the whole tabulated range $\lceil\mathbf{3 1 3}, \mathbf{3 1 9}$. The purple dots correspond to the far-field values by directly inverting the far-field mobility tensors[Eqn. 5.35, which matches with near-field values smoothly at large distance.
with special properties of the ill-conditioned matrix [see Sec. 5.3.6]. It's intuitive to prevent two particles from overlapping by introducing a strong repulsion between particles. However, a strong short-range repulsion severely limits the maximum time step of the simulation $\mathbf{3 2 4}$, especially for the dense suspension, which limits the access to the long time behaviors like diffusion, sedimentation, etc.

Therefore, although the near-field hydrodynamic interactions can be in principle computed accurately from lubrication theory [Sec. 5.2.5], it's practically more convenient to simply regularize the interactions between overlapping particles, especially when the
near-field interactions are not important in the system. Such regularized interactions can be systematically derived based on the Rotne-Prager-Yamakawa RPY approximation 278, 300, 325 shown below.
5.2.6.1. ambient flow - integral form. As shown in equation 5.31, the ambient flow induced by other particles at large distance $\left(\left|\mathbf{x}-\mathbf{x}^{\beta}\right| \gg 2 a\right)$ excluding the $\alpha$-th itself can be written as:
$u_{i}^{\prime}(\mathbf{x})-u_{i}^{\infty}(\mathbf{x}) \approx$
$\frac{1}{8 \pi \mu} \sum_{\beta=1, \beta \neq \alpha}^{N}\left\{\mathcal{F}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] F_{j}^{\beta}+\mathcal{T}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] T_{j}^{\beta}-\mathcal{S}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] S_{j k}^{\beta}\right\},\left|\mathbf{x}-\mathbf{x}^{\beta}\right| \gg 2 a$
where the functional forms of $\mathcal{F}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right], \mathcal{T}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right]$ and $\mathcal{S}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right]$ are given in equation 5.32, which are expressed in differential forms and only valid at large distance. However, keep in mind that the multipole expansion actually treat each particle as a point particle with each order of moments acting on it. To consider the interactions between two closely separated particles of finite size, the most naive approximation is to simply assume each force moments uniformly distributed on the particle surface, i.e.

$$
\begin{equation*}
u_{i}^{\prime}(\mathbf{x})-u_{i}^{\infty}(\mathbf{x}) \approx \frac{1}{8 \pi \mu} \sum_{\beta=1, \beta \neq \alpha}^{N} \oint_{S^{\beta}} J_{i j}(\mathbf{x}-\mathbf{y})\left[\frac{F_{j}^{\beta}}{4 \pi a^{2}}+\frac{3}{8 \pi a^{3}} \epsilon_{j k l} T_{k}^{\beta} n_{l} \mathrm{~d} S+\frac{3}{4 \pi a^{3}} S_{j k}^{\beta} n_{k}\right] \mathrm{d} S \tag{5.54}
\end{equation*}
$$

We can prove that the far-field expansion of the above integral expression of ambient flow matches with the differential form shown in equation 5.31 [see Appx. B.3.1]. Therefore, the integral forms of $\mathcal{F}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right], \mathcal{T}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right]$ and $\mathcal{S}\left[J_{i j}(\mathbf{x}-\mathbf{y})\right]$ can be defined
as:

$$
\begin{align*}
& \mathcal{F}\left[J_{i j}(\mathbf{x}-\mathbf{y}) ; S\right]=\frac{1}{4 \pi a^{2}} \oint_{S} \widetilde{J}_{i j}(\mathbf{x}-\mathbf{y}) \mathrm{d} S(\mathbf{y})  \tag{5.55a}\\
& \mathcal{T}\left[J_{i j}(\mathbf{x}-\mathbf{y}) ; S\right]=\frac{3}{8 \pi a^{3}} \oint_{S} \widetilde{R}_{i j}(\mathbf{x}-\mathbf{y}) \mathrm{d} S(\mathbf{y})  \tag{5.55b}\\
& \mathcal{S}\left[J_{i j}(\mathbf{x}-\mathbf{y}) ; S\right]=\frac{3}{4 \pi a^{3}} \oint_{S} \widetilde{K}_{i j k}(\mathbf{x}-\mathbf{y}) \mathrm{d} S(\mathbf{y}) \tag{5.55c}
\end{align*}
$$

where the integral is evaluated at the surface $S$ and propagators of each force moments are redefined as:

$$
\begin{align*}
\widetilde{J}_{i j}(\mathbf{x}-\mathbf{y}) & =J_{i j}(\mathbf{x}-\mathbf{y})  \tag{5.56a}\\
\widetilde{R}_{i j}(\mathbf{x}-\mathbf{y}) & =J_{i k}(\mathbf{x}-\mathbf{y}) \varepsilon_{k j l} n_{l}  \tag{5.56b}\\
\widetilde{K}_{i j k}(\mathbf{x}-\mathbf{y}) & =\frac{1}{2}\left[J_{i j}(\mathbf{x}-\mathbf{y}) n_{k}+J_{i k}(\mathbf{x}-\mathbf{y}) n_{j}\right] \tag{5.56c}
\end{align*}
$$

Although the assumption of uniform distribution of force moments might be too strong for general geometry of particles, it works nicely for spherical particles as there is no reason for force moments to deviate from uniform distribution due to the spherical symmetry. Therefore, we obtain the expression of ambient flow in integral form, which works even for closely touching particles:
$u_{i}^{\prime}(\mathbf{x})-u_{i}^{\infty}(\mathbf{x}) \approx \frac{1}{8 \pi \mu} \sum_{\beta=1, \beta \neq \alpha}^{N}\left\{\mathcal{F}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] F_{j}^{\beta}+\mathcal{T}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] T_{j}^{\beta}+\mathcal{S}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] S_{j k}^{\beta}\right\}$

Particularly, it can be shown that [see Appx. B.2.1]:

$$
M_{i j}^{F}(\mathbf{x})=\frac{1}{8 \pi \mu} \mathcal{F}\left[J_{i j}(\mathbf{x}-\mathbf{y}) ; S^{\beta}\right]= \begin{cases}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) \frac{J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)}{8 \pi \mu} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a  \tag{5.58a}\\ \frac{1}{6 \pi \mu a} \delta_{i j} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

$$
M_{i j}^{T}(\mathbf{x})=\frac{1}{8 \pi \mu} \mathcal{T}\left[J_{i j}(\mathbf{x}-\mathbf{y}) ; S^{\beta}\right]= \begin{cases}\frac{R_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)}{8 \pi \mu} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a  \tag{5.58b}\\ \frac{1}{8 \pi \mu a^{3}} \varepsilon_{i j k}\left(x_{k}-x_{k}^{\beta}\right) & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

$$
M_{i j k}^{S}(\mathbf{x})=\frac{1}{8 \pi \mu} \mathcal{S}\left[J_{i j}(\mathbf{x}-\mathbf{y}) ; S^{\beta}\right]= \begin{cases}-\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{K_{i j k}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)}{8 \pi \mu} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a  \tag{5.58c}\\ \frac{1}{\frac{20}{3} \pi \mu a^{3}}\left(x_{l}-x_{l}^{\beta}\right) \delta_{l i j k} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

5.2.6.2. the Faxén Laws in integral form. Similarly to previous derivations of the Faxén Laws in differential form [Sec. 5.2.3], the same argument still holds with all linear functions $\mathcal{F}[\cdot], \mathcal{T}[\cdot]$ and $\mathcal{S}[\cdot]$ replaced with its integral forms [Eqn. 5.55], i.e.

$$
\left\{\begin{array}{l}
U_{i}^{\alpha}-U_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=\mathcal{F}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]=\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} u_{i}^{\prime}(\mathbf{x}) \mathrm{d} S^{\alpha}(\mathbf{x})  \tag{5.59}\\
\Omega_{i}^{\alpha}-\Omega_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=\mathcal{T}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]=\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i j k} n_{j} u_{k}^{\prime}(\mathbf{x}) \mathrm{d} S^{\alpha}(\mathbf{x}) \\
E_{i j}^{\alpha}-E_{i j}^{\infty}\left(\mathbf{x}^{\alpha}\right)=\mathcal{S}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]=\frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[u_{i}^{\prime}(\mathbf{x}) n_{j}+u_{j}^{\prime}(\mathbf{x}) n_{i}\right] \mathrm{d} S^{\alpha}(\mathbf{x})
\end{array}\right.
$$

where $\mathcal{F}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right], \mathcal{T}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]$ and $\mathcal{S}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]$ are the same linear functions used in Eqn. 5.57 but applied to the ambient flow $\mathbf{u}^{\prime}(\mathbf{x})$ and evaluated at the surface of $\alpha$-th
particle $S^{\alpha}$ instead. As $\mathcal{F}[\cdot], \mathcal{T}[\cdot]$ and $\mathcal{S}[\cdot]$ are linear integral operators, the above relations [Eqn. 5.59 is referred as the Faxén laws in integral form.
5.2.6.3. near-field mobility tensors. Then, plugging the expression of ambient flow [Eqn. 5.57] into the Faxén laws in integral form [Eqn. 5.59], the mobility tensors [Eqn. 5.36 can be similarly defined in its integral form $(\alpha \neq \beta)$ :

$$
\begin{align*}
& \boldsymbol{M}_{U F}^{\alpha \beta}=\left(M_{U F}{ }^{\alpha \beta}{ }_{i j}\right)=\frac{1}{8 \pi \mu} \frac{1}{\left(4 \pi a^{2}\right)^{2}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{J}_{i j}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{5.60a}\\
& \boldsymbol{M}_{U T}^{\alpha \beta}=\left(M_{U T}{ }^{\alpha \beta}{ }_{i j}\right)=\frac{1}{8 \pi \mu} \frac{1}{4 \pi a^{2}} \frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{R}_{i j}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{5.60b}\\
& \boldsymbol{M}_{U S}^{\alpha \beta}=\left(M_{U S}{ }^{\alpha \beta}{ }_{i j k}\right)=\frac{1}{8 \pi \mu} \frac{1}{4 \pi a^{2}} \frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{K}_{i j k}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{5.60c}\\
& \boldsymbol{M}_{\Omega T}^{\alpha \beta}=\left(M_{\Omega T}{ }^{\alpha \beta}{ }_{i j}\right)=\frac{1}{8 \pi \mu}\left(\frac{3}{8 \pi a^{3}}\right)^{2} \oint_{S^{\alpha}} \oint_{S^{\beta}} \varepsilon_{i k l} n_{k} \widetilde{R}_{l j}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{5.60d}\\
& \boldsymbol{M}_{\Omega S}^{\alpha \beta}=\left(M_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}\right)=\frac{1}{8 \pi \mu} \frac{3}{8 \pi a^{3}} \frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \varepsilon_{i l m} n_{l} \widetilde{K}_{m j k}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{5.60e}\\
& \boldsymbol{M}_{E S}^{\alpha \beta}=\left(M_{E S}{ }^{\alpha \beta}{ }_{i j k l}\right)=\frac{1}{8 \pi \mu}\left(\frac{3}{4 \pi a^{3}}\right)^{2}  \tag{5.60f}\\
& \oint_{S^{\alpha}} \oint_{S^{\beta}} \frac{1}{2}\left[\widetilde{K}_{i k l}(\mathbf{x}-\mathbf{y}) n_{j}+\widetilde{K}_{j k l}(\mathbf{x}-\mathbf{y}) n_{i}\right] \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}
\end{align*}
$$

For large separation distance $\left(\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \gg 2 a\right)$, the above integral expressions of mobility tensors can be expanded, which reduce into the differential form of mobility tensors [Eqn. 5.36]. Here, we are particularly interested in cases where two particles overlap $\left(\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \leq 2 a\right)$. The evaluations of those surface integrals are rather involved and the details of calculation can be found at Appx. B.3.1. The explicit expressions of near-field
mobility tensors can be found at Appx. B.4.3.
5.2.6.4. limiting behaviors. According to the explicit expressions of near-field mobility tensors [Appx. B.4.3], we can show that all regularized expression reduce as the selfmobilities [Appx. B.4.1] when the separation distance goes to zero:

$$
\begin{align*}
\lim _{r \rightarrow 0} M_{U F}{ }^{\alpha \beta}{ }_{i j} & =\frac{1}{6 \pi \mu a} \delta_{i j}  \tag{5.61a}\\
\lim _{r \rightarrow 0} M_{U T}{ }^{\alpha \beta}{ }_{i j} & =0  \tag{5.61b}\\
\lim _{r \rightarrow 0} M_{U S}{ }^{\alpha \beta}{ }_{i j k} & =0  \tag{5.61c}\\
\lim _{r \rightarrow 0} M_{\Omega T}{ }^{\alpha \beta}{ }_{i j} & =\frac{1}{8 \pi \mu a^{3}} \delta_{i j}  \tag{5.61d}\\
\lim _{r \rightarrow 0} M_{\Omega S}{ }^{\alpha \beta}{ }_{i j k} & =0  \tag{5.61e}\\
\lim _{r \rightarrow 0} M_{E S}{ }^{\alpha \beta}{ }_{i j k l} & =\frac{3}{20 \pi \mu a^{3}} \delta_{i j k l} \tag{5.61f}
\end{align*}
$$

Also the near-field mobility tensors [Appx. B.4.3] and the far-field mobility tensors [Appx. B.4.2 transit continuously at the particle interface:

$$
\begin{align*}
\lim _{r \rightarrow 2 a^{-}} M_{U F}{ }^{\alpha \beta}{ }_{i j} & =\lim _{r \rightarrow 2 a^{+}} M_{U F}{ }^{\alpha \beta}{ }_{i j}  \tag{5.62a}\\
\lim _{r \rightarrow 2 a^{-}} M_{U T}{ }^{\alpha \beta}{ }_{i j} & =\lim _{r \rightarrow 2 a^{+}} M_{U T}{ }^{\alpha \beta}{ }_{i j}  \tag{5.62b}\\
\lim _{r \rightarrow 2 a^{-}} M_{U S}{ }^{\alpha \beta}{ }_{i j k} & =\lim _{r \rightarrow 2 a^{+}} M_{U S}{ }^{\alpha \beta}{ }_{i j k}  \tag{5.62c}\\
\lim _{r \rightarrow 2 a^{-}} M_{\Omega T}{ }^{\alpha \beta}{ }_{i j} & =\lim _{r \rightarrow 2 a^{+}} M_{\Omega T}{ }^{\alpha \beta}{ }_{i j}  \tag{5.62d}\\
\lim _{r \rightarrow 2 a^{-}} M_{\Omega S}{ }^{\alpha \beta}{ }_{i j k} & =\lim _{r \rightarrow 2 a^{+}} M_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}  \tag{5.62e}\\
\lim _{r \rightarrow 2 a^{-}} M_{E S}{ }^{\alpha \beta}{ }_{i j k l} & =\lim _{r \rightarrow 2 a^{+}} M_{E S}{ }^{\alpha \beta}{ }_{i j k l} \tag{5.62f}
\end{align*}
$$

Both far-field mobility tensors [Eqn. 5.35 and lubrication resistance tensors [Eqn. 5.51 become singular when two particles overlap. The Rotne-Prager-Yamakawa RPY) approximation $\mathbf{3 0 1}, \mathbf{3 2 6}$ provides an intuitive way to remove those singularities for overlapping particles. It regularizes mobility tensors in a way that continuously transit from pair mobilities to self mobilities when two particles approach each other. From a theoretical perspective, the RPY still truncates at finite force moments and is less accurate comparing with the lubrication theory. From a numeric perspective, the RPY approximation is easier to implement and more robust for temporary particles overlapping in the simulation.

### 5.2.7. Full-range mobility tensors

With both near-field [Sec. 5.2.5 or Sec. 5.2.6] and far-field [Sec. 5.2.4 hydrodynamic interactions treated separately, the Stokesian Dynamics (SD) basically proposed to combine both descriptions together to get the hydrodynamic interactions over a full range of particle separations [Fig. 5.2. Mathematically, the hydrodynamic interactions in SD can be written as:

$$
\begin{equation*}
\mathcal{M}=\mathcal{M}_{\infty}+\left(\mathcal{R}_{\delta}-\mathcal{R}_{\delta}^{\infty}\right)^{-1} \tag{5.63}
\end{equation*}
$$

where $\mathcal{M}$ is the full grand mobility tensor which contains both near-field and far-field hydrodynamic interactions; $\mathcal{M}_{\infty}$ is the far-field grand mobility tensor [Eqn. 5.35, Appx. B.4.2, which is a dense matrix as it's constructed for every pairs of particles [Eqn. 5.36 and 5.37; and $\boldsymbol{R}_{\delta}$ is the near-field grand resistance tensor [Eqn. 5.50, which is a sparse matrix as it only has nonzero elements for particle pairs within a cutoff distance $d^{c}$ [Eqn. 5.49. The far-field grand resistance tensor $\mathcal{R}_{\delta}^{\infty}$ is the inverse of the far-field grand mobility tensor $\mathcal{M}_{\infty}$, which is substracted from the near-field grand resistance tensor $\mathcal{R}_{\delta}$ to avoid double counting of far-field hydrodynamic interactions.

Depending on the problems of interest, the full grand mobility tensor $\mathcal{M}$ can be used for solving mobility problems, i.e. the force moments acting on each particles $\left(\mathbf{F}^{\alpha}, \mathbf{T}^{\alpha}, \boldsymbol{S}^{\alpha}\right)$ are known and kinetic motions of each particles $\left(\mathbf{U}^{\alpha}, \boldsymbol{\Omega}^{\alpha}, \boldsymbol{E}^{\alpha}\right)$ are unknown:

$$
\left(\begin{array}{l}
\mathbf{U}^{\alpha}-\mathbf{U}^{\infty}  \tag{5.64}\\
\mathbf{\Omega}^{\alpha}-\Omega^{\infty} \\
E^{\alpha}-E^{\infty}
\end{array}\right)=\mathcal{M}\left(\begin{array}{l}
\mathbf{F}^{\alpha} \\
\mathbf{T}^{\alpha} \\
\mathbf{S}^{\alpha}
\end{array}\right)
$$



Figure 5.2. A schematic showing the hydrodynamic interactions in Stokesian Dynamics (SD). For an arbitrarily picked center particle (red), it interacts with all neighboring particles (orange) within a cutoff distance $d^{d}$ via the near-field grand resistance tensor $\mathcal{R}_{\delta}$. The corresponding far-field grand resistance tensor $\mathcal{R}_{\delta}^{\infty}$ is subtracted to avoid double counting of far-field hydrodynamic interactions. All of rest particles outside the cutoff distance (blue) interact with the center particle by the far-field grand mobility tensor $\mathcal{M}_{\infty}$. Overall, both near-field and far-field hydrodynamic interactions can be combined together and described by a single effective grand mobility tensor $\mathcal{M}$ [Eqn. 5.63 ].
or resistance problems, i.e. the kinetic motions of each particles ( $\mathbf{U}^{\alpha}, \boldsymbol{\Omega}^{\alpha}, \boldsymbol{E}^{\alpha}$ ) are known and the force moments acting on each particles $\left(\mathbf{F}^{\alpha}, \mathbf{T}^{\alpha}, \boldsymbol{S}^{\alpha}\right)$ are unknown instead:

$$
\left(\begin{array}{l}
\mathbf{F}^{\alpha}  \tag{5.65}\\
\mathbf{T}^{\alpha} \\
\mathbf{S}^{\alpha}
\end{array}\right)=\mathcal{M}^{-1}\left(\begin{array}{c}
\mathrm{U}^{\alpha}-\mathrm{U}^{\infty} \\
\Omega^{\alpha}-\Omega^{\infty} \\
E^{\alpha}-E^{\infty}
\end{array}\right)
$$

Please be aware that these are just theoretical formulations and do not consider the performance of numeric implementations here [see Sec. 5.3.6 for discussion of efficient numeric implementations]. For example, it's more common to use iterative solvers to avoid direct inversion of the grand mobility tensor $\mathcal{M}$ in the resistance formulation.

### 5.3. Dynamic simulation of a population of Quincke rollers

With the understanding of a single Quincke roller dynamics discussed in Sec. 3.5 and appropriate description of hydrodynamic interactions ( $\overline{\mathrm{HI}}$ ) between colloidal particles developed in Sec. 5.2, we are ready to extend the description of a single Quincke roller [Chap. 3] to a population of Quincke rollers based on their microscopic interactions.

### 5.3.1. Dynamics of Quincke rollers

As discussed in Sec. 3.6, a tilted electric dipole moment due to the balance between surface and bulk fluxes of charge carriers is responsible for the steady rolling motion of Quincke particles. Although the surface charge distribution of Quincke rollers is not purely dipolar, especially when rollers are near the electrode surface [Sec. 3.8.2 and Fig. [3.5], the dominant effect should still be contributed by its dipolar components of surface charge distribution of each Quincke rollers. To leading order of approximation $\mathbf{1 2 2}, \mathbf{1 2 3}$, each particle effectively carries an electric dipole moment resulting from the dominant dipolar interfacial charge at each particle-fluid interface and evolves according to the surface charge conservation equation [Eqn. 3.51]:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{P}^{\alpha}}{\mathrm{d} t}=\mathbf{\Omega}^{\alpha} \times\left(\mathbf{P}^{\alpha}-\chi^{\infty} \mathbf{E}^{\alpha}\right)-\frac{1}{\tau_{m w}^{P}}\left(\mathbf{P}^{\alpha}-\chi^{0} \mathbf{E}^{\alpha}\right) \tag{5.66}
\end{equation*}
$$

where $\mathrm{P}^{x}$ and $\Omega^{x}$ are the electric dipole moment and the angular velocity of the $\alpha$-th particle, $\mathbf{E}^{\alpha}=\mathbf{E}_{0}+\delta \mathbf{E}^{\alpha}$ is the electric field at $\alpha$-th particle's location, $\mathbf{E}_{0}$ is the external electric field and $\delta \mathbf{E}^{\alpha}$ includes contributions from both the surrounding particles and their image dipoles; $\chi^{\infty}=4 \pi \epsilon_{0} a^{3} \frac{\epsilon_{p}-\epsilon_{l}}{\epsilon_{p}+2 \epsilon_{l}}$ and $\chi^{0}=4 \pi \epsilon_{0} a^{3} \frac{\sigma_{p}-\sigma_{l}}{\sigma_{p}+2 \sigma_{l}}$ are the respective highfrequency and low-frequency polarizability; $\tau_{m w}^{P} \frac{\epsilon_{p}+2 \epsilon_{l}}{\sigma_{p}+2 \sigma_{l}}$ is the Maxwell-Wagner relaxation time of dipole moments $\mathbf{1 2 0}$. Please be noted that Eqn. 5.66 does not depend on the fluid flow velocity, which essentially ignores possible electro-osmotic flow effects on the dynamics of surface charge transport.

### 5.3.2. Electrostatic interactions

Due to the dipolar surface charge distribution, each Quincke particle interacts with the external electric fields:

$$
\begin{equation*}
\mathbf{T}_{\mathrm{ext}}^{\alpha}=\mathbf{P}^{\alpha} \times \mathbf{E}_{0} \tag{5.67}
\end{equation*}
$$

and also with its surrounding rollers via the screened dipole-dipole interaction:

$$
\begin{equation*}
U_{\mathrm{d}}^{\alpha \beta}(\mathbf{r})=\varepsilon_{\mathrm{d}} \exp \left(-\kappa_{\mathrm{d}} r\right)\left[\frac{1}{r^{3}}\left(\mathbf{P}^{\alpha} \cdot \mathbf{P}^{\beta}\right)-\frac{3}{r^{5}}\left(\mathbf{P}^{\alpha} \cdot \mathbf{r}\right)\left(\mathbf{P}^{\beta} \cdot \mathbf{r}\right)\right] \tag{5.68}
\end{equation*}
$$

and Coulombic interaction:

$$
\begin{equation*}
U_{\mathrm{q}}^{\alpha \beta}(r)=\varepsilon_{q} \frac{\exp \left(-\kappa_{\mathrm{q}} r\right)}{r} \tag{5.69}
\end{equation*}
$$

where $\mathbf{r}=\mathbf{r}^{\alpha}-\mathbf{r}^{\beta}, r=|\mathbf{r}|$ and $\mathbf{r}^{\alpha}$ is the position of $\alpha$-th particle; $\varepsilon_{q}$ and $\kappa_{q}^{-1}$ are the interaction strength and the screening length of the Coulombic interaction, which is included to account for steric interactions and possible net charges on each particles. Since the concentration of AOT is 150 mM , the $\kappa_{q}^{-1}$ is estimated $\mathbf{1 4 9}$ as $0.2 a(500 \mathrm{~nm})$, which makes the Coulombic interaction highly short-ranged and $\epsilon_{q}$ is adjusted to ensure particles do not overlap during simulations. The interaction strength and the screening length of the dipole-dipole interaction are $\varepsilon_{d}$ and $\kappa_{d}^{-1}$, respectively; $\epsilon_{d}=1.0$ and $\kappa_{d}^{-1} \approx 5 a \gg \kappa_{q}^{-1}$ to ensure that each particle can interact with its neighbors about one particle diameter away.

Note that the inter-particle forces and torques due to the un-screened dipole-dipole interactions (Eqn. 5.68 without the exponential screening factor) can be computed by taking derivatives with respect to particle positions:

$$
\begin{align*}
& \mathbf{T}_{d d}^{\alpha \beta}=-\frac{1}{r^{3}}\left(\mathbf{P}^{\alpha} \times \mathbf{P}^{\beta}\right)+\frac{3}{r^{5}}\left(\mathbf{P}^{\beta} \cdot \mathbf{r}\right)\left(\mathbf{P}^{\alpha} \times \mathbf{r}\right)  \tag{5.71a}\\
& \mathbf{T}_{d d}^{\beta \alpha}=-\frac{1}{r^{3}}\left(\mathbf{P}^{\beta} \times \mathbf{P}^{\alpha}\right)+\frac{3}{r^{5}}\left(\mathbf{P}^{\alpha} \cdot \mathbf{r}\right)\left(\mathbf{P}^{\beta} \times \mathbf{r}\right) \tag{5.71b}
\end{align*}
$$

As for the screened dipole-dipole interaction described in Eqn. 5.68, a simple chain rule will yield similar force and torques expressions for the screened dipole-dipole interactions.

### 5.3.3. Hydrodynamic interactions

The total force $\mathbf{F}^{x}$ and the total torque $\mathbf{T}^{x}$ acting on $\alpha$-th particles can be obtained by summing over all electrostatic interactions (EI). Then, the corresponding motion of each particles are calculated via the mobility matrix formulation [Eqn. 5.64 based on the configuration of N particles $\mathbf{1 2 1}$ :

$$
\left(\begin{array}{c}
\mathbf{U}^{\alpha}-\mathbf{U}^{\infty}  \tag{5.72}\\
\Omega^{\alpha}-\Omega^{\infty} \\
-E^{\infty}
\end{array}\right)=\mathcal{M}\left(\begin{array}{c}
\mathbf{F}^{\alpha} \\
\mathbf{T}^{\alpha} \\
\mathbf{S}^{\alpha}
\end{array}\right)
$$

where each particles have been assumed to be rigid ( $\boldsymbol{E}^{\alpha}=0$ ). Furthermore, for simplicity, we ignore the contribution from stresslet as we do not intend to study rheological properties of the suspension and also will not consider very dense suspension in this work. Thus, the mobility matrix formulation simplifies as:

$$
\begin{equation*}
\binom{\mathbf{U}^{\alpha}-\mathbf{U}^{\infty}}{\Omega^{\alpha}-\Omega^{\infty}}=\mathcal{M}\binom{\mathbf{F}^{\alpha}}{\mathbf{T}^{\alpha}} \tag{5.73}
\end{equation*}
$$

where $\mathbf{U}^{k}$ and $\Omega^{\alpha}$ are the translational and angular velocity of $\alpha$-th particle $(\alpha=1 \cdots N)$, respectively; $\boldsymbol{F}^{\alpha}$ and $\mathrm{T}^{\alpha}$ are the force and torque of $\alpha$-th particle $(\alpha=1 \cdots N)$, respectively; $\mathcal{M}\left(\mathbf{r}^{1}, \cdots, \mathbf{r}^{N}\right)$ is the grand mobility tensor, which maps the applied forces and torques into the respective translational and angular velocities of each particles.

The explicit expressions of the mobility tensor in an unbound medium have been derived via the multipole expansion method for well-separated pair of particles [Sec. 5.2.4 121, 302 or using the Rotne-Prager-Yamakawa RPY) approximation for overlapping
particles [Sec. 5.2.6 300, 301]. Furthermore, additional wall corrections of these mobility tensors have also been derived for the case near an infinite no-slip boundary based on the method of reflection $\mathbf{1 3 6}, \mathbf{3 2 7}, \mathbf{3 2 8}$. In this work, the hydrodynamic interactions between Quincke rollers are modelled with the Rotne-Prager-Blake tensor with wall corrections . 329 331.

### 5.3.4. Wall corrections

The existence of bottom electrode surface is an necessary component for creating the rolling motion of Quincke particles [Sec. 3.6, which inevitably introduces additional complexities due to boundary conditions of the system:

1) the no-slip boundary condition for hydrodynamic interactions ( HI );
2) the equi-potential boundary condition for electrostatic interactions (EI).

Because of the simple planar geometry of the bottom conducting electrode, both boundary effects can be systematically included by adding wall corrections to both hydrodynamic interactions and electrostatic interactions derived without any confinement.
5.3.4.1. hydrodynamic interactions. Firstly, the bottom electrode surface acts as a non-slippery boundary which modifies the bulk mobility tensors. The most direct consequence of these wall corrections is a non-zero torque-translation coupling, which enables the self-propulsion of Quincke rollers. Depending on the separation distance between the particle and the bottom electrode, the wall corrections of the mobility tensors can be calculated via the method of reflection [136] or the lubrication theory 121,137]. In this work, we follow the former approach to include the wall corrections.

In the presence of a no-slip wall, the overall flow fields can be split as two parts:

$$
\begin{equation*}
\mathbf{u}(\mathbf{x})-\mathbf{u}^{\infty}(\mathbf{x})=\mathbf{u}^{f}(\mathbf{x})+\mathbf{u}^{w}(\mathbf{x}) \tag{5.74}
\end{equation*}
$$

where $\mathbf{u}$ and $\mathbf{u}^{\infty}$ are the total and background flow fields respectively, $\mathbf{u}^{f}$ is the flow fields induced by particles in an unconfined space [Eqn. 5.9] and $\mathbf{u}^{w}$ is the additional flow fields due to the presence of a no-slip wall in order to maintain the boundary condition:

$$
\begin{equation*}
\mathbf{u}^{f}(\mathbf{x})+\mathbf{u}^{w}(\mathbf{x})=0, \quad \forall \mathbf{x} \in \text { wall } \tag{5.75}
\end{equation*}
$$

Analogous to the image charge construction to fulfill vanishing potential in electrostatics at a conducting surface $\mathbf{1 2 9}$, such constraint of vanishing flow fields at no-slip wall can be satisfied by introducing image stokeslets. Without loss of generality, let's assume that there is an infinite planar wall at $z=0$, the location of particle is $\mathbf{y}$ and the point of interests is $\mathbf{x}$, then the free-space Green's function is given by the Oseen tensor [Eqn. 5.7]:

$$
J(\mathbf{x}-\mathbf{y})=\frac{\boldsymbol{l}}{r}+\frac{\mathrm{rr}}{r^{3}}
$$

and the additional Green's function due to the no-slip wall is $\mathbf{1 3 6}, \mathbf{3 2 7}$ :

$$
\begin{equation*}
J_{i j}^{w}(\mathbf{x}, \mathbf{y})=-J_{i j}\left(\mathbf{x}-\mathbf{y}^{\prime}\right)+h^{2} P_{j k} \nabla^{2} J_{i k}\left(\mathbf{x}-\mathbf{y}^{\prime}\right)-2 h P_{j k} \nabla_{R_{k}}\left(J_{i l} \delta_{l 3}\right) \tag{5.76}
\end{equation*}
$$

where $h=y_{3}$ is the height above the no-slip wall, $\mathbf{y}^{\prime}=\mathbf{y}-2 h \mathbf{n}$ is the location of image, $\mathbf{R}=\mathbf{x}-\mathbf{y}^{\prime}$ and the projection operator $\mathbf{P}=\boldsymbol{I}-2 \mathbf{n n}$. Thus, the Green's function with
the wall correction can be constructed as:

$$
\begin{equation*}
J_{i j}^{n s}(\mathbf{x}, \mathbf{y})=J_{i j}(\mathbf{x}-\mathbf{y})+J_{i j}^{w}(\mathbf{x}, \mathbf{y}) \tag{5.77}
\end{equation*}
$$

such that $J_{i j}^{n s}(\mathbf{x}, \mathbf{y})=0, \forall \mathbf{x} \in$ wall. With this modified Green's function which fulfills the no-slip boundary condition, previous derivations for far-field mobility tensors [Sec. 5.2.4 still hold and additional wall correction terms of free-space mobility tensors [Eqn. 5.36 can be obtained by replacing the Oseen tensor $\boldsymbol{J}(\mathbf{x}-\mathbf{y})$ with the no-slip Green's function $\boldsymbol{J}^{n s}(\mathbf{x}, \mathbf{y})$. The explicit expressions of those wall correction terms can be found at $\mathbf{1 3 6}$.
5.3.4.2. electrostatic interactions. Secondly, the bottom electrode is a conductor, whose surface can be treated as an equi-potential surface. The surface charges carried by Quincke particles induce excess charges on the electrode surface. If we only consider this effect to the dipolar level (the leading order effect), such induced charges on the electrode can be effectively replaced by an image dipole $\mathbf{P}^{*}$. By the image charge method $\mathbf{1 2 9}$, an electric dipole moment $\mathbf{P}$ positioned at $(x, y, z)$ induces an image dipole $\mathbf{P}^{*}$ positioned at $(x, y,-z)$ which has reflected in-plane dipole moments and unchanged out-of-plane dipole moments, i.e., $\mathbf{P}^{*}=\left(-P_{x},-P_{y}, P_{z}\right)$. Here, we again assume that the electrode surface is at $z=0$. To include the effect of image charges, the electric field in Eqn. 5.66 should include contributions from the image dipoles. Besides, the calculation of electric forces and torques exerted upon the particle [Eqn. 5.70 and 5.71] also should include the interactions with image dipoles.

### 5.3.5. Equations of motion

For a collection of particles immersed in a viscous, incompressible fluid, their behaviors generally can be described by two equivalent theoretical approaches: the Fokker-Planck (F-P) description and the Langevin description. As we are interested in the dynamic behaviors of each particles, the particle-based Langevin description is preferred. Particularly, for low Reynolds number (Re) systems, the Langevin equation reduces as the Brownian equation by considering the time interval beyond the momentum relaxation time scale $\mathbf{2 7 9} \mathbf{2 8 3}, \mathbf{3 3 2}$, which gives the equations of motion (EOM) as:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}}{\mathrm{~d} t}=\mathcal{M} \mathbf{F}+\sqrt{2 k_{B} T} \mathcal{M}^{1 / 2} \mathcal{W}+k_{B} T \boldsymbol{\nabla} \cdot \mathcal{M} \tag{5.78}
\end{equation*}
$$

where $\mathbf{r}$ and $\mathbf{F}$ should be treat as general configurational and mechanical variables, respectively. F can be any order of force density moments such as forces, torques and stresslets, etc. And $\mathbf{r}$ denotes the corresponding order of configurational variables such as positions, orientations and deformations, etc. Here, only $\mathbf{r}$ and $\mathbf{F}$ are explicitly written out for the brevity of notations. The first term is the deterministic displacements due to external force moments and $\mathcal{M}$ is the grand mobility tensor; The second term is the stochastic Brownian displacements, where $k_{B}$ is the Boltzmann constant, $T$ is the temperature and $\mathcal{W}$ is a vector of independent and identically distributed ii.i.d.) standard Gaussian noise, which is linearly transformed by the "square root" of the grand mobility tensor $\mathcal{M}^{1 / 2}$ to fulfill the Fluctuation-Dissipation Theorem (FDT) 280, 282 :

$$
\begin{equation*}
\operatorname{Cov}[\Delta \mathbf{r}(t)]=2 \mathcal{M} k_{B} T \tag{5.79}
\end{equation*}
$$

It requires that the covariance of hydrodynamically-correlated stochastic displacements should be equal to the grand mobility tensor with a factor of $2 k_{B} T$. And the third term is the so-called thermal drift term 331,333, which involves the divergence of the grand mobility tensor. For commonly used mobility tensors such as the Oseen tensors [Eqn. 5.36 ] or the RPY tensors [Eqn. 5.60, they all possess the divergence-free property so the thermal drift term vanishes for those choices of mobility tensors. However, for systems under confinements such as the case near a planar wall [Sec. 5.3.4.1], the fundamental Green's function has additional corrections [Eqn. 5.76, which may not preserve the divergence-free property of the original Oseen tensor [Eqn. 5.7] and inclusion of the thermal drift term is necessary in such scenarios.

### 5.3.6. Numeric implementations

In principle, with the grand mobility tensor constructed [Eqn. 5.63 and particle interactions evaluated [Eqn. 5.67 5.68, 5.69, the EOM shown in Eqn. 5.78 is ready to be numerically solved. However, if we look carefully at each terms in the EOM, it's not a trivial task to solve such an equation efficiently and accurately:
(1) deterministic part $\mathcal{M F}$

This is a deterministic contribution, which involves the multiplication between the grand mobility tensor and the external forces vector. A simple implementation of direct matrix-vector multiplication inevitably introduces both time and space complexity of $\mathcal{O}\left(N^{2}\right)$.
(2) stochastic part $\sqrt{2 k_{B} T} \mathcal{M}^{1 / 2} \mathcal{W}$

This is a stochastic contribution as it requires generating correlated Gaussian noises. There are efficient algorithms for generating i.i.d. Gaussian random variables $\mathbf{3 3 4}$ but it's not easy to generate correlated Gaussian random variables. A straightforward approach is to get the square root of targeted covariance via the Cholesky decomposition 3 , which involves $\mathcal{O}\left(N^{3}\right)$ time complexity for a direct implementation.
(3) thermal drift $k_{B} T \nabla \cdot \mathcal{M}$

This term involves the divergence of the mobility tensor, which is also an expensive operation. As even a simple finite difference approach, it requires additional evaluations of the grand mobility tensor to get derivatives of the mobility tensor, which introduces time complexity $\mathcal{O}\left(N^{2}\right)$.

As discussed above, each terms in the EOM requires at least quadratic time complexity for a direct numeric implementation, which prevents practical simulations of experimental scale systems with usual computation powers nowadays. Recent works $\mathbf{3 0 3} \sqrt[305]{ }$ have successfully reduced the time complexity of the Stokesian Dynamics (SD) simulation as $\mathcal{O}(N)$ by utilizing an Ewald-like formulation, which splits the hydrodynamic interaction and correlated thermal fluctuations into long-ranged and short-ranged parts. This progress makes the large scale simulation of colloidal suspension practical. However, to avoid introducing complicated numerical techniques and obscuring the essential physics, I will follow a more "brutal-force" approach $\mathbf{3 2 8}, \mathbf{3 3 0}$, which is essentially still $\mathcal{O}\left(N^{2}\right)$ algorithm but works in practice by heavily utilizing the parallel computing capability of
modern graphics processing unit GPU).
5.3.6.1. deterministic part. The computation of deterministic part is a matrix-vector multiplication, which can be easily paralleled as the full grand mobility tensor can be decomposed into a block-wise form:

$$
\mathcal{M}=\left(\begin{array}{lll}
M_{U F} & M_{U T} & \boldsymbol{M}_{U S}  \tag{5.80}\\
M_{\Omega F} & M_{\Omega T} & M_{\Omega S} \\
M_{E F} & M_{E T} & E_{E S}
\end{array}\right)
$$

For each sub-block of the grand mobility tensor, the interactions between each pair of particles are completely independent and all those computations can be launched simultaneously. However, all those mobility tensors should not be constructed explicitly in the memory to avoid the limitation of memory size and, more importantly, avoid the additional time cost for accessing data from the memory. Instead, a matrix-free implementation is more efficient, which constructs the mobility tensors on-demand for each pair of particles and no explicit arrays needed for storing the mobility tensors. To make this point clear, a simple pseudo code excerpt which computes the $M_{U F}$ block is shown below to demonstrate the typical code structure:

```
@parallel # launch each particle pairs (i,j) in parallel
for i,j in zip(range(N),range(N)):
    # get relative distance from global position arrays of i and j particles
    rij = r[i] - r[j]
    # get forces acting on j particle from global force arrays
```

```
    force = force[j]
    # compute M_{UF} between i and j particles on-the-fly
    M_UF = mobility_UF(i,j,rij) # here, M_UF is only a 3x3 matrix
    # (optional) wall corrections
    M_UF+= mobility_UF_wall(i,j,rij)
    # compute velocities of i particle due to j particle
    velocity = M_UF * force
    # accumulate into the global velocity array of i particle
U[i] += velocity
@kernel # kernel function executed on each parallel thread
def mobility_UF(self, i, j, rvec):
    if (i==j):
        # construct 3x3 self-mobility tensor M_UF of i particle
        M_UF = self_mobility()
    else:
        # construct 3x3 pair-mobility tensor M_UF between i and j particles
        M_UF = pair_mobility(rvec)
    return M_UF
```

All other sub-blocks of the grand mobility tensor can be computed in parallel in a similar way. There are many available open-source libraries for implementing parallelization, such as OpenCL, CUDA, PyCUDA, Numba and Taichi, etc. All libraries metioned are able to achieve the demand of parallelization here and the choice depends on the targeted
computing architectures and also the familiarity with those packages. Please refer to the documentations of those libraries for more details.

Besides, the full grand mobility tensor consist of both near-field and far-field parts [Eqn. 5.63, which has different numeric characteristics. The far-field mobility tensors $\mathcal{M}_{\infty}$ are constructed for every pair of particles [Eqn. 5.36], which result in a dense matrix ( $\sim \mathcal{O}\left(N^{2}\right)$ nonvanishing matrix elements); On the contrary, the near-filed resistance tensors $\mathcal{R}_{\delta}$ are only constructed for neighboring particles within a given cutoff distance $d^{c}$, which result in a sparse matrix ( $\sim \mathcal{O}(6 N)$ nonvanishing matrix elements). Therefore, numeric solvers specifically optimized for dense or sparse matrix, for example, Basic Linear Algebra Subprograms BLAS [336 and Linear Algebra Package (LAPACK) 337, can be leveraged to further speed up the computation. A common practice is to tabulate numeric values of near-field scalar resistance functions [Fig. 5.1 ] and construct the near-field resistance tensors $\mathcal{R}_{\delta}$ explicitly $\mathbf{3 0 5}, \mathbf{3 1 9}$. Because of the sparse nature of the near-field resistance tensors, those tensors scale linearly with the number of particles and allow very efficient matrix construction and matrix operations such as Cholesky decomposition 338. And, the full grand mobility tensor [Eqn. 5.63] can be rearranged as:

$$
\mathcal{M}=\left[\boldsymbol{I}+\mathcal{M}_{\infty}\left(\mathcal{R}_{\delta}-\mathcal{R}_{\delta}^{\infty}\right)\right]^{-1} \mathcal{M}_{\infty}
$$

and the corresponding deterministic velocities are:

$$
\mathbf{U}=\left[\boldsymbol{I}+\mathcal{M}_{\infty}\left(\mathcal{R}_{\delta}-\mathcal{R}_{\delta}^{\infty}\right)\right]^{-1} \mathcal{M}_{\infty} \mathbf{F}
$$

which is equivalent to solve the following linear equations:

$$
\begin{equation*}
\left[\boldsymbol{I}+\mathcal{M}_{\infty}\left(\mathcal{R}_{\delta}-\mathcal{R}_{\delta}^{\infty}\right)\right] \mathbf{U}=\mathcal{M}_{\infty} \mathbf{F} \tag{5.81}
\end{equation*}
$$

As discussed before, the multiplication with the dense far-field mobility tensor $\mathcal{M}_{\infty}$ is parallelizable. And the spare matrix $\overline{\mathcal{R}_{\delta}}-\mathcal{R}_{\delta}^{\infty}$ can be tabulated and efficiently constructed on the fly. To avoid direct matrix inversion, Eqn. 5.81 should be solved by iterative linear solvers such as Generalized Minimal Residual Method GMRES) 339]. Depending on the system configurations, appropriate preconditioning matrices $\mathbf{3 4 0}$ can also be included for better convergence rate.
5.3.6.2. stochastic part. As the full grand mobility tensor $\mathcal{M}$ is still a dense matrix, a direct Cholesky decomposition $\left(\sim \mathcal{O}\left(N^{3}\right)\right.$ ) of the mobility tensor $\left(\mathcal{M}^{1 / 2}\right)$ to generate correlated fluctuations is very expensive and will severely limit the overall performance of the simulation. Instead, iterative methods such as a Fixman method 341 or a Lanczos-like method are proposed $\mathbf{3 4 2}, \mathbf{3 4 3}$ to avoid a direct Cholesky decomposition. Such iterative methods still involve application of the grand mobility tensor so it's still a $\mathcal{O}\left(N^{2}\right)$ algorithm. However, given the fact that the application of the grand mobility tensor is parallelizable and computation usually converge in a modest number of iterations $\mathbf{3 1 9}, \mathbf{3 3 0}, 331$, such iterative methods generally provide a better performance comparing with direct methods and are able to achieve performance in the same order of the deterministic part.
5.3.6.3. thermal drift. In principle, the thermal drift term is deterministic and requires multiple evaluations of derivatives of the grand mobility tensor to get its divergence. However, since there already exists stochastic term due to Brownian noise, the divergence of the grand mobility tensor does not necessarily need to be accurate at each moment but can be relaxed to converge to its true value in a statistically sense. That's the so-called Random Finite Difference RFD approach:

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathcal{M} \approx \frac{1}{\epsilon}\left\langle\left[\mathcal{M}\left(\mathbf{r}+\frac{\epsilon}{2} \mathcal{W}^{D}\right)-\mathcal{M}\left(\mathbf{r}-\frac{\epsilon}{2} \mathcal{W}^{D}\right)\right] \mathcal{W}^{D}\right\rangle \tag{5.82}
\end{equation*}
$$

where $\epsilon$ is a small parameter which depends on the desired accuracy, $\mathcal{W}^{D}$ is a standard Gaussian random vector representing random displacements of each particles and $\langle\cdot\rangle$ denotes the statistical average. This is basically a random version of the FDM, which can be proved to converge to the divergence of the grand mobility tensor on average [331 but only requires two simple evaluations of the grand mobility tensor at each time step.
5.3.6.4. time integrators. With efficient and accurate computation of all three terms on the right hand side of the EOM [Eqn. 5.78, an appropriate time integrator is also needed to evolve the whole system in time at desired accuracy. Because Eqn. 5.78 is essentially a system of ordinary differential equations, all numeric solvers developed for ODE 344 in principle can be applied here although its stochastic nature makes the proof of accuracy more difficult. The design of efficient and accurate numeric schemes is not the focus of this work and there have been lots of discussion of temporal integrator schemes 328,331, 345. Please refer to those works for more details. Unless explicitly specified, a simple second-order Adams-Bashforth (A-B) method [346] is used to solve
the EOM throughout this work:

$$
\begin{equation*}
\mathbf{r}(t+\Delta t)=\mathbf{r}(t)+\Delta t\left[\frac{3}{2} \mathbf{v}(t)-\frac{1}{2} \mathbf{v}(t-\Delta t)\right] \tag{5.83}
\end{equation*}
$$

where $\mathbf{r}(t)$ is the general configurational variables at time $t, \mathbf{v}(t)$ is the corresponding general velocities (the sum of all three terms on the right hand side of Eqn. 5.78) at time $t$ and $\Delta t$ is the time step.
5.3.6.5. numeric implementations specific to Quincke particles. So far, all numeric implementations discussed are centered around the EOM [Eqn. 5.78, which works for a general Brownian Dynamics (BD) simulation. In the next, numeric implementations specific to the Quincke system will be elaborated. As mentioned before [Sec. 5.3.2], electrostatic interactions also need to be taken into account for a population of Quincke particles, which relies on a separate equation to describe the dynamics of its internal states (electric dipole moments here [Sec. 5.3.1]). The strength and orientation of electric dipole moments carried by each Quincke particles determine the dipole-dipole interactions and how active forces enter the BD simulation, which ultimately leads to the self-propulsion of Quincke particles. Therefore, a good description of the dynamics of internal states of active particles is important for an accurate simulation of its collective behaviors. Here, by extending the multipole model of a single Quincke particle [Eqn. 3.51 to many particles case, a simple model [Eqn. 5.66] is proposed for describing the time evolution of electric dipole moments of each Quincke particles. Since Eqn. 5.66 is an ODE and also to be consistent with the solver accuracy chose for solving the hydrodynamics [Eqn. 5.83, a second order Runge-Kutta (R-K) method is used for solving the dynamics of electric
dipole moments:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{P}^{\alpha}(t)}{\mathrm{d} t}=\boldsymbol{\Omega}^{\alpha} \times\left[\mathbf{P}^{\alpha}(t)-\chi^{\infty} \mathbf{E}^{\alpha}\right]-\frac{1}{\tau_{M W}^{P}}\left[\mathbf{P}^{\alpha}(t)-\chi^{0} \mathbf{E}^{\alpha}\right]=f\left[\mathbf{P}^{\alpha}(t), \boldsymbol{\Omega}^{\alpha}(t), \mathbf{E}^{\alpha}(t)\right] \tag{5.84}
\end{equation*}
$$

where the time-dependence of dipole moments is written out explicitly and the corresponding discretized form is:

$$
\begin{align*}
\mathbf{P}^{\alpha}\left(t+\Delta t^{*}\right) & =\mathbf{P}^{\alpha}(t)+\frac{1}{2} \Delta t^{*}\left(k_{1}+k_{2}\right) \\
k_{1} & =f\left[\mathbf{P}^{\alpha}(t), \boldsymbol{\Omega}^{\alpha}(t), \mathbf{E}^{\alpha}(t)\right]  \tag{5.85}\\
k_{2} & =f\left[\mathbf{P}^{\alpha}(t)+\Delta t^{*} k_{1}, \boldsymbol{\Omega}^{\alpha}\left(t+\Delta t^{*}\right), \mathbf{E}^{\alpha}\left(t+\Delta t^{*}\right)\right]
\end{align*}
$$

The time step used for evolving the electric dipole moment $\Delta t^{*}$ is usually set as $0.1 \Delta t$ to better resolve the dynamics of electric dipole moments. To avoid executing expensive computations multiple times during a single hydrodynamic time step $\Delta t$ [Eqn. 5.83], the angular velocities and the electric fields are assumed to be constant during the evolution of dipole moment, i.e. $k_{2} \approx f\left[\mathbf{P}^{\alpha}(t)+\Delta t^{*} k_{1}, \boldsymbol{\Omega}^{\alpha}(t), \mathbf{E}^{\alpha}(t)\right]$.

With the electric dipole moments on each Quincke particles, the relevant electrostatic interactions between Quincke particles [Sec. 5.3.2] are ready to be computed. There are many techniques available for efficient implementation of pairwise interaction calculations. For example, by utilizing the neighbor-list or any fast solvers like Ewald summation [347], PPPM 78, etc, the time cost for computing electrostatic interactions will not be the limiting factor of the overall performance. Detailed implementation of those computation will not be discussed in this work and please refer to common molecular dynamic simulation
packages such as LAMMPS or HOOMD for examples.

After obtaining the external forces acting on each Quincke particles, the hydrodynamic interactions can be computed via the procedures detailed for a general BD simulation [Eqn. 5.78]. However, several features of Quincke particles system setup allow further simplifications.
(1) Firstly, the effect of stresslet is ignored considering the fact that the system is not very dense and the interested phenomena are not related to rheological properties of the whole system [Eqn. 5.73;
(2) Secondly, the packing fraction under consideration is usually about $10 \%$ and the lubrication effect is negligible; Thus, the deterministic velocities are simply given by the far-field mobility tensors, i.e.

$$
\binom{\mathbf{U}^{\alpha}-\mathbf{U}^{\infty}}{\Omega^{\alpha}-\Omega^{\infty}}=\mathcal{M}^{\infty}\binom{\mathbf{F}^{\alpha}}{\mathbf{T}^{\alpha}}
$$

(3) Thirdly, for a typical Quincke roller system, the active velocity ( $\sim 1 \mathrm{~mm} / \mathrm{s}$ ) driven by external electric fields is much large than the diffusive velocity ( $\sim 0.1 \mu \mathrm{~m} / \mathrm{s}$ ) caused by the thermal energy. The Brownian noise is only important when the roller just starts moving and is negligible once the roller picks up speed. For simplicity, the uncorrelated Brownian noise is used instead:

$$
\boldsymbol{\xi} \approx \sqrt{2 k_{B} \chi T} \mathcal{M}_{b u l k}^{1 / 2} \mathcal{W}
$$

where $\mathcal{M}_{\text {bulk }}$ is the diagonal grand mobility tensor in an unbound medium and $\chi \approx 0.1$ is a factor which accounts for the diffusion hindrance near the boundary [348].

All those considerations greatly simplify the simulation complexity and enable simulations close to experiments in both length and time scales. Relevant simulation parameters are list in Table. 5.1 for reference. As a rough reference, a typical simulation performance of 4096 particles on a Nvidia Tesla v100 GPU is about 50 time steps per second including the overhead of I/O operations (still have lots of room of optimizations).

| Parameters | Symbols | Values |
| :---: | :---: | :---: |
| unit of length | $L_{c}$ | $1 \mu \mathrm{~m}$ |
| unit of time | $\tau_{c}$ | 1 s |
| unit of mass | $M_{c}$ | 1 mg |
| number of particles | $N$ | 4096 |
| radius of particles | $a$ | $2.5 \mu \mathrm{~m}$ |
| diameter of circular well | $D$ | $1000 \mu \mathrm{~m}$ |
| applied electric field | $E_{0}$ | $\sim 2 \mathrm{~V} / \mu \mathrm{m}$ |
| relative permittivity of the particle | $\epsilon_{p}$ | 3 |
| relative permittivity of the liquid | $\epsilon_{l}$ | 2 |
| electric conductivity of the particle | $\sigma_{p}$ | $0 \mathrm{~S} / \mathrm{cm}$ |
| electric conductivity of the liquid | $\sigma_{l}$ | $2 \times 10^{-8} \mathrm{~S} / \mathrm{cm}$ |
| dynamic viscosity of the solution | $\eta$ | $3 \mathrm{mPa} \cdot \mathrm{s}$ |
| gap distance | $\delta$ | 0.1 a |
| time step | $\Delta t$ | $0.1-0.001 \mathrm{~ms}$ |
| dipole steps per time step | $\Delta t^{*}$ | $0.1 \Delta t$ |

Table 5.1. Table of simulation parameters for the system of a population of Quincke rollers

### 5.4. Polar state reversal in suspension of Quincke rollers

Ensembles of interacting self-propelled particles, or active matter, exhibit a plethora of remarkable collective phenomena which have been widely observed and studied in both
biological and artificial systems $\mathbf{1 1 0}, \mathbf{1 1 2}, 349355$. Many synthetic active systems are realized by ensembles of externally energized particles $\mathbf{2 6 4}, \mathbf{2 6 7}, \mathbf{3 2 9}, \mathbf{3 5 6}, \mathbf{3 5 9}$. The onset of globally correlated vortical states in active ensembles is associated with a spontaneous symmetry breaking between two equally probably chiral states (characterized by clockwise or counterclockwise rotations). Once the global state is formed, it is often robust and stable 360, 361. Subsequent control of such polar states, however, remains elusive and largely unexplored. Here we use a model system of colloidal rollers powered by the Quincke electro-rotation mechanism $\mathbf{3 6 2}, \mathbf{3 6 3}$ to demonstrate a control over the polar states in active liquids.

### 5.4.1. Experimental observations

The experimental system consists of polystyrene spheres dispersed in a weakly conductive liquid that are sandwiched between two ITO-coated glass slides and energized by a static (DC) electric field [Fig. 5.3 ]]. The particles continuously roll with a typical speed of $v_{0} \sim 0.7 \mathrm{~mm} \mathrm{~s}^{-1}$, while energized by a uniform DC electric field $E=2.7 \mathrm{~V} \mu \mathrm{~m}^{-1}$. The rollers experience hydrodynamic and electrostatic interactions that promote alignment of their translational velocities $[\mathbf{1 1 0}]$. As reported in $[\mathbf{3 6 0}$, the rollers move randomly and resemble the dynamics of an isotropic gas at low particle number densities. When the density increases above a certain threshold, the rollers self-organize into a single stable vortex [Fig. 5.3] when confined in a well [360]. Trajectories of Quincke rollers in the vortex are nearly circular, and the average tangential velocity $\mathbf{v}_{\mathrm{t}}$ increases with the distance from the center [Fig. 5.3a, b].


Figure 5.3. a, A sketch of the experimental setup. Red and blue specks illustrate induced positive and negative charges around a particle. Particles develop a tilted dipole $\mathbf{P}$ and rotate with an angular velocity $\boldsymbol{\Omega}$ resulting in a translational velocity $\mathbf{v}$ along the surface. Particle trajectories in a typical self-organized vortex of rollers are illustrated as an insert on the top cell surface. The local particle density in the vortex is not uniform with a noticeable depletion in the center of the well. b, Averaged tangential velocities $v_{\mathrm{t}}$ of particles in the roller vortex as a function of the distance from the center. $R$ is the radius of the well. The dash line shows the averaged velocity $v_{0}$ of an isolated roller measured in a dilute sample under the same experimental conditions. The error bars are standard deviations of the mean. c-e, Snapshots of superimposed velocity (arrows) and vorticity (background color) fields of the rollers during a vortex reversal under a temporal modulation of the activity. c, A stable initial roller vortex with a clockwise rotation. d, Intermittent flocking after re-activation of the system. Rollers initially move mostly towards the center of the cell. e, A stable vortex with a counter-clockwise rotation evolved from the state shown in d. The blue and red circles with an arrow illustrate the chirality of the states. The scale bar is 0.2 mm . The field strength $E=2.7 \mathrm{~V} \mu \mathrm{~m}^{-1}$, the particle area fraction $\phi=0.12$.

The roller vortex is robust and remains stable as long as the system is energized. Typical velocity and vorticity fields in a stable vortex are shown in Fig. 5.3k. Two possible chiral states of the vortex, clockwise (CW) or counter-clockwise (CCW), are equally probable, and the system spontaneously selects one in the course of the vortex self-assembly from initially random distribution of particles. When the electric field is switched off, particles come to rest within a time scale given by the Maxwell-Wagner relaxation time $\tau_{\text {MW }}$ and viscous time scale $\tau_{\nu}$ that are both of the order of 1 ms for our system. The effect of Brownian motion on $4.8 \mu \mathrm{~m}$ particles used in the experiments is negligible, and the system behaves as a granular counterpart- once stopped particles preserve their positions. The particle arrangements appear to be random and the direction of the original vortex cannot be easily identified. A cessation of the activity beyond $\tau_{\mathrm{MW}}=\left(\epsilon_{\mathrm{p}}+2 \epsilon_{\mathrm{f}}\right) /\left(\sigma_{\mathrm{p}}+2 \sigma_{\mathrm{f}}\right)$ [Eqn. 3.53], where $\epsilon_{\mathrm{p}, \mathrm{f}}$ and $\sigma_{\mathrm{p}, \mathrm{f}}$ are respective particle and fluid permittivities and conductivities, preserves the particle positions but erases their previous velocities, polarizations and resets aligning forces. Once the system is re-energized by the same DC electric field, particles initially move mostly toward the center of the well where the density is the lowest [see Fig. 5.3d]. Eventually the rollers redistribute over the well and form a single vortex with the direction of rotation opposite to the state preceding the cessation of the activity [Fig. 5.3e].

The probability of the vortex reversal, $P$, achieves 1 in a wide range of explored experimental parameters [see Fig. 5.4a-c]. The activity cessation time $\tau_{\text {off }}$ in a range from 10 ms up to 5 minutes has been probed and resulted in no significant effect on the reversal probability upon the re-energizing the system. This observation allows us to exclude the effects caused by remnant hydrodynamic flows or polarization. When $\tau_{\text {off }}$ is comparable
to $\tau_{\text {MW }}$ and $\tau_{\nu}$, the vortex reversal is not triggered. Persistence of the rotation at small $\tau_{\text {off }}$ is supported by the incomplete depolarization of the particles and the inertia of a macroscopic hydrodynamic flow.

The robustness of the chiral state reversal long after the termination of the activity suggests the development of certain particle positional arrangements in the ensemble.

The reversal probability depends on the system diameter, $D$, and particle area fraction $\phi$ [see Fig. 5.4b, c]. For small diameters the persistence length of roller trajectories is reduced by the high curvature of the walls and the vortex formation probability decreases. The chiral state reversal is robust in a wide range of the particle number densities $(0.04<$ $\phi<0.12)$. For dilute area fractions $(\phi<0.03)$, the inter-particle interactions are weak and motion of the rollers is uncorrelated. At higher area fractions $(\phi>0.19)$, while the vortex formation probability is high, the reversal probability decreases. This is because the repulsion between the particles at high particle number density reduce the degree of density variations in the system, leading to a more symmetric arrangement of particles.

### 5.4.2. Vortex reversal

While the observed chiral state reversal is a remarkably robust phenomenon, the formation of a new polar state upon re-activation proceeds through a seemingly chaotic process. In a stable vortex illustrated in Fig. 5.5a, all particles initially move CCW with an average tangential velocity of $\mathbf{v}_{\mathrm{t}}=0.82 \mathrm{~mm} \mathrm{~s}^{-1}$ and nearly zero normal velocity. When the DC electric field is switched off, all particles cease to roll without significant alteration of their relative positions set during the vortex rotation [Fig. 5.5b]. After the field is restored, the particles restart motion in seemingly random directions [Fig. 5.5k]. Flocks


Figure 5.4. a, Cycling of the vortex chiral state by a temporal termination and subsequent restoration of the electric field. The black curve shows normalized magnitude of the vorticity in the vortex center. Blue spans indicate $\overline{C W}$ vortices, and red spans correspond to CCW vortices. The vortex reversal is observed for every one of 240 cycles. The particle area fraction $\phi=0.08$. $\mathbf{b}$, The reversal probability $P$ as a function of the well diameter $D$. The particle area fraction $\phi=0.07 \pm 0.01 . P=N_{\mathrm{r}} / N_{\mathrm{t}}$, where $N_{\mathrm{r}}$ is the number of times the vortex reversal is observed during $N_{\mathrm{t}}$ activity cycles. c, The reversal probability $P$ (blue squares) as a function of the particles area fraction $\phi$ for $D=2 \mathrm{~mm}$. Red circles illustrate the probability of the vortex formation in the same system. A shaded area indicates the area fractions $\phi<0.01$ where no stable vortex is observed. Dash lines depict $P=1$. Error bars are standard deviations of the mean.
of rollers with spatially correlated velocities form [Fig. 5.5d,e ]. The center of the well becomes the densest part of the system in a fraction of a second, and within the next few seconds, particles redistribute into a new stable vortex with a depletion zone in the center [Fig. 5.5 f ]. The process is characterized by the behavior of the average tangential and normal components of the rollers velocities shown in Fig. 5.5g. At the very first moments upon reactivation, the tangential motion of particles is mostly chaotic, manifested by the emergence of small flocks of rollers moving in both CW and CCW directions. In contrast, the normal component of the average roller velocities sharply increases at re-activation and eventually subside to zero. While initial fractions of particles moving CCW and CW are approximately the same, the CW fraction steadily grows with time and eventually
plateaus with the average tangential velocity reaching $\mathbf{v}_{\mathrm{t}}=-0.82 \mathrm{~mm} \mathrm{~s}^{-1}$ (equal in magnitude but opposite in the direction to the initial vortex).

### 5.4.3. Emergence of local asymmetry

The chirality of the collective motion can be similarly reversed in an annulus [Fig. 5.6a]. However, in contrast to the cylindrical confinement, particle traveling bands with a visible local density gradient along the direction of motion are observed in these experiments. The traveling density bands carry the information about the chirality of the polar state. It is possible to identify the direction of the band motion preceding the activity termination from a snapshot of the track when particles are at rest. In a stable CCW-rotating band shown in Fig. 5.6a, the local particle density $\phi_{\text {loc }}$ increases slowly with an azimuth angle toward the front of the band, and then abruptly drops at the frontier. When the system is re-energized, the inter-particle repulsive interactions push rollers away from the highdensity regions resulting in a reversal of the band motion.

As the width of the track grows, the tangential density gradient (i.e., the band structure) dissolves and completely vanishes in the case of a well [Fig. 55.6b]. Nevertheless, the reversal of the vortex chiral state upon temporal modulation of activity is preserved. It suggests that a structural asymmetry reflected in the local particle positions is now hidden by being redistributed over the whole ensemble. To unveil intrinsic asymmetries in the positional arrangements of rollers in a vortex, we introduce two local order parameters $A_{\mathrm{n}}$ and $A_{\mathrm{t}}$.

$$
\begin{equation*}
A_{\mathrm{n}, \mathrm{t}}=\left\langle\mathbf{F}_{i} \cdot \mathbf{u}_{\mathrm{n}, \mathrm{t}}^{i}\right\rangle_{i} . \tag{5.86}
\end{equation*}
$$



Figure 5.5. a-f, Snapshots of a roller vortex undergoing the chiral state reversal. The electric field is reapplied at $t=0 \mathrm{~s}$ after a short cessation of activity, $\tau_{\text {off }}=0.5 \mathrm{~s}$. Rollers are shown as circles colored according to the magnitude of the tangential velocity $\mathbf{v}_{\mathrm{t}}$. a, Particles in a stable CCW vortex. b, Particles are at rest when the electric field is off. c, Rollers ensemble moments after the system is re-energized. d, Most of the particles move towards the center of the well. CW (blue) and CCW(red) roller flocks are formed. e, Particles redistribute over the well. The CW rotating flocks start to dominate over those with CCW rotation. f, A stable CW vortex is formed. The scale bar is 0.2 mm . $\mathbf{g}$, Time evolution of the average normal (blue) and tangential (red) velocities during the chiral state reversal. h, Same process as in $\mathbf{g}$ is calculated in simulations [see Sec. 5.3. Gray areas indicate the state with the electric filed off.

Here, $\mathbf{F}_{i}$ is a model repulsive unit force acting on the particle $i$ from the the nearest neighbors, and $\mathbf{u}_{n, t}^{i}$ are normal and tangential unit vectors respectively at the position of the particle $i .\langle\ldots\rangle_{i}$ indicates averaging over all particles. We can simplify the averaging over the neighbors by taking into account only a single nearest particle in Eq. 5.86.

Equipped with two order parameters we analyze the reversal process in a circular track and a well. The non-zero value of $A_{\mathrm{t}}$ in the track during a stable collective motion indicates the density gradient along the tangential direction, see Fig. 5.6c. Meanwhile, $A_{\mathrm{n}}$ is zero within the noise level during the band motion, indicating the absence of normal particle density gradients in a track. Both $A_{\mathrm{n}}$ and $A_{\mathrm{t}}$ remain nearly constant while the system is in a stable dynamic state. The positive (or negative) value of $A_{\mathrm{t}}$ indicates a CW (or CCW) vortex or band. In a well, the value of $A_{\mathrm{t}}$ also exhibits stable non-zero values comparable in magnitude to those observed in narrow tracks, even though the density bands are absent [Fig. 5.6d]. The local values of the $A_{\mathrm{t}}{ }^{i}=\mathbf{F}_{i} \cdot \mathbf{u}_{\mathrm{t}}{ }^{i}$ are uniformly distributed over the whole system [see $\mathbf{2 4 2}$ Fig. S6] with no apparent clustering of the $A_{\mathrm{t}}{ }^{i}$ values that can be directly linked to the subsequent intermittent flocks.

### 5.4.4. Reversal mechanism

To elucidate the physics underlying the robust chiral state reversal in the ensemble of active rollers, we develop a particle-based simulation model of the Quincke rollers suspension [Sec. 5.3]. Following the work of $[\mathbf{1 1 0}, \mathbf{3 6 0}]$, we similarly identify the essential microscopic interactions. Instead of using the mean-field Fokker-Plank description for the large-scale behaviors $\mathbf{1 1 0}$, we develop here the many-particle simulation by coupling the


Figure 5.6. a, Microscopic image illustrates the spatial distribution of rollers in a circular track (only half of the track is shown) with a width $W=0.25$ mm . Particles move CCW and form a stable traveling band along the track. The black curve in the inner ring illustrate the average azimuthal particle density. The background color of the inner ring indicates the direction of initial rollers velocities at the moment when the DC electric field is reapplied. The scale bar is 0.5 mm . b, Azimuthal density distribution of rollers in circular tracks with outer diameter $D=2 \mathrm{~mm}$ and the width $W=0.25 \mathrm{~mm}$ (black), 0.50 mm (purple), 0.75 mm (blue) and in the well (red) as a function of azimuthal angle. Average particles area fraction $\phi=0.12$. A half of the track (or well) is shown. c-d, Evolutions of local order parameters $A_{\mathrm{n}}$ (blue) and $A_{\mathrm{t}}$ (red) in a track of the width $W=0.25$ $\mathrm{mm}(\mathbf{c})$ and a well with $D=2 \mathrm{~mm}(\mathbf{d})$ during a vortex reversal. The initial direction of the vortex is CCW. The area fraction $\phi=0.12$. Oscillations of $A_{\mathrm{n}}$ at the initial stage of the band formation in a track correspond to the reflections of density bands from the walls. A non-zero value of $A_{\mathrm{n}}$ reflects the existence of a particle density gradient along the normal direction in the well. Shaded areas indicate field-off time.

Quincke rotation mechanism $\mathbf{1 1 0}, \mathbf{1 2 2}, \mathbf{1 2 3}, 362,363$ [Sec. 3.6] with Stokesian Dynamics $121,136,283,300-302,327,330$ [Sec. 5.2 . The simulations correctly capture all essential phenomenology observed in the roller ensemble upon temporal modulation of the activity [Fig. 5.3 h ].

In ensembles of Quincke rollers both electrostatic interactions (EI) and hydrodynamic interactions (HI) contribute to the velocity alignment processes resulting in a coherent large-scale motion [110]. To identify the microscopic mechanisms driving the emergence
of intrinsic positional order asymmetries, we investigate the behavior of the system when either EI or HI are "turned off" in the simulations. Without EI, a stable vortex still forms and has a structure similar to a regular vortex with both types of interactions present [see Fig. 5.7 a,b]. The absence of the EI does not affect significantly the overall particle distribution in the vortex as indicated by a radial particle density distribution [Fig. 5.7d] and pair correlation function, $g(r)$ [Fig. 5.7]]. The vortex also preserves the non-zero local order parameter $A_{\mathrm{t}}$ indicating the presence of the local positional order asymmetries [Fig. 5.7f]. However, the chiral state of each vortex was randomly selected upon each re-activation. The results imply that, in general, the development of the local particle arrangement asymmetries alone is not enough to support correlations of the subsequent chiral states of the system upon re-activations.

In contrast, the absence of the long-range HI results in particle accumulation near the boundary of the well [Fig. 5.7 c -d]. The vortex forms, however, with most of the particles densely packed near the boundary as indicated by multiple peaks of $g(r)$ [see Fig. 5.7]]. Importantly, the order parameter $A_{\mathrm{t}}$ is at the noise level, see Fig. 5.7f, indicative that the local asymmetries along the tangential direction disappear. The plots of the order parameter $A_{\mathrm{t}}$ as the system undergoes activity-inactivity cycles demonstrate that in both cases of truncated interactions no robust vortex reversal is observed, and the probability of the reversal is close to 0.5 suggestive that each time the system randomly selects the chiral state. It implies very specific roles of those two interactions. The HI are responsible for the development of asymmetries in the local positional order within the vortex that effectively encode the chiral state. EI on the other hand facilitate a mechanism by which
the particle distributions become relevant in the process of vortex formation. In particular, the locally asymmetric particles distributions in conjunction with EI dictate the subsequent chiral states of the ensemble. When both ingredients EI and HI are present the system exhibits remarkable reversibility of its chiral state upon temporal control of the activity by the external field. Upon restarting the field, multiple small flocks arise in random positions and chiral states due to the local fluctuations of the order parameter (Fig. S2), and the system evolves towards the final polar state with the reversed chirality through the coalescence and annihilation of the counter-rotating flocks in a similar fashion as the initial vortex. In a closely related system of ferromagnetic rollers carrying permanent magnetic dipoles rotating together with the particles in a uniaxial alternating magnetic field 264, 361, while both systems share similar hydrodynamic interactions the electrostatic repulsive interactions are replaced with time-averaged magnetic dipole-dipole interactions of permanent rotating dipoles, and the reported phenomenon is absent - all subsequent chiral states upon arbitrary reactivations are random.

### 5.5. Discussion and future works

In this chapter, we demonstrate that active liquids formed by Quincke particles are capable of preserving their dynamic state information in seemingly random arrangements of the particles. We show that a global vortex formed in an ensemble of Quincke rollers leads to a globally correlated state with local inter-particle positional arrangement asymmetries. Remarkably, a relatively weak level of the local arrangement asymmetry is enough to prescribe the direction of the global vortex motion with high fidelity.


Figure 5.7. a-c, Simulation snapshots of stable spontaneous vortices formed under three different scenarios. a, Both electrostatic and hydrodynamic interactions between rollers are included in the model. b, only hydrodynamic interactions drive rollers dynamics. c, only electrostatic interactions contribute to the collective dynamics. Only half of the wells are shown. The scale bar is 0.2 mm . The particle area fraction $\phi=0.10$ and the field strength is $E=2.0 \mathrm{~V} \mu \mathrm{~m}^{-1}$. d, Radial variations of local particle density, $\phi_{\text {loc }}$, in a stable vortex formed with both electrostatic and hydrodynamic interactions (blue), only hydrodynamic (orange), and only electrostatic (red) interactions. $r$ is the distance of particles from the center of the well. e, Positional pair correlation functions $g(\mathrm{r})$ of particles in stable vortices shown in a-c. The same color coding is used as in $\mathbf{d}$. The black arrow in e points to the identical location of a first peak for scenarios $\mathbf{a}$ and $\mathbf{b}$. f. Local order parameter $A_{\mathrm{t}}$ calculated for 10 activity cessation cycles. The ensemble does not develop asymmetries in the positional order when only electrostatic interactions govern collective dynamics of the rollers (red curve). Local positional order asymmetries in the ensemble develop only for scenarios including hydrodynamic interactions (blue, orange). Nevertheless, robust reversal is observed only when both hydrodynamic and electrostatic interactions are present(blue).

With the simulation model constructed from microscopic interactions, we isolate the role of hydrodynamics as a driving force in the development of the local particle positional asymmetries and reveal the crucial role of electrostatic repulsive interactions as
a key mechanism making the spatial distribution of particles relevant in the formation of the subsequent chiral states of the ensemble upon reactivation. The dynamics of the global chiral state reversal involve seemingly chaotic evolution of multiple flocks. Nevertheless, the reversal process is robust, and a temporal control of the activity can be exploited to systematically command the subsequent polar states of the active liquid. We further demonstrate that the local particle arrangement asymmetries alone do not result in polar state reversal, and, in general, isotropic short-range repulsions between active units and velocity alignment interactions are necessary for the rise of correlations between subsequent chiral states upon activity modulations.

Perhaps more generally, our results suggest that regardless of the dimension of the problem seemingly disordered dynamic patterns tend to develop local structural asymmetries in response to competing repulsive and aligning interactions between active particles, and within diffusion timescale, these asymmetries could be exploited to systematically control self-organized dynamic states with the aid of temporal modulation of activity.

As a physical example of the general framework [Eqn. 5.1 for describing active particles with both external and internal DOFF, this chapter demonstrates that how to construct the functional forms of the usually phenomenological interaction functions from relevant microscopic interactions. By embedding the rolling motion mechanism of Quincke particles [Sec. 3.6 into the Stokesian Dynamics, we developed a particle-based model which includes dynamics of both external and internal degrees of freedom. More generally, the self-propulsion mechanism and the interaction models, in principle, can be replaced with any other active-driving mechanisms and relevant interactions of the interested systems. For example, the dynamic equations describing the internal DOF of
rolling Quincke particles [Eqn. 5.3.1 can to extended to include the dynamics in the oscillation regime [Sec. 3.10], which enables studying collective behaviors of a population of oscillating Quincke particles.

## CHAPTER 6

## Collective Behaviors of Magnetic Spinners*

### 6.1. Introduction

Active colloidal particles typically perform mechanical motions in response to external stimuli from environment $\mathbf{3 6 4} \mathbf{3 6 8}$. The constant injection of external energy signals the non-equilibrium nature of those active particles, where diverse steady-state collective behaviors sharply contrast to those commonly seen in the equilibrium systems have been reported 369 373. So far, most of the works about active colloidal particles have been focusing on the active colloidal particles themselves and very limited attention has been put on the medium which mediates the interactions between active colloidal particles. Since almost all collective behaviors of active colloidal particles are studied in an aqueous environment, this inevitable introduces hydrodynamic interactions (HI) between particles $\mathbf{1 5 9}$ 271, which may or may not be important for the observed collective behaviors depending on the system of interests. However, it should be realized that the HI in such active colloidal particle systems is a common cornerstone for understanding its resulting collective behaviors. Due to the constant input of external energy in active systems, the mechanical motions of active units also constantly disturb the surrounding aqueous environment, which induce active flows absent in usual passive fluids. In recent years, active fluids composed of self-propelling particles $[\mathbf{3 7 4}, \mathbf{3 7 5}]$ with broken time reversal symmetry

[^5](TRS) have been attracting increasing interests due to possible new hydrodynamic effects. From a theoretical perspective, the broken TRS permits the emergence of the so-called odd viscosity $\mathbf{3 7 6}$ and it's interesting to extend conventional hydrodynamic models to explore possible physical effects of odd viscosity $\mathbf{3 7 7} \sqrt[380]{ }$; Experimentally, it's also worth designing an active system 381, 382, which isolate hydrodynamic interactions from other interfering interactions entirely with controllable activity for a systematical investigation of the effects due to induced active flows.

Among all possible candidates of active colloidal particles, the colloid particle embedded with a tiny ferromagnetic component driven by external magnetic fields seem an ideal model system $[\mathbf{3 1 9}, \mathbf{3 2 9}, \mathbf{3 8 3}$ for studying active flows. With carefully designed microscopic interactions, the magnetostatic and electrostatic interactions are essentially negligible comparing with the thermal energy [329], which leaves the hydrodynamic interactions as the solely dominant interaction in the system. The magnetic responsiveness of particles allows continuous tuning of the system activity level via an external magnetic field, which enables exploring how the hydrodynamic interactions depend on the system activity level.

In this chapter, a controllable effective gravity is purposefully introduced into a suspension of magnetic colloidal particles driven by a rotating external magnetic field. The "active" hydrodynamic interactions compete with such an effective gravity, which results in a sedimentation of active colloidal particles depending on its activity level [Sec. 6.2]. The traditional Stokesian Dynamics (SD) [Sec. 5.2] turns out to be inadequate for describing the observed collective motions due to active flows. By realizing the experimental
system has a broken TRS, the odd viscosity is incorporated into the existing SD framework [Sec. 6.3]. With the extended SD with odd viscosity, a simulation model for a population of magnetic spinners is developed to understand the experimental phenomena [Sec. 6.4]. In the end, this chapter concludes with a brief summary and discussion about open questions [Sec. 6.5].

### 6.2. Sedimentation of magnetic spinners

### 6.2.1. Experiment setup

The experiment is conducted with polymer colloids with radius about $1 \mu \mathrm{~m}$ with an embedded haematite cube $\mathbf{3 8 4}$, which gives each colloids a small permanent magnetic moment $\mathbf{m}$, allowing the manipulations of particles via an external magnetic field. The inter-particle magnetic interactions are small comparing with thermal energy $\left(<0.1 k_{B} T\right)$ [329. A suspension of such magnetic colloidal particles is prepared inside a chamber, which is slightly tilted by an angle $\theta$ allowing the sedimentation 385] of particles under gravity [Fig. 6.1]. The proposed experimental setup is very similar to the previous work [386] except the field directions and the inclination angle [see Table 6.1]. Here, the external magnetic field is rotating in the plane [Fig. 6.1 B], which drives mechanical rotations of magnetic colloidal particles with angular velocity $\boldsymbol{\omega}$ perpendicular to the chamber floor. Besides, the inclination angle is deliberately chosen to be very small (about $2^{\circ}$ ) [Fig. 6.1 C], which makes the effective weight of particles comparable to the thermal energy $\left(k_{B} T / m g \sin \theta \sim 2.7\right)$. The active rotation of magnetic colloidal particles in our experiment does not directly generate translational motions like Quincke particles $\mathbf{1 1 0}$ or magnetic rollers $\mathbf{2 5 6}, \mathbf{3 2 9}$. This mitigates the interference of boundary effects due to the
surrounding chamber walls. Thus, the driven magnetic colloidal particles interacts with each other with a rather clean active rotational flows. If there are any significant effects due to the active flows induced by mechanical rotations of magnetic colloidal particles, the small effective particle weight acts as a sensitive probe for detecting such effects. By measuring the steady particle distribution along the settling direction, it allows the quantitative study of hydrodynamic interactions in such active fluids.


Figure 6.1. Sedimentation experiments of magnetic colloidal particles. A, the top view experimental optical microscope image of the magnetic spinners suspension (courtesy of Dr. Michael Wang, NYU). B and C are schematics of zoom-in views of a single magnetic spinner from the top and side views, respectively. $\mathbf{B}$, the top view schematic of a settling colloidal particle (light gray) with embedded ferromagnetic components (orange), which is driven by a rotating external magnetic field, rotates with angular velocity $\boldsymbol{\omega}$. C, the side view schematic of the same magnetic colloidal particle, which settles above an inclined floor of angle $\theta$ with an effective gravity $g \sin \theta$, where $g$ is the acceleration of gravity.

| Parameters | Symbols | Values |
| :---: | :---: | :---: |
| radius of particles | $a$ | $1 \mu m$ |
| gravity | $g$ | $9.8 \mathrm{~m} / \mathrm{s}^{2}$ |
| estimated particle weight | $m g$ | $\sim 4.41 \times 10^{-14} \mathrm{~N}$ |
| inclination angle | $\theta$ | $2^{\circ}$ |
| effective particle weight | $m g \sin \theta$ | $\sim 1.54 \times 10^{-15} \mathrm{~N}$ |
| field frequency | $f$ | $0-5 \mathrm{~Hz}$ |
| dynamic viscosity of the solution | $\eta$ | $\sim 0.89-1.8 \mathrm{mPa} \cdot \mathrm{s}$ |
| estimated magnetic torques | $T_{m}=8 \pi \eta a^{3} \omega$ | $\sim 1.5791 \times 10^{-19} \mathrm{~N} \cdot \mathrm{~m}$ |
| gravitational height | $k_{B} T / m g \cos \theta$ | $\sim 1.094 \mu m$ |
| characteristic diffusive time | $\tau_{D}=6 \pi \eta a^{3} / k_{B} T$ | $\sim 4.59 \mathrm{~s}$ |
| temperature | $T$ | 300 K |

Table 6.1. Table of experiment parameters for the sedimentation of magnetic spinners

### 6.2.2. Experiment observations

The rotation speed of magnetic spinners is directly controlled by the frequency of external magnetic fields [329], which enables a continuous tuning of system activity level. The sedimentation experiments of magnetic spinners are conducted under the influence of a rotating magnetic field with frequency $0-5 \mathrm{~Hz}$ and the corresponding area fraction distribution of magnetic spinners is shown in Fig. 6.2 A. Interestingly, the experimental measurements show a significant deviation from the equilibrium distribution of passive magnetic spinners with a higher field frequency. By comparing the experimental images of the equilibrium suspension [Fig. 6.2 B ] and driven suspension [Fig. 6.2 C], it shows clearly that the driven suspension is much more spread upwards against the effective gravity, which signifies possible extra repulsive interactions between particles.


Figure 6.2. Density profiles of settled magnetic colloidal particles with various external magnetic field frequency (courtesy of Dr. Michael Wang, NYU). A, the area fraction of magnetic spinners driven by a rotating magnetic field of frequency $0-5 \mathrm{~Hz}$ as a function of height. $\mathbf{B}$ and $\mathbf{C}$ are respective representative experimental optical microscope images of passive magnetic spinners and magnetic spinners driven by a rotating magnetic field of frequency 5 Hz .

Such experimental results are particularly interesting from a physics point of view. For an equilibrium system, hydrodynamic interactions do not affect its thermodynamic equilibrium states as any equation of states of equilibrium systems [387, 388 do not depend on HI . For a non-equilibrium system, there is no general theoretical framework yet. However, the experimental system here is clearly out-of-equilibrium, whose results indicate that the HI of those active colloidal particles clearly modify the steady state of the system. The active flows create certain effective repulsion between particles, which actually support the weight of particles and creates a large spread of density distribution
[Fig. 6.2 B and C$]$. It is of great interests to understand how those active flows induced by driven magnetic spinners change the steady states of system, as it might provide some insights for uncovering the principles of non-equilibrium systems.

As discussed before, such magnetic spinners primarily interact with HI, which makes the Stokesian Dynamics [Sec. 5.2 an ideal numeric method for simulating a suspension of magnetic spinners. As a starting point, all magnetic spinners are assumed to be rotating with the same frequency as the external magnetic field. Then, each magnetic spinner is approximately driven by a magnetic torque $\mathbf{T}_{m}=8 \pi \mu a^{3} \boldsymbol{\omega}$. Besides, each spinners also feels the same effective gravity $\mathbf{F}_{g}=m \mathbf{g} \sin \theta$, where $m$ is the mass of colloidal particle. These are essentially all external forces and torques of the system, combining with appropriate hard-core interactions to avoid overlapping, the usual SD simulations are performed. Unfortunately, these simulations are not able to reproduce the significant upward spread of magnetic spinners and stay pretty close to equilibrium particle distribution even for the highest field frequency investigated. By realizing that all magnetic spinners are rotating in a prescribed direction determined by the external magnetic field, the system actually has a broken time reversal symmetry (TRS), which motivates the development of an extended Stokesian Dynamics with odd viscosity presented in the next section.

### 6.3. Stokesian Dynamics with odd viscosity

In this section, I will develop an extended Stokesian Dynamics (SD) formalism [Sec. 5.2, which takes into account of the effects from odd viscosity.

### 6.3.1. Odd viscosity

First, the concept of odd viscosity will be briefly introduced $\mathbf{3 7 6}, \mathbf{3 8 9}, \mathbf{3 9 2}$. Similarly to the case of linear elastic solids [Sec4.3.1.5], the general linear constitutive relation of a fluid can be written as:

$$
\begin{equation*}
\sigma_{i j}=-p \delta_{i j}+\mu_{i j k l} \nabla_{l} u_{k} \tag{6.1}
\end{equation*}
$$

where $\emptyset$ is the hydrostatic pressure and $\boldsymbol{\mu}$ is a general fourth order viscosity tensor. For a conventional homogeneous and isotropic passive fluid, the system has both rotational symmetry and time-reversal symmetry. Based on the Curie's Symmetry Principle (CSP) [393], the spatial symmetry property simplifies the general viscosity tensor as 394]:

$$
\begin{equation*}
\mu_{i j k l}^{e}=\mu_{b} \delta_{i j} \delta_{k l}+\mu_{s}\left(\delta_{i k} \delta_{j l}+\delta_{j k} \delta_{i l}\right) \tag{6.2}
\end{equation*}
$$

where $\mu_{b}$ and $\mu_{s}$ are the bulk and shear viscosity, respectively. Such viscosity tensor $\mu_{i j k l}^{e}$ only depends on two independent material properties, which have analogous roles of bulk and shear modulus in linear elastic solids [Eqn. 4.14].

Furthermore, symmetry properties of the system enforce three important symmetry relations, which the viscosity tensor $\mu_{i j k l}^{e}$ must fulfill. Firstly, the rotational invariance of system requires that $\mu_{i j k l}^{e}=\mu_{i j k}^{e}$; Secondly, the conservation of local angular momentum (passive fluid) requires that the stress tensor to be symmetric [see Sec. 4.4.3.2, i.e. $\sigma_{i j}=\sigma_{j i}$, which enforces that $\mu_{i j k l}^{e}=\mu_{j i k l}^{e}$; Thirdly, according to the Onsager reciprocal relations ORR 395, 396, the time-reversal symmetry requires that $\mu_{i j k l}^{e}=\mu_{k l i j}^{e}$. It's easy to verify that the above viscosity $\mu_{i j k l}^{e}$ [Eqn. 6.2 fulfill all three symmetry relations.

The superscript $e$ indicates that it's even under the time-reversal transformation and the corresponding viscosity is therefore termed as even viscosity.

As an extension of the above symmetry considerations, Avron et al. $\mathbf{3 7 6}$ considers the system with an external magnetic field $B$. The time-reversal symmetry states that the particles consisting the system should retrace its former paths when their velocities are reversed. However, for example, when there is an magnetic field, the external magnetic field also needs to be reversed $(-\bar{B})$ due to the fact that the Lorentz force $[\mathbf{1 2 9}$ couples the velocity and the magnetic fields $(\mathbf{F}=q \mathbf{u} \times \mathbf{B})$. Therefore, ORR needs to be modified for the case with a broken time reversal symmetry 394, which yields that

$$
\begin{equation*}
\mu_{i j k l}^{o}=-\mu_{k l i j}^{o} \tag{6.3}
\end{equation*}
$$

where the superscript $o$ indicates that the viscosity is odd under the time-reversal transformation and $\mu_{i j k l}^{o}$ is thus termed as odd viscosity.

For the spatial symmetry, previous considerations still hold, which require that $\mu_{i j k l}^{o}=$ $\mu_{i j l k}^{o}$ and $\mu_{i j k l}^{o}=\mu_{j i k l}^{o}$. By considering the rotational degrees of freedom of microscopic particles and starting from a microscopic Hamiltonian, Lubensky et al. $\mathbf{3 9 0}$ derive the general form of odd viscosity in a 3D system as:

$$
\begin{equation*}
\mu_{i j k l}^{o}=\ell_{n}\left(\varepsilon_{j l n} \delta_{i k}+\varepsilon_{i l n} \delta_{j k}+\varepsilon_{i k n} \delta_{j l}+\varepsilon_{j k n} \delta_{i l}\right) \tag{6.4}
\end{equation*}
$$

where $\overline{\varepsilon_{i j k}}$ is the 3D Levi-Civita symbol and $\overline{\delta_{i j}}$ is the Kronecker delta. And $\ell$ is the angular momentum density of constituting particles. It can be directly verified that all three symmetric relations are fulfilled. For a quasi-2D system where $\ell=\mu_{o} \hat{\mathbf{z}}$, the above
general expression in 3D can be simplified as:

$$
\begin{equation*}
\mu_{i j k l}^{o}=\mu_{o}\left(\epsilon_{j l} \delta_{i k}+\epsilon_{i l} \delta_{j k}+\epsilon_{i k} \delta_{j l}+\epsilon_{j k} \delta_{i l}\right) \tag{6.5}
\end{equation*}
$$

where $\varepsilon_{i j}$ is the 2D Levi-Civita symbol, i.e. $\varepsilon_{i j}=\varepsilon_{i j z}$. In this case, only a single scalar odd viscosity $\mu_{o}$ is needed to determine the odd viscosity tensor.

Finally, for a system containing both even and odd interactions under the time-reversal transformation, the general linear constitutive relation can be written as:

$$
\begin{equation*}
\sigma_{i j}=-p \delta_{i j}+\left(\mu_{i j k l}^{e}+\mu_{i j k l}^{o}\right) \nabla_{l} u_{k} \tag{6.6}
\end{equation*}
$$

where even and odd viscosity are given by Eqn. 6.2 and 6.4, respectively.

### 6.3.2. Odd Stokes' equations

With the constitutive relation of the fluid with both even and odd viscosity [Eqn. 6.6], the Stokes' equations are ready to be derived via the balance of linear momentum. For simplicity, we only consider quasi-2D systems here and the overall stress tensor is given as:

$$
\begin{align*}
\sigma_{i j}=-p \delta_{i j}+\left(\mu_{i j k l}^{e}+\mu_{i j k l}^{o}\right) \nabla_{l} u_{k} & =-p \delta_{i j}+\mu_{b} \nabla_{k} u_{k} \delta_{i j}+\mu_{s}\left(\nabla_{j} u_{i}+\nabla_{i} u_{j}\right) \\
& +\mu_{o}\left(\varepsilon_{j l} \nabla_{l} u_{i}+\varepsilon_{i l} \nabla_{l} u_{j}+\nabla_{i} \varepsilon_{j l} u_{l}+\nabla_{j} \varepsilon_{i l} u_{l}\right) \tag{6.7}
\end{align*}
$$

Taking the divergence of the stress tensor gives that

$$
\begin{equation*}
-\nabla_{i}\left[p-\left(\mu_{b}+\mu_{s}\right) \nabla_{j} u_{j}+\mu_{o} \epsilon_{j l} \nabla_{j} u_{l}\right]+\mu_{s} \nabla^{2} u_{i}+\mu_{o} \epsilon_{i l} \nabla_{l} \nabla_{j} u_{j}+\mu_{o} \epsilon_{i l} \nabla^{2} u_{l}=0 \tag{6.8}
\end{equation*}
$$

For an incompressible fluid, $\nabla_{j} u_{j}=0$, and it gives that the Stokes' equations with odd viscosity as

$$
\begin{equation*}
-\nabla_{i}\left(p+\mu_{o} \epsilon_{j l} \nabla_{j} u_{l}\right)+\mu_{s} \nabla^{2} u_{i}+\mu_{o} \epsilon_{i l} \nabla^{2} u_{l}=0 \tag{6.9}
\end{equation*}
$$

The above equations can be expressed in an equivalent matrix form as:

$$
\left(\begin{array}{ccc}
\mu_{s} & \mu_{o} & 0  \tag{6.10}\\
-\mu_{o} & \mu_{s} & 0 \\
0 & 0 & \mu_{s}
\end{array}\right) \nabla^{2} \mathbf{u}=\nabla \tilde{p}+\mathbf{f}
$$

where the modified pressure $\tilde{p}=p+\mu_{o} \epsilon_{j l} \nabla_{j} u_{l}$ and possible external volumetric forces $\mathbf{f}$ are also added into the equation. Note that the above equation reduces as the conventional Stokes' equation [Eqn. 5.6] when $\mu_{o}=0$ as expected and the odd viscosity $\mu_{o}$ emerges only at off-diagonal elements which introduces coupling between x and y components.

### 6.3.3. Odd Oseen tensor

As shown in Eqn. 6.10, the Stokes' equations with odd viscosity are still linear equations. Similarly to the Oseen tensor [Eqn. 5.7] derived for the usual Stokes' equations with only even viscosity, we would like to derive the corresponding Green's function of the generalized Stokes' equations with odd viscosity, which starts by consider a point force
$-\mathbf{F}$ applied at position $\mathbf{r} \mathbf{1 3 4}$ :

$$
\left(\begin{array}{ccc}
\mu_{s} & \mu_{o} & 0  \tag{6.11}\\
-\mu_{o} & \mu_{s} & 0 \\
0 & 0 & \mu_{s}
\end{array}\right) \nabla^{2} \mathbf{u}=\boldsymbol{\nabla} p-\mathbf{F} \delta(\mathbf{r})
$$

Please note that the modified pressure $\tilde{p}$ [Eqn. 6.10] is denoted as $p$ for brevity. The linearity of the Stokes' equation requires that both the pressure $p$ and flow field $\mathbf{u}$ should be proportional to the apply point force $\mathbf{F}$. Since $p(\mathbf{r})$ is a scalar field and $\mathbf{u}(\mathbf{r})$ is a vector field, they can be expressed as:

$$
\begin{gather*}
p(\mathbf{r})=P_{j}(\mathbf{r}) F_{j}  \tag{6.12a}\\
\mathbf{u}(\mathbf{r})=G_{i j}(\mathbf{r}) F_{j} \tag{6.12b}
\end{gather*}
$$

where $P_{i}(\mathbf{r})$ and $G_{i j}(\mathbf{r})$ are the Green's function of the pressure field and flow field, respectively.
6.3.3.1. Green's function in k-space. As the problem is easier to solve in the k-space, the Fourier transformation is applied to both the pressure and flow field:

$$
\begin{align*}
& \mathbf{u}(\mathbf{r})=\mathcal{F}^{-1}[\widehat{\mathbf{u}}(\mathbf{k})]=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} \mathrm{~d} \mathbf{k} \widehat{\mathbf{u}}(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{r}}  \tag{6.13a}\\
& p(\mathbf{r})=\mathcal{F}^{-1}[\widehat{p}(\mathbf{k})]=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} \mathrm{~d} \mathbf{k} \widehat{p}(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{r}} \tag{6.13b}
\end{align*}
$$

where $\mathcal{F}^{-1}$ is the inverse Fourier transformation, $\mathbf{k}$ is the wave vector and $\widehat{\mathbf{u}}(\mathbf{k})$ and $\widehat{p}(\mathbf{k})$ are the corresponding pressure and flow field in the k-space. Plugging above expressions back into the Stokes' equations [Eqn. 6.11] yields that

$$
\begin{equation*}
-\mu_{i j} k^{2} \widehat{u}_{j}(\mathbf{k})=i k_{i} \widehat{p}(\mathbf{k})-F_{i} \tag{6.14}
\end{equation*}
$$

where the second order viscosity matrix $\mu_{i j}$ is defined as:

$$
\mu_{i j}=\left(\begin{array}{ccc}
\mu_{s} & \mu_{o} & 0  \tag{6.15}\\
-\mu_{o} & \mu_{s} & 0 \\
0 & 0 & \mu_{s}
\end{array}\right)
$$

Also note that the k-space expressions of Eqn. 6.12 are:

$$
\widehat{p}(\mathbf{k})=\widehat{P}_{j}(\mathbf{k}) F_{j}, \quad \widehat{\mathbf{u}}(\mathbf{k})=\widehat{G}_{i j}(\mathbf{k}) F_{j}
$$

which enables the elimination of external forces $F_{i}$ :

$$
-k^{2} \mu_{i j} \widehat{G}_{j k}(\mathbf{k}) F_{k}=i k_{i} \widehat{P}_{j}(\mathbf{k}) F_{j}-\delta_{i j} F_{j}
$$

i.e.

$$
\begin{equation*}
-k^{2} \mu_{i k} \widehat{G}_{k j}(\mathbf{k})=i k_{i} \widehat{P}_{j}(\mathbf{k})-\delta_{i j} \tag{6.16}
\end{equation*}
$$

The incompressibility condition $(\boldsymbol{\nabla} \cdot \mathbf{u}=0)$ in the k -space reads as

$$
\begin{equation*}
\widehat{G}_{i j}(\mathbf{k}) k_{i}=0 \tag{6.17}
\end{equation*}
$$

Taking the inner product of Eqn. 6.16 with $k_{i}$ yields that

$$
-k^{2} \mu_{i k} k_{i} \widehat{G}_{k j}(\mathbf{k})=-k^{2} \mu_{0} \varepsilon_{i k} k_{i} \widehat{G}_{k j}(\mathbf{k})=i k^{2} \widehat{P}_{j}(\mathbf{k})-k_{j}
$$

It gives the Green's function of the pressure field in the k-space as:

$$
\begin{equation*}
\widehat{P}_{j}(\mathbf{k})=-\frac{i k_{j}}{k^{2}}+i \mu_{0} \varepsilon_{i k} k_{i} \widehat{G}_{k j}(\mathbf{k}) \tag{6.18}
\end{equation*}
$$

where $\mu_{i j}=\mu_{s} \delta_{i k}+\mu_{o} \varepsilon_{i k}$ by definition [Eqn. 6.15] and the second term is the additional pressure contribution due to the odd viscosity. Plugging the above expression back into Eqn. 6.16 gives that:

$$
\left(\begin{array}{ccc}
\mu_{s}+\mu_{o} \frac{k_{x} k_{y}}{k^{2}} & \mu_{o}\left(1-\frac{k_{x}^{2}}{k^{2}}\right) & 0  \tag{6.19}\\
\mu_{o}\left(-1+\frac{k_{y}^{2}}{k^{2}}\right) & \mu_{s}-\mu_{o} \frac{k_{y} k_{x}}{k^{2}} & 0 \\
\mu_{o} \frac{k_{y} k_{z}}{k^{2}} & -\mu_{o} \frac{k_{x} k_{z}}{k^{2}} & \mu_{s}
\end{array}\right) \widehat{G}_{k j}(\mathbf{k})=-\frac{k_{i} k_{j}}{k^{4}}+\frac{\delta_{i j}}{k^{2}}
$$

The right-hand side is exactly the k-space expression of the Oseen tensor [311] and the matrix on the left-hand side can be directly inverted, which gives the k-space expression of the Green's function of the flow field as:

$$
\widehat{G}_{i j}(\mathbf{k})=\frac{1}{\mu_{s}} \frac{1}{\Sigma^{2}(\mathbf{k})}\left(\begin{array}{ccc}
\frac{k_{y}^{2}+k_{z}^{2}}{k^{4}} & -\frac{k_{x} k_{y}}{k^{4}}-\chi \frac{k_{z}^{2}}{k^{4}} & -\frac{k_{x} k_{z}}{k^{4}}+\chi \frac{k_{y} k_{z}}{k^{4}}  \tag{6.20}\\
-\frac{k_{x} k_{y}}{k^{4}}+\chi \frac{k_{z}^{2}}{k^{4}} & \frac{k_{x}^{2}+k_{z}^{2}}{k^{4}} & -\frac{k_{y} k_{z}}{k^{4}}-\chi \frac{k_{x} k_{z}}{k^{4}} \\
-\frac{k_{x} k_{z}}{k^{4}}-\chi \frac{k_{y} k_{z}}{k^{4}} & -\frac{k_{y} k_{z}}{k^{4}}+\chi \frac{k_{x} k_{z}}{k^{4}} & \frac{k_{x}^{2}+k_{y}^{2}}{k^{4}}
\end{array}\right)
$$

where two auxiliary variables are introduced as:

$$
\begin{equation*}
\Sigma^{2}(\mathbf{k})=1+\chi^{2} \frac{k_{z}^{2}}{k^{2}}, \quad \chi=\frac{\mu_{o}}{\mu_{s}} \tag{6.21}
\end{equation*}
$$

Particularly, the dimensionless number $\chi$ is the ratio between odd viscosity $\mu_{o}$ and even viscosity $\mu_{s}$, which characterizes the effects due to the odd viscosity. Moreover, as any second order tensor can be decomposed into symmetric and anti-symmetric parts, the above k -space Green's function can be split as:

$$
\begin{equation*}
\widehat{G}_{i j}(\mathbf{k})=\widehat{G}_{(i j)}(\mathbf{k})+\widehat{G}_{[i j]}(\mathbf{k}) \tag{6.22a}
\end{equation*}
$$

$$
\begin{gather*}
\widehat{G}_{(i j)}(\mathbf{k})=\frac{1}{\mu_{s}} \frac{1}{\Sigma^{2}(\mathbf{k})}\left(-\frac{k_{i} k_{j}}{k^{4}}+\frac{\delta_{i j}}{k^{2}}\right)  \tag{6.22b}\\
\widehat{G}_{[i j]}(\mathbf{k})=-\frac{1}{\mu_{s}} \frac{\chi}{\Sigma^{2}(\mathbf{k})} \varepsilon_{i j k} k_{k} \frac{k_{z}}{k^{4}} \tag{6.22c}
\end{gather*}
$$

where indices in parentheses and brackets indicate symmetrizing and anti-symmetrizing the orginal tensor, respectively.
6.3.3.2. Green's function in real-space. With the k -space Green's function for both the pressure field and flow field [Eqn. 6.18 and 6.20 , the corresponding real-space expressions can be obtained via the inverse Fourier transformation, i.e.

$$
\begin{equation*}
G_{i j}(\mathbf{r})=\mathcal{F}^{-1}\left[\widehat{G}_{i j}(\mathbf{k})\right], \quad P_{i}(\mathbf{r})=\mathcal{F}^{-1}\left[\widehat{P}_{i}(\mathbf{k})\right] \tag{6.23}
\end{equation*}
$$

However, the additional k-dependence introduced by $\Sigma^{2}(\mathbf{k})$ for non-vanishing odd viscosity makes the exact analytical calculation difficult. For simplicity, we focused on the fluid with weak activity (this approximation is also supported by actual experimental measurements $\mathbf{3 9 7}$ ). Then, the viscosity ratio $\chi$ serves as a natural parameter to characterize the activity level of the system. For the weak activity limit, i.e. $\chi \rightarrow 0$, the
inverse of $\Sigma^{2}(\mathbf{k})$ can be expanded as:

$$
\begin{equation*}
\frac{1}{\Sigma^{2}(\mathbf{k})}=\frac{1}{1+\chi^{2} \frac{k_{z}^{2}}{k^{2}}}=\sum_{n=0}^{\infty}(-1)^{n}\left(\frac{k_{z}^{2}}{k^{2}} \chi^{2}\right)^{n}=1-\frac{k_{z}^{2}}{k^{2}} \chi^{2}+\mathcal{O}\left(\chi^{4}\right) \tag{6.24}
\end{equation*}
$$

Then, the expansions of the symmetric and anti-symmetric parts of the k-space Green's function [Eqn. 6.22] can be written as:

$$
\begin{gather*}
\widehat{G}_{(i j)}(\mathbf{k})=\frac{1}{\mu_{s}} \sum_{n=0}^{\infty}(-1)^{n}\left(\frac{k_{z}^{2}}{k^{2}} \chi^{2}\right)^{n}\left(-\frac{k_{i} k_{j}}{k^{4}}+\frac{\delta_{i j}}{k^{2}}\right)=\left[\widehat{G}_{(i j)}^{(0)}+\widehat{G}_{(i j)}^{(2)}\right]+\mathcal{O}\left(\chi^{4}\right)  \tag{6.25a}\\
\widehat{G}_{[i j]}(\mathbf{k})=-\frac{\chi}{\mu_{s}} \sum_{n=0}^{\infty}(-1)^{n}\left(\frac{k_{z}^{2}}{k^{2}} \chi^{2}\right)^{n}\left(\varepsilon_{i j k} k_{k} \frac{k_{z}}{k^{4}}\right)=\left[\widehat{G}_{[i j]}^{(1)}+\widehat{G}_{[i j]}^{(3)}\right]+\mathcal{O}\left(\chi^{5}\right) \tag{6.25b}
\end{gather*}
$$

where $n$-th order expansion of the symmetric and anti-symmetric parts are defined as:

$$
\begin{gather*}
\widehat{G}_{(i j)}^{(2 n)}(\mathbf{k})=\frac{(-1)^{n}}{\mu_{s}}\left(\frac{k_{z}^{2}}{k^{2}} \chi^{2}\right)^{n}\left(-\frac{k_{i} k_{j}}{k^{4}}+\frac{\delta_{i j}}{k^{2}}\right), \quad n \in \mathbb{N}  \tag{6.26a}\\
\widehat{G}_{[i j]}^{(2 n+1)}(\mathbf{k})=-\chi \frac{(-1)^{n}}{\mu_{s}}\left(\frac{k_{z}^{2}}{k^{2}} \chi^{2}\right)^{n}\left(\varepsilon_{i j k} \frac{k_{k} k_{z}}{k^{4}}\right), \quad n \in \mathbb{N} \tag{6.26b}
\end{gather*}
$$

where $\mathbb{N}$ is the set of natural numbers. The inverse Fourier transformation of the lowest order expressions is easy to compute:

$$
\begin{gather*}
G_{(i j)}^{(0)}(\mathbf{r})=\mathcal{F}^{-1}\left[\widehat{G}_{(i j)}^{(0)}(\mathbf{k})\right]=\frac{1}{\mu_{s}} \mathcal{F}^{-1}\left[-\frac{k_{i} k_{j}}{k^{4}}+\frac{\delta_{i j}}{k^{2}}\right]=\frac{1}{8 \pi \mu_{s}}\left(\frac{\delta_{i j}}{r}+\frac{r_{i} r_{j}}{r^{3}}\right)  \tag{6.27a}\\
G_{[i j]}^{(1)}(\mathbf{r})=\mathcal{F}^{-1}\left[\widehat{G}_{[i j]}^{(1)}(\mathbf{k})\right]=-\frac{1}{\mu_{s}} \mathcal{F}^{-1}\left[\varepsilon_{i j k} \frac{k_{k} k_{z}}{k^{4}}\right]=-\frac{\chi}{8 \pi \mu_{s}} \varepsilon_{i j k}\left(\frac{\delta_{k 3}}{r}-\frac{r_{k} r_{3}}{r^{3}}\right)
\end{gather*}
$$

Note the expression of Oseen tensor [Eqn. 5.7], the above expressions can be rewritten as:

$$
\begin{gather*}
G_{(i j)}^{(0)}(\mathbf{r})=\frac{1}{8 \pi \mu_{s}} J_{i j}(\mathbf{r})  \tag{6.28a}\\
G_{[i j]}^{(1)}(\mathbf{r})=-\frac{\chi}{8 \pi \mu_{s}} \varepsilon_{i j k} \delta_{l 3}\left(\frac{\delta_{k l}}{r}-\frac{r_{k} r_{l}}{r^{3}}\right)=-\frac{\chi}{8 \pi \mu_{s}} \varepsilon_{i j k} \delta_{l 3} J_{k l}^{s}(\mathbf{r})=-\frac{\chi}{8 \pi \mu_{s}} J_{i j}^{o}(\mathbf{r}) \tag{6.28b}
\end{gather*}
$$

where $J_{i j}$ is the usual Oseen tensor and a similar odd Oseen tensor is defined as:

$$
\begin{equation*}
J_{i j}^{o}(\mathbf{r})=\varepsilon_{i j k} \delta_{l 3} J_{k l}^{s}(\mathbf{r})=\varepsilon_{i j k} \delta_{l 3}\left(\frac{\delta_{k l}}{r}-\frac{r_{k} r_{l}}{r^{3}}\right) \tag{6.29}
\end{equation*}
$$

For convenience, an auxiliary symmetric tensor $J_{i j}^{s}(\mathbf{r})$ is also defined, which only differs with the symmetric Oseen tensor $\boldsymbol{J}$ by a minus sign of the anisotropic term:

$$
\begin{equation*}
J_{i j}^{s}(\mathbf{r})=\frac{\delta_{i j}}{r}-\frac{r_{i} r_{j}}{r^{3}} \tag{6.30}
\end{equation*}
$$

As for the higher order terms, it can be constructed from the lower order solutions by noting the following properties:

$$
\begin{align*}
\frac{\partial^{2}}{\partial z^{2}} f(\mathbf{r}) & =\frac{1}{(2 \pi)^{3}} \int \mathrm{~d} \mathbf{k}\left(-k_{z}^{2}\right) \widehat{f}(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{r}}  \tag{6.31}\\
\nabla^{2} f(\mathbf{r}) & =\frac{1}{(2 \pi)^{3}} \int \mathrm{~d} \mathbf{k}\left(-k^{2}\right) \widehat{f}(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{r}} \tag{6.32}
\end{align*}
$$

Therefore, the next order solutions can be constructed as:

$$
\begin{align*}
& G_{(i j)}^{(2)}(\mathbf{r})=-\chi^{2} \mathcal{F}^{-1}\left[\frac{k_{z}^{2}}{k^{2}} \widehat{G}_{(i j)}^{(0)}(\mathbf{k})\right]=-\chi^{2} \frac{\partial^{2}}{\partial z^{2}} \nabla^{-2}\left[\mathcal{F}^{-1}\left[\widehat{G}_{(i j)}^{(0)}(\mathbf{k})\right]\right]  \tag{6.33a}\\
& G_{[i j]}^{(3)}(\mathbf{r})=-\chi^{2} \mathcal{F}^{-1}\left[\frac{k_{z}^{2}}{k^{2}} \widehat{G}_{[i j]}^{(1)}(\mathbf{k})\right]=-\chi^{2} \frac{\partial^{2}}{\partial z^{2}} \nabla^{-2}\left[\mathcal{F}^{-1}\left[\widehat{G}_{[i j])}^{(1)}(\mathbf{k})\right]\right] \tag{6.33b}
\end{align*}
$$

where $\nabla^{-2}$ is the inverse Laplace operator defined as:

$$
\begin{equation*}
\nabla^{-2}=\int_{\mathbb{R}^{3}} \mathrm{~d} \mathbf{r}^{\prime} G\left(\mathbf{r}-\mathbf{r}^{\prime}\right), \quad G(\mathbf{r})=-\frac{1}{4 \pi r} \tag{6.34}
\end{equation*}
$$

and $G(\mathbf{r})$ is the Green's function of the 3D Laplace's equation. Also please be aware that the inverse Laplace operator $\nabla^{-2}$ is spherically symmetric but the double derivative in z direction $\frac{\partial^{2}}{\partial z^{2}}$ is not. Thus, it's important to choose a proper order between two operators to maintain the desired symmetry for intermediate steps.

In the next, both symmetric and anti-symmetric parts $\left(G_{(i j)}^{(2)}(\mathbf{r})\right.$ and $\left.G_{[i j]}^{(3)}(\mathbf{r})\right)$ will be calculated as an illustration and higher order terms can be computed in a similar manner.

- the symmetric part $G_{(i j)}^{(2)}(\mathbf{r})$

For the symmetric part, the inverse Laplace operator can be computed as:

$$
\begin{aligned}
\nabla^{-2}\left[\mathcal{F}^{-1}\left[G_{(i j)}^{(0)}\right]\right] & =\frac{1}{8 \pi \mu_{s}} \nabla^{-2}\left[\frac{\delta_{i j}}{r}+\frac{r_{i} r_{j}}{r^{3}}\right] \\
& =\frac{1}{8 \pi \mu_{s}} \int_{\mathbb{R}^{3}} \mathrm{~d} \mathbf{r}^{\prime} G\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left(\frac{\delta_{i j}}{r^{\prime}}+\frac{r_{i}^{\prime} r_{j}^{\prime}}{r^{\prime 3}}\right) \\
& =\frac{1}{8 \pi \mu_{s}} \int_{\mathbb{R}^{3}} \mathrm{~d} \mathbf{r}^{\prime} G\left(\mathbf{r}-\mathbf{r}^{\prime}\right) J_{i j}\left(\mathbf{r}^{\prime}\right)
\end{aligned}
$$

The inverse Laplace operator of the Oseen tensor can be evaluated in the spherical coordinates, which gives that:

$$
\begin{equation*}
\nabla^{-2}\left[J_{i j}(\mathbf{r})\right]=\frac{3}{4} r \delta_{i j}-\frac{1}{4} \frac{r_{i} r_{j}}{r} \tag{6.36}
\end{equation*}
$$

Then, the double derivative in z-direction is straightforward to calculate, which gives the real-space expression of the symmetric part as

$$
\begin{aligned}
G_{(i j)}^{(2)}(\mathbf{r}) & =-\frac{\chi^{2}}{8 \pi \mu_{s}} \frac{\partial^{2}}{\partial z^{2}}\left(\frac{3}{4} r \delta_{i j}-\frac{1}{4} \frac{r_{i} r_{j}}{r}\right) \\
& =-\frac{\chi^{2}}{8 \pi \mu_{s}}\left[\frac{3}{4}\left(1-\frac{r_{3}^{2}}{r^{2}}\right) \frac{1}{r} \delta_{i j}+\frac{1}{4}\left(1-3 \frac{z^{2}}{r^{2}}\right) \frac{r_{i} r_{j}}{r^{3}}\right. \\
& \left.+\frac{1}{2} \frac{r_{3}}{r^{3}}\left(\delta_{i 3} r_{j}+r_{i} \delta_{j 3}\right)-\frac{1}{2} \frac{1}{r} \delta_{i 3} \delta_{j 3}\right]
\end{aligned}
$$

- the anti-symmetric part $G_{[i j]}^{(3)}(\mathbf{r})$

For the anti-symmetric part, the inverse Laplace operator can be calculated as:

$$
\begin{align*}
\nabla^{-2}\left[\mathcal{F}^{-1}\left[G_{[i j]}^{(1)}\right]\right] & =-\frac{\chi}{8 \pi \mu_{s}} \varepsilon_{i j k} \delta_{l 3} \nabla^{-2}\left[\frac{\delta_{k l}}{r}-\frac{r_{k} r_{l}}{r^{3}}\right] \\
& =-\frac{\chi}{8 \pi \mu_{s}} \varepsilon_{i j k} \delta_{l 3} \nabla^{-2} \int_{\mathbb{R}^{3}} \mathrm{~d} \mathbf{r}^{\prime} G\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left(\frac{\delta_{i j}}{r^{\prime}}-\frac{r_{r}^{\prime} r_{j}^{\prime}}{r^{\prime 3}}\right)  \tag{6.38}\\
& =-\frac{\chi}{8 \pi \mu_{s}} \varepsilon_{i j k} \delta_{l 3} \nabla^{-2} \int_{\mathbb{R}^{3}} \mathrm{~d} \mathbf{r}^{\prime} G\left(\mathbf{r}-\mathbf{r}^{\prime}\right) J_{i j}^{s}\left(\mathbf{r}^{\prime}\right)
\end{align*}
$$

The inverse Laplace operator of $J_{i j}^{s}(\mathbf{r})$ can be similarly evaluated in the spherical coordinates, which gives that:

$$
\begin{equation*}
\nabla^{-2}\left[J_{i j}^{s}(\mathbf{r})\right]=\frac{1}{4} r \delta_{i j}+\frac{1}{4} \frac{r_{i} r_{j}}{r} \tag{6.39}
\end{equation*}
$$

Then, plugging it back and evaluate the double derivative in z -direction yields the real-space expression of the anti-symmetric part as:

$$
\begin{align*}
G_{[i j]}^{(3)}(\mathbf{r}) & =\frac{\chi^{3}}{8 \pi \mu_{s}} \varepsilon_{i j k} \delta_{l 3} \frac{\partial^{2}}{\partial z^{2}}\left(\frac{1}{4} r \delta_{k l}+\frac{1}{4} \frac{r_{k} r_{l}}{r}\right) \\
& =\frac{\chi^{3}}{8 \pi \mu_{s}} \varepsilon_{i j k} \delta_{l 3}\left[\frac{1}{4}\left(1-\frac{r_{3}^{2}}{r^{2}}\right) \frac{1}{r} \delta_{k l}-\frac{1}{4}\left(1-3 \frac{z^{2}}{r^{2}}\right) \frac{r_{k} r_{l}}{r^{3}}\right.  \tag{6.40}\\
& \left.-\frac{1}{2} \frac{r_{3}}{r^{3}}\left(\delta_{k 3} r_{l}+r_{k} \delta_{l 3}\right)+\frac{1}{2} \frac{1}{r} \delta_{k 3} \delta_{l 3}\right] \\
& =\frac{\chi^{3}}{8 \pi \mu_{s}}\left[\frac{3}{4}\left(1-\frac{r_{3}^{2}}{r^{2}}\right) \frac{1}{r} \varepsilon_{i j 3}-\frac{3}{4}\left(1-\frac{r_{3}^{2}}{r^{2}}\right) \frac{r_{3}}{r^{3}} \varepsilon_{i j k} r_{k}\right]
\end{align*}
$$

Finally, the Green's function in the real-space can be expressed as:

$$
\begin{gather*}
G_{i j}(\mathbf{r})=G_{(i j)}(\mathbf{r})+G_{[i j]}(\mathbf{r})  \tag{6.41a}\\
G_{(i j)}(\mathbf{r})=G_{(i j)}^{(0)}(\mathbf{r})+G_{(i j)}^{(2)}(\mathbf{r})+\mathcal{O}\left(\chi^{4}\right) \\
G_{[i j]}(\mathbf{r})=G_{[i j]}^{(1)}(\mathbf{r})+G_{[i j]}^{(3)}(\mathbf{r})+\mathcal{O}\left(\chi^{5}\right) \tag{6.41c}
\end{gather*}
$$

where the explicit expressions of the symmetric Green's functions are given by Eqn. 6.28a and 6.37, the explicit expressions of the anti-symmetric Green's functions are given by Eqn. 6.28b and 6.40.

### 6.3.4. Integral representation

With the Green's function [Eqn. 6.41] of the odd Stokes' equations [Eqn. 6.10 derived in previous section, the flow field induced by a point force $\mathbf{F}$ at origin is:

$$
\begin{equation*}
u_{i}^{P F}(\mathbf{r})=G_{i j}(\mathbf{r}) F_{j}=\left[G_{(i j)}(\mathbf{r})+G_{[i j]}(\mathbf{r})\right] F_{j} \tag{6.42}
\end{equation*}
$$

As a starting point, only the first order effect due to odd viscosity will be explored here for simplicity but the formalism developed below in principle can be extended to arbitrary orders. If we only retain the first order term of viscosity ratio $\chi$ [Eqn. 6.28 a and 6.28b , the exact Green's function reduces as

$$
\begin{align*}
G_{i j}(\mathbf{r}) & =G_{(i j)}^{(0)}(\mathbf{r})+G_{[i j]}^{(1)}(\mathbf{r})+\mathcal{O}\left(\chi^{2}\right) \\
& \approx \frac{1}{8 \pi \mu}\left[J_{i j}(\mathbf{r})-\chi J_{i j}^{o}(\mathbf{r})\right] \tag{6.43}
\end{align*}
$$

where $J_{i j}(\mathbf{r})$ and $J_{i j}^{o}(\mathbf{r})$ are the even [Eqn. 5.7 and odd Oseen tensor [Eqn. 6.29], respectively. And from now on, the shear viscosity $\mu_{s}$ will be denoted as $\mu$ for short. Then, by the linearity of the odd Stokes' equation, the total flow field induced by a collection of finite size rigid particles can be written as [see Sec. 5.2.1]:

$$
\begin{equation*}
u_{i}(\mathbf{x})=u_{i}^{\infty}(\mathbf{x})+\frac{1}{8 \pi \mu} \sum_{\alpha=1}^{N} \int_{S^{\alpha}}\left[J_{i j}(\mathbf{r})-\chi J_{i j}^{o}(\mathbf{r})\right] f_{j}(\mathbf{y}) \mathrm{d} S(\mathbf{y}) \tag{6.44}
\end{equation*}
$$

where $u_{i}^{\infty}(i=x, y, z)$ is the background linear velocity field, $S^{\alpha}$ is the surface of $\alpha$-th particle $(\alpha=1, \cdots, N), \mathbf{y}$ is the location at the particle surface, $f_{j}(\mathbf{y})$ is the force density (or traction force) distributed over the particle surface.

### 6.3.5. Multipole expansion

Comparing with the integral representation of only even viscosity [Eqn. 5.9, the above integral representation with odd viscosity has one additional term due to the first order effect of the odd viscosity $-\chi J_{i j}^{o}(\mathbf{r})$. However, the exactly same multipole expansion procedure can still be carried out as detailed in Sec. 5.2.2. The whole procedure does not depend on the explicit form of the Green's function, therefore, the multipole expansion of the integral representation with odd viscosity [Eqn. 6.44] can be written as:

$$
\begin{align*}
u_{i}(\mathbf{x}) \approx u_{i}^{\infty}(\mathbf{x}) & +\frac{1}{8 \pi \mu} \sum_{\alpha=1}^{N}\left[J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) F_{j}^{\alpha}+R_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) T_{j}^{\alpha}-K_{i j k}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) S_{j k}^{\alpha}\right]  \tag{6.45}\\
& -\frac{\chi}{8 \pi \mu} \sum_{\alpha=1}^{N}\left[J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) F_{j}^{\alpha}+R_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) T_{j}^{\alpha}-K_{i j k}^{o}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) S_{j k}^{\alpha}\right]
\end{align*}
$$

where $J_{i j}, R_{i j}$ and $K_{i j k}$ are the usual even viscosity propagators of force, torque and stresslet, respectively [Eqn. 5.7, 5.21 and 5.24 . The additional flows contributed by the odd viscosity are explicitly split out and the corresponding propagators can be obtained by simply replacing the even Oseen tensor $J_{i j}$ with the odd Oseen tensor $J_{i j}^{o}$ :

$$
\begin{align*}
J_{i j}^{o}(\mathbf{r}) & =\frac{\varepsilon_{i j 3}}{r}-\frac{\varepsilon_{i j k} r_{k} r_{3}}{r^{3}}  \tag{6.46a}\\
R_{i j}^{o}(\mathbf{r}) & =\frac{1}{2} \varepsilon_{i k l} \nabla_{k} J_{j l}^{o}  \tag{6.46b}\\
K_{i j k}^{o}(\mathbf{r}) & =\frac{1}{2}\left[\nabla_{k} J_{i j}^{o}(\mathbf{r})+\nabla_{j} J_{i k}^{o}(\mathbf{r})\right] \tag{6.46c}
\end{align*}
$$

The above multipole expansion is truncated at the first order and such expansion can proceed to higher order terms [see Sec. 5.2.2. For rigid spherical particles, such expansion terminate quickly and the exact solution can be obtained for isolated particles [see

Eqn. 5.28. However, for the next order of multipole expansion involved the gradients of propagators, the results indeed depend on the properties of the propagators (for example, $R_{i j}$ is anti-symmetric while $R_{i j}^{o}$ is symmetric). Therefore, those higher order terms need to be constructed from singularity solutions of steady flow of each motion modes $\mathbf{1 2 1}$. In the following, the proper correction terms for propagators due to the odd viscosity are given directly and their proof will be postponed to Sec. 6.3.8.

$$
\begin{align*}
u_{i}(\mathbf{x}) \approx u_{i}^{\infty}(\mathbf{x}) & +\frac{1}{8 \pi \mu} \sum_{\alpha=1}^{N}\left[\left(1+\frac{1}{6} a^{2} \nabla^{2}\right) J_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) F_{j}^{\alpha}+R_{i j}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) T_{j}^{\alpha}\right.  \tag{6.47}\\
& \left.-\left(1+\frac{1}{10} a^{2} \nabla^{2}\right) K_{i j k}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) S_{j k}^{\alpha}\right] \\
& -\frac{\chi}{8 \pi \mu} \sum_{\alpha=1}^{N}\left[\left(1+\frac{1}{6} a^{2} \nabla^{2}\right) J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) F_{j}^{\alpha}-\left(1+\frac{1}{10} a^{2} \nabla^{2}\right) R_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) T_{j}^{\alpha}\right. \\
& \left.-\left(1+\frac{1}{10} a^{2} \nabla^{2}\right) K_{i j k}^{o}\left(\mathbf{x}-\mathbf{x}^{\alpha}\right) S_{j k}^{\alpha}\right]
\end{align*}
$$

### 6.3.6. Generalized Faxén laws

As shown in Sec. 5.2.3, the Faxén laws provide a bridge for connecting the kinetic motions $\left(\mathbf{U}^{\alpha}, \boldsymbol{\Omega}^{\alpha}, \boldsymbol{E}^{\alpha}\right)$ with corresponding mechanical quantities $\left(\mathbf{F}^{\beta}, \mathbf{T}^{\beta}, \boldsymbol{S}^{\beta}\right)$ of each particles. However, the validity of the Faxén laws with even viscosity relies on the Lorentz Reciprocal Theorem (LRT) and symmetry properties of the Oseen tensor (121). In the following, a generalized LRT including odd viscosity will be derived firstly. Then, the Faxén laws with odd viscosity will be proved based on the generalized LRT.
6.3.6.1. generalized Lorentz reciprocal theorem. Suppose that $\left(\mathbf{u}^{(1)}, \boldsymbol{\sigma}^{(1)}\right)$ and $\left(\mathbf{u}^{(2)}, \boldsymbol{\sigma}^{(2)}\right)$ are two different solutions of the odd Stokes' equations with the same geometry but subjected to different boundary conditions. Due to the linearity of the viscosity tensor [Eqn. 6.6, the overall stress tensor can be separated into stresses contributed by even and odd viscosity, i.e. $\boldsymbol{\sigma}=\boldsymbol{\sigma}_{e}+\boldsymbol{\sigma}_{o}$. Then, the generalized Lorentz Reciprocal Theorem states that:

$$
\begin{align*}
& \oint_{S} \mathbf{u}^{(1)} \cdot\left[\left(\boldsymbol{\sigma}_{e}^{(2)}+\boldsymbol{\sigma}_{o}^{(2)}\right) \cdot \hat{\mathbf{n}}\right] \mathrm{d} S-\int_{V} \mathbf{u}^{(1)} \cdot\left[\boldsymbol{\nabla} \cdot\left(\boldsymbol{\sigma}_{e}^{(2)}+\boldsymbol{\sigma}_{o}^{(2)}\right)\right] \mathrm{d} V \\
& =\oint_{S} \mathbf{u}^{(2)} \cdot\left[\left(\boldsymbol{\sigma}_{e}^{(2)}-\boldsymbol{\sigma}_{o}^{(2)}\right) \cdot \hat{\mathbf{n}}\right] \mathrm{d} S-\int_{V} \mathbf{u}^{(2)} \cdot\left[\boldsymbol{\nabla} \cdot\left(\boldsymbol{\sigma}_{e}^{(2)}-\boldsymbol{\sigma}_{o}^{(2)}\right)\right] \mathrm{d} V \tag{6.48}
\end{align*}
$$

In the absence of the external forces $(\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}=0)$, it reduces as:

$$
\begin{equation*}
\oint_{S} \mathbf{u}^{(1)} \cdot\left[\left(\boldsymbol{\sigma}_{e}^{(2)}+\boldsymbol{\sigma}_{o}^{(2)}\right) \cdot \hat{\mathbf{n}}\right] \mathrm{d} S=\oint_{S} \mathbf{u}^{(2)} \cdot\left[\left(\boldsymbol{\sigma}_{e}^{(2)}-\boldsymbol{\sigma}_{o}^{(2)}\right) \cdot \hat{\mathbf{n}}\right] \mathrm{d} S \tag{6.49}
\end{equation*}
$$

The proof of the above generalized version of LRT is very similar to the one detailed in Sec. 5.2.4.1. The only difference of the proof is to note that the constitutive relation now becomes:

$$
\begin{equation*}
\sigma_{i j}^{(1)}=\left(\mu_{i j k l}^{e}+\mu_{i j k l}^{o}\right) \nabla_{l} u_{k}^{(1)}, \quad \sigma_{i j}^{(2)}=\left(\mu_{i j k l}^{e}+\mu_{i j k l}^{o}\right) \nabla_{l} u_{k}^{(2)} \tag{6.50}
\end{equation*}
$$

and relevant symmetry properties of even and odd viscosity tensors are:

$$
\begin{equation*}
\mu_{i j k l}^{e}=\mu_{k l i j}^{e}, \quad \mu_{i j k l}^{o}=-\mu_{k l i j}^{o} \tag{6.51}
\end{equation*}
$$

Then, one can easily prove the generalized Lorentz Reciprocal Theorem by following the steps given in Sec. 5.2.4.1. As discussed in Sec. 6.3.1, those symmetry properties of
viscosity tensors $(i j \leftrightarrow k l)$ are actually connected to the time-reversal symmetry. The additional minus sign of the odd viscosity under the time-reversal transformation is reflected in the odd stress terms in the generalized LRT.
6.3.6.2. generalized Faxén laws. With the generalized LRT, a generalized Faxén laws can be derived. For example $\mathbf{1 2 1}$, considering a particle translates in the fluid with velocity $\mathbf{U}_{1}$, which has a corresponding flow field $\mathbf{u}_{1}$, and another particle is stationary but there is a point $\mathbf{F}$ applied at location $\mathbf{y}$ outside the particle. Then, the generalized LRT gives that:

$$
\begin{equation*}
\mathbf{U}_{1} \cdot \mathbf{F}_{2}-\mathbf{u}_{1}(\mathbf{y}) \cdot \mathbf{F}=0 \tag{6.52}
\end{equation*}
$$

where $\mathbf{F}_{2}$ is the force acting on the stationary particle due to the corresponding flow field $\mathbf{u}_{2}(\mathbf{x})$ induced by the point force $\mathbf{F}$. Because of the linearity of the odd Stokes' equations, the ambient flow for the translating particle can be expressed as:

$$
\begin{equation*}
\mathbf{u}_{1}(\mathbf{x})=\left\{\mathcal{F}_{e}\left[\frac{J_{i j}(\mathbf{x}-\boldsymbol{\xi})}{8 \pi \mu}\right]+\mathcal{F}_{o}\left[\frac{-\chi J_{i j}^{o}(\mathbf{x}-\boldsymbol{\xi})}{8 \pi \mu}\right]\right\} \cdot \mathbf{U}_{1} \tag{6.53}
\end{equation*}
$$

where $\mathcal{F}_{e}$ and $\mathcal{F}_{o}$ represent a linear function for the even and odd viscosity, respectively. $\mathcal{F}_{e}$ and $\mathcal{F}_{o}$ may or may not have the same functional form. And $\boldsymbol{\xi}$ denotes the region where source force densities are distributed. Plugging it back enables the elimination of $\mathrm{U}_{1}$, which yields that

$$
\begin{equation*}
F_{i}^{2}=\left\{\mathcal{F}_{e}\left[\frac{J_{j i}(\mathbf{x}-\boldsymbol{\xi})}{8 \pi \mu}\right]+\mathcal{F}_{o}\left[\frac{-\chi J_{j i}^{o}(\mathbf{x}-\boldsymbol{\xi})}{8 \pi \mu}\right]\right\} F_{j} \tag{6.54}
\end{equation*}
$$

Note the symmetry properties of both even and odd Oseen tensors:

$$
\begin{equation*}
J_{j i}(\mathbf{x}-\boldsymbol{\xi})=J_{i j}(\mathbf{x}-\boldsymbol{\xi}), \quad J_{j i}^{o}(\mathbf{x}-\boldsymbol{\xi})=-J_{i j}^{o}(\mathbf{x}-\boldsymbol{\xi}) \tag{6.55a}
\end{equation*}
$$

$$
\begin{equation*}
J_{i j}(\mathbf{x}-\boldsymbol{\xi})=J_{i j}(\boldsymbol{\xi}-\mathbf{x}), \quad J_{i j}^{o}(\mathbf{x}-\boldsymbol{\xi})=J_{i j}^{o}(\boldsymbol{\xi}-\mathbf{x}) \tag{6.55b}
\end{equation*}
$$

Therefore, the linear function $\mathcal{F}$ evaluated at the translating particle in the $\mathbf{u}_{1}$ problem is the same linear function $\mathcal{F}$ evaluated at the stationary particle in the $\mathbf{u}_{2}$ problem, i.e.

$$
\begin{equation*}
F_{i}^{2}=\mathcal{F}_{e}\left[\frac{J_{i j}(\boldsymbol{\xi}-\mathbf{y})}{8 \pi \mu} F_{j}\right]+\mathcal{F}_{o}\left[\chi \frac{J_{i j}^{o}(\boldsymbol{\xi}-\mathbf{y})}{8 \pi \mu} F_{j}\right] \tag{6.56}
\end{equation*}
$$

As informed by the multipole expansion results 6.47 (or from the Green's function directly), the flows contributed by even and odd viscosity induced by a point force $\mathbf{F}$ are:

$$
\begin{align*}
& \mathbf{u}^{e}(\boldsymbol{\xi})=\frac{1}{8 \pi \mu} \lim _{a \rightarrow 0}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) J_{i j}(\boldsymbol{\xi}-\mathbf{y}) F_{j}=\frac{J_{i j}(\boldsymbol{\xi}-\mathbf{y})}{8 \pi \mu} F_{j}  \tag{6.57a}\\
& \mathbf{u}^{o}(\boldsymbol{\xi})=-\frac{\chi}{8 \pi \mu} \lim _{a \rightarrow 0}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) J_{i j}^{o}(\boldsymbol{\xi}-\mathbf{y}) F_{j}=-\chi \frac{J_{i j}^{o}(\boldsymbol{\xi}-\mathbf{y})}{8 \pi \mu} F_{j} \tag{6.57b}
\end{align*}
$$

where $\mathbf{u}^{e}(\boldsymbol{\xi})$ and $\mathbf{u}^{o}(\boldsymbol{\xi})$ denote the flow contributed by the even and odd viscosity, respectively. Thus, the terms inside the brackets are identified as just the induced ambient flow, which gives that

$$
\begin{equation*}
\mathbf{F}_{2}=\mathcal{F}_{e}\left[\mathbf{u}^{e}(\boldsymbol{\xi})\right]-\mathcal{F}_{o}\left[\mathbf{u}^{o}(\boldsymbol{\xi})\right] \tag{6.58}
\end{equation*}
$$

Finally, it shows that there is just an additional minus sign for the flow contributed the odd viscosity in the generalized Faxén laws. Follow the above construction, one can prove similar relations for torques and stresslets, i.e.

$$
\begin{align*}
& \mathbf{T}=\mathcal{T}_{e}\left[\mathbf{u}^{e}(\boldsymbol{\xi})\right]-\mathcal{T}_{o}\left[\mathbf{u}^{o}(\boldsymbol{\xi})\right]  \tag{6.59a}\\
& \boldsymbol{S}=\mathcal{S}_{e}\left[\mathbf{u}^{e}(\boldsymbol{\xi})\right]-\mathcal{S}_{o}\left[\mathbf{u}^{o}(\boldsymbol{\xi})\right] \tag{6.59b}
\end{align*}
$$

In the next, only additional new contributions due to the odd viscosity will be covered as the Faxén laws for the even viscosity have been discussed in Sec. 5.2.3. Similar to Eqn. 5.31, for a collection of spherical particles, the linear superposition enables writing the ambient odd flow field $\mathbf{u}^{o l}$ induced by all other particles excluding the $\alpha$-th particle itself as:
$u_{i}^{o \prime}(\mathbf{x}) \approx-\frac{\chi}{8 \pi \mu} \sum_{\beta=1, \beta \neq \alpha}^{N}\left\{\mathcal{F}\left[J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] F_{j}^{\beta}+\mathcal{T}\left[J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] T_{j}^{\beta}+\mathcal{S}\left[J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] S_{j k}^{\beta}\right\}$
where $\mathcal{F}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right], \mathcal{T}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]$ and $\mathcal{S}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]$ denote linear functions which describe the odd viscosity related response to external forces, torques, stresslets respectively. Based on the results derived in Eqn. 6.58, 6.59a and 6.59b, the kinetic motions of $\alpha$-th particle due to the ambient odd flow $\mathbf{u}^{o \prime}$ induced by other particles $(\beta \neq \alpha)$ can be written
as:

$$
\left\{\begin{array}{l}
U_{i}^{\alpha}-U_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=-\mathcal{F}\left[u_{i}^{o \prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]  \tag{6.61}\\
\Omega_{i}^{\alpha}-\Omega_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=-\mathcal{T}\left[u_{i}^{o \prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right] \\
E_{i j}^{\alpha}-E_{i j}^{\infty}\left(\mathbf{x}^{\alpha}\right)=-\mathcal{S}\left[u_{i}^{o \prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]
\end{array}\right.
$$

The above relations are the Faxén laws for the odd viscosity, which differ with the Faxén laws for the even viscosity [Eqn. 5.33] by a minus sign.

### 6.3.7. Near-field mobility tensors

So far, the explicit functional forms of linear response functions $\mathcal{F}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right], \mathcal{T}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]$ and $\mathcal{S}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]$ have not been determined. Their expressions may be obtained by directly comparing with the ambient flow formula given by the multipole expansion [Eqn. 6.47 just like the way did for even viscosity [Sec. 5.2.3]. However, the validity of Eqn. 6.47 has not been justified yet. Here, I am going to develop the theory in a slightly different order. First, the Rotne-Prager-Yamakawa ( RPY approximation will be used to derive the near-field results in this section. After that, the Eqn. 6.47 will be proved as the far-field expansion of the near-field results [Sec. 6.3.8].
6.3.7.1. integral forms of response functions. Based on the idea of RPY approximation [see Sec. 5.2.6], each force moments are assumed to be uniformly distributed over the particle surface [Eqn. 5.54 and the integral form of ambient odd flow can therefore
be expressed as:
$u_{i}^{o \prime}(\mathbf{x})-u_{i}^{\infty}(\mathbf{x}) \approx-\frac{\chi}{8 \pi \mu} \sum_{\beta=1, \beta \neq \alpha}^{N} \oint_{S^{\beta}} J_{i j}^{o}(\mathbf{x}-\mathbf{y})\left[\frac{F_{j}^{\beta}}{4 \pi a^{2}}+\frac{3}{8 \pi a^{3}} \epsilon_{j k l} T_{k}^{\beta} n_{l} \mathrm{~d} S+\frac{3}{4 \pi a^{3}} S_{j k}^{\beta} n_{k}\right] \mathrm{d} S$
Such integral form expression only replies on the Green's function of the odd Stokes' equations which are derived in Sec. 6.3.3. Then, the integral forms of response functions $\mathcal{F}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right], \mathcal{T}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]$ and $\mathcal{S}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]$ can be defined as:

$$
\begin{align*}
& \mathcal{F}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y}) ; S\right]=\frac{1}{4 \pi a^{2}} \oint_{S} \widetilde{J}_{i j}^{o}(\mathbf{x}-\mathbf{y}) \mathrm{d} S(\mathbf{y})  \tag{6.63a}\\
& \mathcal{T}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y}) ; S\right]=\frac{3}{8 \pi a^{3}} \oint_{S} \widetilde{R}_{i j}^{o}(\mathbf{x}-\mathbf{y}) \mathrm{d} S(\mathbf{y})  \tag{6.63b}\\
& \mathcal{S}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y}) ; S\right]=\frac{3}{4 \pi a^{3}} \oint_{S} \widetilde{K}_{i j k}^{o}(\mathbf{x}-\mathbf{y}) \mathrm{d} S(\mathbf{y}) \tag{6.63c}
\end{align*}
$$

where the integral is evaluated at the particle surface $S$ and propagators of each force moments are:

$$
\begin{align*}
\widetilde{J}_{i j}^{o}(\mathbf{x}-\mathbf{y}) & =J_{i j}^{o}(\mathbf{x}-\mathbf{y})  \tag{6.64a}\\
\widetilde{R}_{i j}^{o}(\mathbf{x}-\mathbf{y}) & =J_{i k}^{o}(\mathbf{x}-\mathbf{y}) \varepsilon_{k j l} n_{l}  \tag{6.64b}\\
\widetilde{K}_{i j k}^{o}(\mathbf{x}-\mathbf{y}) & =\frac{1}{2}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y}) n_{k}+J_{i k}^{o}(\mathbf{x}-\mathbf{y}) n_{j}\right] \tag{6.64c}
\end{align*}
$$

These are almost identical to the even viscosity case [Eqn. 5.55] with the even Oseen tensor replaced with the odd Oseen tensor. Besides, the single spherical surface integrals
of response functions can be evaluated analytically, which yield that [see Appx. B.2.2:
(6.65a) $\quad M_{F i j}^{o}(\mathbf{x})=\frac{1}{8 \pi \mu} \mathcal{F}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y}) ; S^{\beta}\right]= \begin{cases}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) \frac{J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)}{8 \pi \mu} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\ \frac{1}{12 \pi \mu a} \varepsilon_{i j 3} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}$

$$
M_{T i j}^{o}(\mathbf{x})=\frac{1}{8 \pi \mu} \mathcal{T}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y}) ; S^{\beta}\right]= \begin{cases}-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{R_{j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)}{8 \pi \mu} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a  \tag{6.65b}\\ \frac{1}{8 \pi \mu a^{3}}\left[-\frac{3}{5}\left(x_{l}-x_{l}^{\beta}\right) \delta_{l i j 3}\right. & \\ \left.-\frac{1}{2} \delta_{i j}\left(z-z^{\beta}\right)+\frac{1}{2} \delta_{i 3}\left(x_{j}-x_{j}^{\beta}\right)\right] & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

$$
M_{S i j k}^{o}(\mathbf{x})=\frac{1}{8 \pi \mu} \mathcal{S}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y}) ; S^{\beta}\right]= \begin{cases}-\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{K_{i j k}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)}{8 \pi \mu} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a  \tag{6.65c}\\ \frac{1}{40 \pi \mu a^{3}}\left\{\left[\varepsilon_{i j 3}\left(x_{k}-x_{k}^{\beta}\right)+\varepsilon_{i k 3}\left(x_{j}-x_{j}^{\beta}\right)\right]\right. & \\ \left.+\left(\varepsilon_{i j m} \delta_{k 3}+\varepsilon_{i k m} \delta_{j 3}\right)\left(x_{m}-x_{m}^{\beta}\right)\right\} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

6.3.7.2. the Faxén laws in integral form. With the integral forms of response functions [Eqn. 6.63, the integral form of Faxén laws with odd viscosity can be written explicitly as:

$$
\left\{\begin{array}{l}
U_{i}^{\alpha}-U_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=-\mathcal{F}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]=-\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} u_{i}^{\prime}(\mathbf{x}) \mathrm{d} S^{\alpha}(\mathbf{x})  \tag{6.66}\\
\Omega_{i}^{\alpha}-\Omega_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=-\mathcal{T}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]=-\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i j k} n_{j} u_{k}^{\prime}(\mathbf{x}) \mathrm{d} S^{\alpha}(\mathbf{x}) \\
E_{i j}^{\alpha}-E_{i j}^{\infty}\left(\mathbf{x}^{\alpha}\right)=-\mathcal{S}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]=-\frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[u_{i}^{\prime}(\mathbf{x}) n_{j}+u_{j}^{\prime}(\mathbf{x}) n_{i}\right] \mathrm{d} S^{\alpha}(\mathbf{x})
\end{array}\right.
$$

where $\mathcal{F}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right], \mathcal{T}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]$ and $\mathcal{S}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]$ are the same linear functions defined by Eqn. 6.63 but applied to the ambient odd flow $\mathbf{u}^{o l}(\mathbf{x})$ given by Eqn. 6.62 and evaluated at the surface of $\alpha$-th particle $S^{\alpha}$ instead.
6.3.7.3. near-field mobility tensors. Then, the integral form pair mobility tensors $(\alpha \neq \beta)$ can be obtained by plugging the expression of ambient flow [Eqn. 6.62 into the Faxén laws in integral form [Eqn. 6.66, which yields that:

$$
\begin{align*}
& \boldsymbol{M}_{U F}^{\alpha \beta}=\left(M_{U F}^{o}{ }^{\alpha \beta}{ }_{i j}\right)=\frac{\chi}{8 \pi \mu} \frac{1}{\left(4 \pi a^{2}\right)^{2}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{J}_{i j}^{o}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{6.67a}\\
& \boldsymbol{M}_{U T}^{\alpha \beta}=\left(M_{U T}^{o}{ }^{\alpha \beta}{ }_{i j}\right)=\frac{\chi}{8 \pi \mu} \frac{1}{4 \pi a^{2}} \frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{R}_{i j}^{o}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{6.67b}\\
& \boldsymbol{M}_{U S}^{\alpha \beta}=\left(M_{U S}^{o}{ }^{\alpha \beta}{ }_{i j k}\right)=\frac{\chi}{8 \pi \mu} \frac{1}{4 \pi a^{2}} \frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{K}_{i j k}^{o}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{6.67c}\\
& \boldsymbol{M}_{\Omega T}^{\alpha \beta}=\left(M_{\Omega T}^{o}{ }^{\alpha \beta}{ }_{i j}\right)=\frac{\chi}{8 \pi \mu}\left(\frac{3}{8 \pi a^{3}}\right)^{2} \oint_{S^{\alpha}} \oint_{S^{\beta}} \varepsilon_{i k l} n_{k} \widetilde{R}_{l_{j}}^{o}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{6.67d}\\
& \boldsymbol{M}_{\Omega S}^{\alpha \beta}=\left(M_{\Omega S}^{o}{ }_{\Omega \beta}^{\alpha \beta}{ }_{i j k}\right)=\frac{\chi}{8 \pi \mu} \frac{3}{8 \pi a^{3}} \frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \varepsilon_{i l m} n_{l} \widetilde{K}_{m j k}^{o}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{6.67e}\\
& \boldsymbol{M}_{E S}^{\alpha \beta}=\left(M_{E S}^{o}{ }^{\alpha \beta}{ }_{i j k l}\right)=\frac{\chi}{8 \pi \mu}\left(\frac{3}{4 \pi a^{3}}\right)^{2}  \tag{6.67f}\\
& \oint_{S^{\alpha}} \oint_{S^{\beta}} \frac{1}{2}\left[\widetilde{K}_{i k l}^{o}(\mathbf{x}-\mathbf{y}) n_{j}+\widetilde{K}_{j k l}^{o}(\mathbf{x}-\mathbf{y}) n_{i}\right] \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}
\end{align*}
$$

Again, the evaluations of such double surface integrals are rather tedious and details of calculation can be found at Appx. B.3.2 and the explicit expressions of near-field odd mobility tensors are also documented at Appx. B.5.3.
6.3.7.4. self-mobility tensors. Traditionally, the self-mobility tensors are derived from the analytical solutions of each motion modes for an isolated particle [see Sec. 5.2.3.1]. However, starting from only Green's functions, the RPY approach provides an way to derive the self-mobility tensors without solving each boundary-value problems as the near-field mobility tensors [Appx. B.5.3 should reduce to the self-mobility tensors when the separation distance goes to zero [see Sec. 5.2.6.4. Below, the self-mobility tensors are calculated by taking the limits of the near-field mobility tensors [Appx. B.5.1]:

$$
\begin{align*}
& M_{U F}^{o}{ }^{\alpha \alpha}{ }_{i j}=\lim _{r \rightarrow 0} M_{U F}^{o}{ }^{\alpha \beta}{ }_{i j}=\frac{\chi}{12 \pi \mu a} \varepsilon_{i j 3}  \tag{6.68a}\\
& M_{U T}^{o}{ }^{\alpha \alpha}{ }_{i j}=\lim _{r \rightarrow 0} M_{U T}^{o}{ }^{\alpha \beta}{ }_{i j}=0 \tag{6.68b}
\end{align*}
$$

$$
\begin{align*}
M_{U T}^{o}{ }^{\alpha \alpha}{ }_{i j} & =\lim _{r \rightarrow 0} M_{U T}^{o}{ }^{\alpha \beta}{ }_{i j}=0 \\
M_{U S}^{o}{ }^{\alpha \alpha}{ }_{i j k} & =\lim _{r \rightarrow 0} M_{U S}^{o}{ }^{\alpha \beta}{ }_{i j k}=0  \tag{6.68c}\\
M^{o} o{ }_{\Omega T}{ }^{\alpha \alpha}{ }_{i j} & =\lim _{r \rightarrow 0} M^{o}{ }_{\Omega T}{ }^{\alpha \beta}{ }_{i j}=\frac{\chi}{16 \pi \mu a^{3}} \varepsilon_{i j 3}  \tag{6.68d}\\
M_{\Omega S}^{o}{ }^{\alpha \alpha}{ }_{i j k} & =\lim _{r \rightarrow 0} M^{o}{ }_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}=\frac{3 \chi}{40 \pi \mu a^{3}} \delta_{3 i j k}  \tag{6.68e}\\
M_{E S}^{o}{ }^{\alpha \alpha}{ }_{i j k l} & =\lim _{r \rightarrow 0} M_{E S}^{o}{ }_{E \beta}^{\alpha \beta}{ }_{i j k l}=\frac{\chi}{80 \pi \mu a^{3}}\left[\left(\varepsilon_{i k 3} \delta_{l j}+\varepsilon_{i l 3} \delta_{k j}\right)+\left(\varepsilon_{j k 3} \delta_{l i}+\varepsilon_{j l 3} \delta_{k i}\right)\right] \tag{6.68f}
\end{align*}
$$

### 6.3.8. Far-field mobility tensors

6.3.8.1. differential forms of response functions. With the integral form of ambient flow [Eqn. 6.62] and the far-field results of the single surface integrals of propagators [Eqn. 6.65. $\left.\left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a\right]$, we can immediately show that the far-field expression of the near-field
ambient flow [Eqn. 6.62] is:

$$
\begin{align*}
u_{i}^{o}(\mathbf{x})-u_{i}^{\infty}(\mathbf{x}) \approx & -\frac{\chi}{8 \pi \mu} \sum_{\beta=1, \beta \neq \alpha}^{N}\left[\left(1+\frac{1}{6} a^{2} \nabla^{2}\right) J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) F_{j}^{\beta}-\left(1+\frac{1}{10} a^{2} \nabla^{2}\right) R_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) T_{j}^{\beta}\right.  \tag{6.69}\\
& \left.-\left(1+\frac{1}{10} a^{2} \nabla^{2}\right) K_{i j k}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) S_{j k}^{\beta}\right], \quad\left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\
& =-\frac{\chi}{8 \pi \mu} \sum_{\beta=1, \beta \neq \alpha}^{N}\left\{\mathcal{F}\left[J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] F_{j}^{\beta}-\mathcal{T}\left[J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] T_{j}^{\beta}-\mathcal{S}\left[J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] S_{j k}^{\beta}\right\}
\end{align*}
$$

where the approximation sign is due to the many-body effects and the above results are exact for an infinitely dilute system. This justifies the validity of higher order corrections in Eqn. 6.47 and the differential form of linear response functions $\mathcal{F}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]$, $\mathcal{T}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]$ and $\mathcal{S}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]$ can be defined as:

$$
\begin{equation*}
\mathcal{F}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]=\left(1+\frac{a^{2}}{6} \nabla^{2}\right) J_{i j}^{o}(\mathbf{x}-\mathbf{y}), \quad|\mathbf{x}-\mathbf{y}|>2 a \tag{6.70a}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{T}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]=\left(1+\frac{a^{2}}{10} \nabla^{2}\right) R_{i j}^{o}(\mathbf{x}-\mathbf{y}), \quad|\mathbf{x}-\mathbf{y}|>2 a \tag{6.70b}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{S}\left[J_{i j}^{o}(\mathbf{x}-\mathbf{y})\right]=\left(1+\frac{a^{2}}{10} \nabla^{2}\right) K_{i j k}^{o}(\mathbf{x}-\mathbf{y}), \quad|\mathbf{x}-\mathbf{y}|>2 a \tag{6.70c}
\end{equation*}
$$

6.3.8.2. the Faxén laws in differential form. With the differential forms of response functions [Eqn. 6.70], the differential form of Faxén laws with odd viscosity can be written
explicitly as:

$$
\left\{\begin{array}{l}
U_{i}^{\alpha}-U_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=-\mathcal{F}_{o}\left[u_{i}^{o \prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]=-\left(1+\frac{a^{2}}{6} \nabla^{2}\right) u_{i}^{\prime}\left(\mathbf{x}^{\alpha}\right)  \tag{6.71}\\
\Omega_{i}^{\alpha}-\Omega_{i}^{\infty}\left(\mathbf{x}^{\alpha}\right)=-\mathcal{T}_{o}\left[u_{i}^{o \prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]=-\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i j k} \nabla_{j} u_{k}^{\prime}\left(\mathbf{x}^{\alpha}\right) \\
E_{i j}^{\alpha}-E_{i j}^{\infty}\left(\mathbf{x}^{\alpha}\right)=-\mathcal{S}_{o}\left[u_{i}^{o \prime}(\mathbf{x}) ; \mathbf{x}^{\alpha}\right]=-\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{j} u_{i}^{\prime}\left(\mathbf{x}^{\alpha}\right)+\nabla_{i} u_{j}^{\prime}\left(\mathbf{x}^{\alpha}\right)\right]
\end{array}\right.
$$

where $\mathcal{F}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right], \mathcal{T}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]$ and $\mathcal{S}\left[u_{i}^{\prime}(\mathbf{x}) ; S^{\alpha}\right]$ are the same linear functions defined by Eqn. 6.70 but applied to the ambient odd flow $\mathbf{u}^{o \prime}(\mathbf{x})$ given by Eqn. 6.69 and evaluated at the surface of $\alpha$-th particle $S^{\alpha}$ instead.
6.3.8.3. far-field mobility tensors. With the differential form Faxén laws [Eqn. 6.71 and the expression of ambient flow [Eqn. 6.69], the far-field pair mobility tensors $(\alpha \neq \beta)$ can be derived as:

$$
\begin{align*}
& \boldsymbol{M}_{U F}^{\alpha \beta}=\left(M_{U F}^{o}{ }_{i j}^{\alpha \beta}\right)=\frac{\chi}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right)\left(1+\frac{a^{2}}{6} \nabla^{2}\right) J_{i j}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{6.72a}\\
& \boldsymbol{M}_{U T}^{\alpha \beta}=\left(M_{U T}^{o}{ }^{\alpha \beta}{ }_{i j}\right)=\frac{-\chi}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right)\left(1+\frac{a^{2}}{10} \nabla^{2}\right) R_{i j}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{6.72b}\\
& \boldsymbol{M}_{U S}^{\alpha \beta}=\left(M_{U S}^{o}{ }^{\alpha \beta}{ }_{i j k}\right)=\frac{-\chi}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right)\left(1+\frac{a^{2}}{10} \nabla^{2}\right) K_{i j k}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{6.72c}\\
& \boldsymbol{M}_{\Omega T}^{\alpha \beta}=\left(M_{\Omega T}^{o}{ }^{\alpha \beta}{ }_{i j}\right)=\frac{-\chi}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right)\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i k l} \nabla_{k} R_{l j}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{6.72d}\\
& \boldsymbol{M}_{\Omega S}^{\alpha \beta}=\left(M_{\Omega S}^{o}{ }^{\alpha \beta}{ }_{i j k}\right)=\frac{-\chi}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right)\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i l m} \nabla_{l} K_{m j k}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{6.72e}\\
& \boldsymbol{M}_{E S}^{\alpha \beta}=\left(M_{E S}^{o}{ }^{\alpha \beta}{ }_{i j k l}\right)=\frac{-\chi}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right)\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \tag{6.72f}
\end{align*}
$$

$$
\frac{1}{2}\left[\nabla_{j} K_{i k l}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{i} K_{j k l}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right]
$$

Note that the odd Oseen tensor is also biharmonic, i.e. $\nabla^{4} J_{i j}^{o}(\mathbf{r})=0[$ Appx. B.1.2, , which enables further simplification of mobility tensors. The explicit expressions of all far-field odd mobility tensors can be found at Appx. B.5.2.
6.3.8.4. continuity between near-field and far-field mobility tensors. By construction, the near-field mobility tensors [Appx. B.5.3] should match with the far-field mobility tensors [Appx. B.5.2] continuously at the particle surface [Sec. 5.2.6.4]. Such continuity requirement can be checked explicitly as:

$$
\begin{align*}
\lim _{r \rightarrow 2 a^{-}} M_{U F}^{o}{ }_{U F}{ }^{\alpha \beta}{ }_{i j} & =\lim _{r \rightarrow 2 a^{+}} M_{U F}^{o}{ }_{U F}{ }^{\alpha \beta}  \tag{6.73a}\\
\lim _{r \rightarrow 2 a^{-}} M^{o}{ }_{U T}{ }^{\alpha \beta}{ }_{i j} & =\lim _{r \rightarrow 2 a^{+}} M_{U T}^{o}{ }_{U \beta}{ }^{\alpha \beta}  \tag{6.73b}\\
\lim _{r \rightarrow 2 a^{-}} M_{U S}^{o}{ }_{U S}^{\alpha \beta}{ }_{i j k} & =\lim _{r \rightarrow 2 a^{+}} M_{U S}^{o}{ }_{U \beta}{ }_{i j k}  \tag{6.73c}\\
\lim _{r \rightarrow 2 a^{-}} M^{o}{ }_{\Omega T}{ }^{\alpha \beta}{ }_{i j} & =\lim _{r \rightarrow 2 a^{+}} M^{o}{ }_{\Omega T}{ }^{\alpha \beta}{ }_{i j}  \tag{6.73d}\\
\lim _{r \rightarrow 2 a^{-}} M^{o}{ }_{\Omega S}^{\alpha \beta}{ }_{i j k} & =\lim _{r \rightarrow 2 a^{+}} M_{\Omega S}^{o}{ }_{\Omega \beta}^{\alpha \beta}{ }_{i j k}  \tag{6.73e}\\
\lim _{r \rightarrow 2 a^{-}} M_{E S}^{o}{ }^{\alpha \beta}{ }_{i j k l} & =\lim _{r \rightarrow 2 a^{+}} M_{E S}^{o}{ }^{\alpha \beta}{ }_{i j k l} \tag{6.73f}
\end{align*}
$$

6.3.8.5. Symmetry of mobility tensors. Similar to the case of even viscosity [Sec. 5.2.4.2, there are also many symmetry relations of mobility tensors of odd viscosity constrained by symmetry properties of system. For a complete list of symmetry relations, please refer to Appx. B.5.4.

Due to the existence of odd viscosity, some symmetry properties of system are changed, which yields different sets of symmetry relations comparing with those of even viscosity.

There are symmetry relations of component indices $(i, j, k, l)$ [Appx. B.5.4.1] and particle indices $(\alpha, \beta)$ [Appx. B.5.4.2, which reflects the space symmetry and the parity symmetry of system, respectively. Besides, there are also symmetry relations constrained by the generalized Lorentz Reciprocal Theorem [Appx. B.5.4.3, which reflects the time reversal symmetry of system. Because all these relations can be proved similarly as shown for even viscosity case [Appx. B.4.4, all these symmetry relations are provided without proof.

With all those symmetry relations of mobility tensors, it can be shown that the grand mobility tensor of odd viscosity $\mathcal{M}_{\infty}^{o}$ [Eqn. 6.72] is "symmetric" and only the upper (or lower) half of the matrix needs to be computed as [Appx. B.5.4.4:

$$
\begin{equation*}
M_{\Omega F}^{o}{ }^{\alpha \beta}{ }_{i j}=M_{U T}^{o}{ }^{\alpha \beta}{ }_{i j}, \quad M_{E F}^{o}{ }^{\alpha \beta}{ }_{i j k}=-M_{U S}^{o}{ }^{\alpha \beta}{ }_{k i j}, \quad M_{E T}^{o}{ }^{\alpha \beta}{ }_{i j k}=-M_{\Omega S}^{o}{ }^{\alpha \beta}{ }_{k i j} \tag{6.74}
\end{equation*}
$$

### 6.3.9. Full-range mobility tensors

Finally, with both near-field [Sec. 6.3.7] and far-field [Sec. 6.3.8] odd mobility tensors constructed, the Stokesian Dynamics (SD) formalism can be modified to incorporate the leading order effects due to odd viscosity. Mathematically, the hydrodynamic interactions in SD with both even and odd viscosity can be written as:

$$
\begin{equation*}
\mathcal{M}=\mathcal{M}_{\infty}^{e}+\mathcal{M}_{\infty}^{o} \tag{6.75}
\end{equation*}
$$

where $\mathcal{M}$ is the full grand mobility tensor which contains hydrodynamic interactions from both even and odd viscosity; $\mathcal{M}_{\infty}^{e}$ is the grand mobility tensor due to even viscosity, which including both near-field [Eqn. 5.60 and Appx. B.4.3 and far-field [Eqn. 5.36 and Appx. B.4.2 even mobility tensors; $\mathcal{M}_{\infty}^{o}$ is the grand mobility tensor due to odd viscosity, which
including both near-field [Eqn. 6.67 and Appx. B.5.3 and far-field [Eqn. 6.72 and Appx. B.5.2 odd mobility tensors.

To be more clear, as the lubrication theory with odd viscosity has not been developed, the above formalism is not exactly the same as the existing SD framework [Eqn. 5.63 and in principle only works for well-separated particles i.e. dilute suspension. However, empirically, this is not a strict limitation as long as the system of interests is not very dense. In terms of numeric aspects, the grand mobility tensor $\mathcal{M}$ becomes a purely dense matrix due to the lack of near-field lubrication theory with odd viscosity. Therefore, all problem formalism and numeric techniques related to dense matrix discussed before [Sec. 5.2 .7 and Sec. 5.3.6 still can directly apply to the new extended grand mobility tensor.

### 6.4. Simulation of a population of magnetic spinners

So far, this part of work is not fully complete yet and I will only sketch the plan of using the developed odd Stokesian Dynamics [Sec. 6.3] to simulate a collection of magnetic spinners in the near future. By the time of final revision, more simulation results are expected.

### 6.4.1. Outlook of simulations

6.4.1.1. Equations of motion. Similar to the pure $S D$ simulation discussed in Sec. 6.2. a magnetic torque, $\mathbf{T}_{m}=8 \pi \mu a^{3} \boldsymbol{\omega}$ and an effective gravitational force $\mathbf{F}_{g}=m \mathbf{g} \sin \theta$ are applied to each magnetic colloidal particle. Then, the deterministic translational and
angular velocity of each particle can be computed by the mobility formulation, i.e.

$$
\begin{equation*}
\binom{\mathbf{U}^{\alpha}-\mathbf{U}^{\infty}}{\Omega^{\alpha}-\Omega^{\infty}}=\mathcal{M}\binom{\mathbf{F}^{\alpha}}{\mathbf{T}^{\alpha}} \tag{6.76}
\end{equation*}
$$

where the grand mobility tensor $\mathcal{M}$ now should include contributions from both even and odd viscosity, i.e. $\mathcal{M}=\mathcal{M}_{\infty}^{o}+\mathcal{M}_{\infty}^{o}$. The ratio between thermal energy and effective gravity, $k_{B} T / m g \sin \theta$, gives an estimation of the spread height of steady state density profile of sedimentation, which makes the thermal fluctuation an intrinsic component for sedimentation process, the equations of motion governing the dynamics of magnetic spinners should be Brownian equations [Sec. 5.3.5 and Eqn. 5.78]:

$$
\frac{\mathrm{d} \mathbf{r}}{\mathrm{~d} t}=\mathcal{M} \mathbf{F}+\sqrt{2 k_{B} T} \mathcal{M}^{1 / 2} \mathcal{W}+k_{B} T \nabla \cdot \mathcal{M}
$$

6.4.1.2. chamber walls. Unlike the case for simulating a collection of Quincke rollers [Sec. 5.3.6 constrained to a 2D plane, the simulation of a collection of magnetic spinners is in fully 3D space confined by chamber walls. As sketched in Fig. 6.1, there are two important walls: one is the titled chamber floor acting against the major component of gravity $(m g \cos \theta)$ and another one is the bottom wall located along y -axis which stops particles from further sedimentation. A wall-particle interaction is included to reproduce the experimental conditions in a 3D setting.
6.4.1.3. simulations. In order to validate the development of odd Stokesian Dynamics, the plan is to simulate the sedimentation of a collection of magnetic spinners to see whether any significant effects can be observed comparing with conventional even viscosity only simulations. Due to the recent theoretical works $\sqrt[390]{ }$, the odd viscosity is proportional to
the activity level of the system, which is reflected by the external magnetic field frequency $\boldsymbol{\omega}$. Note that the magnetic torque $\mathbf{T}_{m} \propto \boldsymbol{\omega}$ is also proportional to the frequency, which makes such attempt promising to uncover possible effects with quadratic dependence on system activity level. This is clearly beyond the traditional framework of Stokesian Dynamics, where only linear dependence is expected.

### 6.5. Discussion and future works

There are still lots of open questions need to be addressed in these non-equilibrium active fluid systems. For the continual development of the Stokesian Dynamics with odd viscosity, the corresponding wall corrections $\mathbf{1 3 6}, \mathbf{3 2 7}$ and lubrication theory $\mathbf{1 3 7}, \mathbf{1 3 8}$, 143 are still missing and worth investigating. From a more general perspective, it's also very interesting to check whether the Fluctuation-Dissipation Theorem $\mathbf{3 9 8} 404$ still holds in such active systems.

In terms of numeric technique development, it's helpful to automate the numeric implementation process for the Stokesian Dynamics community. Since the SD relies on the analytic expressions of mobility tensors, which are ultimately derived from the Green's function of the system, the whole theoretical derivations of SD formalism can be automated by a Symbolic Algebra System, such as SymPy. Then, the corresponding analytic expressions of mobility tensors can be generated automatically by simply changing the fundamental Green's function, such as replacing the Oseen tensor with the odd Oseen tensor [Sec. 6.3]. More importantly, such symbolic expressions can be used for the generation of kernels on targeted device (such as the CUDA code for GPU devices), where automatic code optimization can be applied to have highly-efficient device-specific implementations.

Therefore, physicists can focus on the development of theory and leave the difficulties of numeric implementation to computer. This idea of automation is not new and has already been implemented in other fields such as LBM (lbmpy 405), which is becoming increasingly popular to archive superior performance by the design of a domain-specific compiler.

## CHAPTER 7

## Concluding Remarks

"More is different."

> -Anderson, P. W.

This work provides a holistic overview of research problems encountered while engineering responses of soft materials at hierarchical length and time scales from both individual [Part 1] and collective [Part 2] perspectives. I hope it helps us to appreciate the famous quote - "More is different 406." - from Anderson in 1972. The hybrid between the "hard" and "soft" materials is creating a portfolio of diverse materials has never been explored and this work only presents a glimpse of those emerging materials. As shown in this work, understanding of soft material systems at different scales requires theoretical and computational tools developed for the corresponding scales. For example, the microscopic simulation technique, Molecular Dynamics, is employed for studying morphologies of nanometer scale magnetoelastic shells [Chap. 2; the mesoscopic simulation technique, Stokesian Dynamics, is used for understanding hydrodynamic interactions between micrometer scale colloidal particles [Chap. 5 and 6]; And the macroscopic simulation technique, Finite Element Method, is utilized to solve the continuum model of the millimeter scale hydrogel-metal hybrid for quantitative study their dynamic robotic behaviors [Chap. 4]. This work demonstrates clearly that a set of multi-scales theoretical and computational tools is important for understanding the underlying mechanisms governing the complex emerging behaviors in soft material systems. The fundamental first-principle
approach is valuable for illuminating important elements at the atomic level. However, when it comes to calculating the behaviors of a Avogadro number $N_{A}$ of atoms in a time scale like a second, the "curse of dimensionality" always emerge 407, which is a common issue in other domains such as optimization, sampling, machine learning and data mining, etc. In order to deal with the dimensionality problem, all the multi-scales tools employed in this work are "simplified" models with different level of coarse-graining and I hope this work provides confirmative evidence that those coarse-grained models are useful for understanding the responses of soft materials in a length and time scale more relevant to our daily life. With the continual fusion between "hard" and "soft" materials, the synthesis of new materials will keep inspiring the merging of separate branches of theoretical descriptions of material responses and this work only provides several initial attempts. More and more natural/synthetic soft materials with controlled responses are expected to be engineered in the future as the understanding of those soft materials deepening. Considering the exceptional flexibility and bio-compatibility of soft materials, such advances will lay a solid foundation for future living-system related technology development.
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## APPENDIX A

## Coordinate Systems

In this appendix, selected properties of both the spherical and bispherical coordinate systems used in this work are compiled for reference 408].

## A.1. Spherical coordinate system

- Coordinates transformation
(A.1)

$$
\left\{\begin{array}{l}
x=r \sin \theta \cos \phi \\
y=r \sin \theta \sin \phi \\
z=r \cos \theta
\end{array}\right.
$$

where $0 \leq r<\infty, \quad 0 \leq \theta \leq \pi, \quad 0 \leq \phi<2 \pi$.

- Coordinate surfaces
(A.2)

$$
\left\{\begin{aligned}
x^{2}+y^{2}+z^{2} & =r^{2} \\
\tan \theta & =\left(x^{2}+y^{2}\right)^{1 / 2} / z \\
\tan \phi & =\frac{y}{x}
\end{aligned}\right.
$$

- Base vectors transformation
(A.3)

$$
\left(\begin{array}{c}
\hat{\mathbf{x}} \\
\hat{\mathbf{y}} \\
\hat{\mathbf{z}}
\end{array}\right)=\left(\begin{array}{ccc}
\sin \theta \cos \phi & \cos \theta \cos \phi & -\sin \phi \\
\sin \theta \sin \phi & \cos \theta \sin \phi & \cos \phi \\
\cos \theta & -\sin \theta & 0
\end{array}\right)\left(\begin{array}{c}
\hat{\mathbf{r}} \\
\hat{\boldsymbol{\theta}} \\
\hat{\boldsymbol{\phi}}
\end{array}\right)
$$

(A.4)

$$
\left(\begin{array}{c}
\hat{\mathbf{r}} \\
\hat{\boldsymbol{\theta}} \\
\hat{\boldsymbol{\phi}}
\end{array}\right)=\left(\begin{array}{ccc}
\sin \theta \cos \phi & \sin \theta \sin \phi & \cos \theta \\
\cos \theta \cos \phi & \cos \theta \sin \phi & -\sin \theta \\
-\sin \phi & \cos \phi & 0
\end{array}\right)\left(\begin{array}{c}
\hat{\mathbf{x}} \\
\hat{\mathbf{y}} \\
\hat{\mathbf{z}}
\end{array}\right)
$$

- Metrics

$$
\begin{equation*}
g_{i j}=\delta_{k l} \frac{\partial x^{k}}{\partial u^{i}} \frac{\partial x^{l}}{\partial u^{j}} \tag{A.5}
\end{equation*}
$$

$$
\begin{gather*}
g_{11}=1, g_{22}=r^{2}, g_{33}=r^{2} \sin ^{2} \theta, g^{1 / 2}=r^{2} \sin \theta  \tag{A.6}\\
g_{i j}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & r^{2} & 0 \\
0 & 0 & r^{2} \sin ^{2} \theta
\end{array}\right)
\end{gather*}
$$

- Christoffel symbols

$$
\begin{equation*}
\Gamma_{\mu \nu}^{\beta}=\frac{1}{2} g^{\beta \alpha}\left(g_{\alpha \mu, \nu}+g_{\alpha \nu, \mu}-g_{\mu \nu, \alpha}\right) \tag{A.8}
\end{equation*}
$$

(A.9)

$$
\Gamma_{\mu \nu}^{r}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -r & 0 \\
0 & 0 & -r \sin ^{2} \theta
\end{array}\right)
$$

(A.10)

$$
\Gamma_{\mu \nu}^{\theta}=\left(\begin{array}{ccc}
0 & \frac{1}{r} & 0 \\
\frac{1}{r} & 0 & 0 \\
0 & 0 & -\sin \theta \cos \theta
\end{array}\right)
$$

(A.11)

$$
\Gamma_{\mu \nu}^{\phi}=\left(\begin{array}{ccc}
0 & 0 & \frac{1}{r} \\
0 & 0 & \cot \theta \\
\frac{1}{r} & \cot \theta & 0
\end{array}\right)
$$

- Covariant derivatives

$$
\begin{equation*}
A_{; \nu}^{\mu}=A_{, \nu}^{\mu}+\Gamma_{\beta \nu}^{\mu} A^{\beta} \tag{A.12}
\end{equation*}
$$

$$
\begin{equation*}
A_{\mu ; \nu}=A_{\mu, \nu}-\Gamma_{\mu \nu}^{\beta} A_{\beta} \tag{A.13}
\end{equation*}
$$

- Covariant divergence

$$
\begin{equation*}
A_{; \mu}^{\mu}=A_{, \mu}^{\mu}+\Gamma_{\beta \mu}^{\mu} A^{\beta}=\frac{1}{\sqrt{g}}\left(\sqrt{g} A^{\mu}\right)_{, \mu} \tag{A.14}
\end{equation*}
$$

$$
\begin{equation*}
A_{; r}^{r}=A_{, r}^{r}+\Gamma_{\beta r}^{r} A^{\beta}=A_{, r}^{r} \tag{A.15}
\end{equation*}
$$

$$
\begin{equation*}
A_{; \theta}^{\theta}=A_{, \theta}^{\theta}+\Gamma_{\beta \theta}^{\theta} A^{\beta}=A_{, \theta}^{\theta}+\frac{1}{r} A^{r} \tag{A.16}
\end{equation*}
$$

$$
\begin{equation*}
A_{; \phi}^{\phi}=A_{, \phi}^{\phi}+\Gamma_{\beta \phi}^{\phi} A^{\beta}=A_{, \phi}^{\phi}+\frac{1}{r} A^{r}+\cot \theta A^{\theta} \tag{A.17}
\end{equation*}
$$

$$
\begin{equation*}
A_{; \mu}^{\mu}=A_{, r}^{r}+A_{, \theta}^{\theta}+A_{, \phi}^{\phi}+\frac{2}{r} A^{r}+\cot \theta A^{\theta} \tag{A.18}
\end{equation*}
$$

- Laplace-Beltrami operator

$$
\begin{equation*}
(\boldsymbol{\nabla} f)^{i}=\partial^{i} f=g^{i j} \partial_{j} f=g^{i j} f_{, j} \tag{A.19}
\end{equation*}
$$

$$
\begin{equation*}
\nabla^{2} f=\frac{1}{\sqrt{g}}\left(\sqrt{g} g^{\mu \nu} f_{, \nu}\right)_{, \mu} \tag{A.20}
\end{equation*}
$$

## A.2. Bispherical coordinate system

- Coordinates transformation
(A.21)

$$
\left\{\begin{array}{l}
x=\frac{c \sin \theta \cos \psi}{\cosh \eta-\cos \theta} \\
y=\frac{c \sin \theta \sin \psi}{\cosh \eta-\cos \theta} \\
z=\frac{c \sinh \eta}{\cosh \eta-\cos \theta}
\end{array}\right.
$$

where $-\infty<\eta<\infty, \quad 0 \leq \theta<2 \pi, \quad 0 \leq \psi<2 \pi$.

- Coordinate surfaces

$$
\left\{\begin{align*}
x^{2}+y^{2}+(z-c \operatorname{coth} \eta)^{2}=\frac{c^{2}}{\sinh ^{2} \eta}  \tag{A.22}\\
x^{2}+y^{2}+z^{2}-2 c\left(x^{2}+y^{2}\right)^{1 / 2} \cot \theta=c^{2} \\
\tan \psi=\frac{y}{x}
\end{align*}\right.
$$

- Base vector transformations

$$
\begin{align*}
& \left(\begin{array}{l}
\hat{\mathbf{e}}_{\eta} \\
\hat{\mathbf{e}}_{\theta} \\
\hat{\mathbf{e}}_{\psi}
\end{array}\right)=\left(\begin{array}{ccc}
-\frac{\sin \theta \cos \psi \sinh \eta}{\cosh \eta-\cos \theta} & -\frac{\sin \theta \sin \psi \sinh \eta}{\cosh \eta-\cos \theta} & -\frac{\cos \theta \cosh \eta-1}{\cosh \eta-\cos \theta} \\
\frac{(\cos \theta \cosh \eta-1) \cos \psi}{\cosh \eta-\cos \theta} & \frac{(\cos \theta \cosh \eta-1) \sin \psi}{\cosh \eta-\cos \theta} & -\frac{\sin \theta \sinh \eta}{\cosh \eta-\cos \theta} \\
-\sin \psi & \cos \psi & 0
\end{array}\right)\left(\begin{array}{l}
\hat{\mathbf{x}} \\
\hat{\mathbf{y}} \\
\hat{\mathbf{z}}
\end{array}\right)  \tag{A.23}\\
& \left(\begin{array}{l}
\hat{\mathbf{x}} \\
\hat{\mathbf{y}} \\
\hat{\mathbf{z}}
\end{array}\right)=\left(\begin{array}{ccc}
-\frac{\sin \theta \cos \psi \sinh \eta}{\cosh \eta-\cos \theta} & \frac{(\cos \theta \cosh \eta-1) \cos \psi}{\cosh \eta-\cos \theta} & -\sin \psi \\
-\frac{\sin \theta \sin \psi \sinh \eta}{\cosh \eta-\cos \theta} & \frac{(\cos \theta \cosh \eta-1) \sin \psi}{\cosh \eta-\cos \theta} & \cos \psi \\
-\frac{\cos \theta \cosh \eta-1}{\cosh \eta-\cos \theta} & -\frac{\sin \theta \sinh \eta}{\cosh \eta-\cos \theta} & 0
\end{array}\right)\left(\begin{array}{c}
\hat{\mathbf{e}}_{\eta} \\
\hat{\mathbf{e}}_{\theta} \\
\hat{\mathbf{e}}_{\psi}
\end{array}\right)
\end{align*}
$$

- Gradient operator

$$
\begin{equation*}
\boldsymbol{\nabla} \varphi=\frac{1}{c}(\cosh \eta-\cos \theta)\left[\hat{\mathbf{e}}_{\eta} \frac{\partial \varphi}{\partial \eta}+\hat{\mathbf{e}}_{\theta} \frac{\partial \varphi}{\partial \theta}+\frac{\hat{\mathbf{e}}_{\psi}}{\sin \theta} \frac{\partial \varphi}{\partial \psi}\right] \tag{A.25}
\end{equation*}
$$

- the Laplace's equation

Separated solution:

$$
\begin{equation*}
\varphi=(\cosh \eta-\cos \theta)^{1 / 2} H(\eta) \Theta(\theta) \Psi(\psi) \tag{A.26}
\end{equation*}
$$

Separated equation:

$$
\left\{\begin{align*}
\frac{\mathrm{d}^{2} H}{\mathrm{~d} \eta^{2}}-\left(\frac{1}{4}+\alpha_{2}\right) H & =0  \tag{A.27}\\
\frac{\mathrm{~d}^{2} \Theta}{\mathrm{~d} \theta^{2}}+\cot \theta \frac{\mathrm{d} \Theta}{\mathrm{~d} \theta}+\left(\alpha_{2}-\frac{\alpha_{3}}{\sin ^{2} \theta}\right) \Theta & =0 \\
\frac{\mathrm{~d}^{2} \Psi}{\mathrm{~d} \psi^{2}}+\alpha_{3} \Psi & =0
\end{align*}\right.
$$

(1) when $\alpha_{2}=n(n+1)$ and $\alpha_{3}=m^{2}$

$$
\left\{\begin{aligned}
\frac{\mathrm{d}^{2} H}{\mathrm{~d} \eta^{2}}-\left(n+\frac{1}{2}\right)^{2} H & =0 \\
\left(1-\xi^{2}\right) \frac{\mathrm{d}^{2} \Theta}{\mathrm{~d} \xi^{2}}-2 \xi \frac{\mathrm{~d} \Theta}{\mathrm{~d} \xi}+\left(n(n+1)-\frac{m^{2}}{1-\xi^{2}}\right) \Theta & =0 \\
\frac{\mathrm{~d}^{2} \Psi}{\mathrm{~d} \psi^{2}}+m^{2} \Psi & =0
\end{aligned}\right.
$$

$$
\left\{\begin{array}{l}
H=A e^{\left(n+\frac{1}{2}\right) \eta}+B e^{-\left(n+\frac{1}{2}\right) \eta}  \tag{A.29}\\
\Theta=A \mathscr{P}_{n}^{m}(\cos \theta)+B \mathscr{Q}_{n}^{m}(\cos \theta) \\
\Psi=A \sin (m \psi)+B \cos (m \psi)
\end{array}\right.
$$

(2) when $\alpha_{2}=n(n+1)$ and $\alpha_{3}=0$

$$
\left\{\begin{align*}
\frac{\mathrm{d}^{2} H}{\mathrm{~d} \eta^{2}}-\left(n+\frac{1}{2}\right)^{2} H & =0  \tag{А.30}\\
\left(1-\xi^{2}\right) \frac{\mathrm{d}^{2} \Theta}{\mathrm{~d} \xi^{2}}-2 \xi \frac{\mathrm{~d} \Theta}{\mathrm{~d} \xi}+\left(n(n+1)-\frac{m^{2}}{1-\xi^{2}}\right) \Theta & =0 \\
\frac{\mathrm{~d}^{2} \Psi}{\mathrm{~d} \psi^{2}} & =0
\end{align*}\right.
$$

$$
\left\{\begin{array}{l}
H=A e^{\left(n+\frac{1}{2}\right) \eta}+B e^{-\left(n+\frac{1}{2}\right) \eta}  \tag{А.31}\\
\Theta=A \mathscr{P}_{n}(\cos \theta)+B \mathscr{Q}_{n}(\cos \theta) \\
\Psi=A+B \psi
\end{array}\right.
$$

(3) when $\alpha_{2}=0$ and $\alpha_{3}=0$

$$
\begin{array}{r}
\left\{\begin{array}{r}
\frac{\mathrm{d}^{2} H}{\mathrm{~d} \eta^{2}}-\frac{1}{4} H=0 \\
\left(1-\xi^{2}\right) \frac{\mathrm{d}^{2} \Theta}{\mathrm{~d} \xi^{2}}-2 \xi \frac{\mathrm{~d} \Theta}{\mathrm{~d} \xi}=0 \\
\frac{\mathrm{~d}^{2} \Psi}{\mathrm{~d} \psi^{2}}=0
\end{array}\right.  \tag{A.32}\\
\left\{\begin{array}{r}
H=A e^{\frac{\eta}{2}}+B e^{-\frac{\eta}{2}} \\
\Theta=A+B \ln \cot (\theta / 2) \\
\Psi=A+B \psi
\end{array}\right.
\end{array}
$$

- The general solution of Laplace's equation
(A.34)
$\varphi(\eta, \theta, \psi)=(\cosh \eta-\cos \theta)^{\frac{1}{2}}$
$\sum_{n=1}^{\infty} \sum_{m=1}^{\infty}\left[A_{n}^{m} e^{\left(n+\frac{1}{2}\right) \eta}+B_{n}^{m} e^{-\left(n+\frac{1}{2}\right) \eta}\right]\left[C_{n}^{m} \mathscr{P}_{n}^{m}(\cos \theta)+D_{n}^{m} \mathscr{Q}_{n}^{m}(\cos \theta)\right]\left[E_{n}^{m} \sin (m \psi)+F_{n}^{m} \cos (m \psi)\right]$
$+\sum_{n=1}^{\infty}\left[A_{n}^{0} e^{\left(n+\frac{1}{2}\right) \eta}+B_{n}^{0} e^{-\left(n+\frac{1}{2}\right) \eta}\right]\left[C_{n}^{0} \mathscr{P}_{n}(\cos \theta)+D_{n}^{0} \mathscr{Q}_{n}(\cos \theta)\right]\left[E_{n}^{0}+F_{n}^{0} \psi\right]$
$+\left[A_{0}^{0} e^{\frac{\eta}{2}}+B_{0}^{0} e^{-\frac{\eta}{2}}\right]\left[C_{0}^{0}+D_{0}^{0} \ln \cot \left(\frac{\theta}{2}\right)\right]\left[E_{0}^{0}+F_{0}^{0} \psi\right]$


## APPENDIX B

## Stokesian Dynamics

This appendix compiles all Stokesian Dynamics (SD) related reference, which includes derivatives of Oseen tensors [Appx. B.1], single surface integrals of Oseen tensors [Appx. B.2, double surface integrals of Oseen tensors [Appx. B.3], explicit expressions of mobility tensors [Appx. B.4 and B.5.

## B.1. Derivatives of Oseen tensors

## B.1.1. Oseen tensor with even viscosity

In this section, the explicit expressions of stokeslet, rotlet, stresslet derived for even viscosity [Sec. 5.2] and their corresponding higher order derivatives are documented for reference.

## B.1.1.1. Propagators.

$$
\begin{align*}
J_{i j}(\mathbf{r}) & =\frac{\delta_{i j}}{r}+\frac{r_{i} r_{j}}{r^{3}}  \tag{B.1a}\\
R_{i j}(\mathbf{r}) & =\frac{1}{2} \varepsilon_{i k l} \nabla_{k} J_{j l}=\epsilon_{i j k} \frac{r_{k}}{r^{3}}  \tag{B.1b}\\
K_{i j k}(\mathbf{r}) & =\frac{1}{2}\left[\nabla_{k} J_{i j}(\mathbf{r})+\nabla_{j} J_{i k}(\mathbf{r})\right]=\frac{1}{r^{3}} \delta_{j k} r_{i}-\frac{3}{r^{5}} r_{i} r_{j} r_{k} \tag{B.1c}
\end{align*}
$$

## B.1.1.2. Relevant derivatives.

$$
\begin{equation*}
\nabla_{i} r=\frac{r_{i}}{r} \tag{B.2a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{2}\left(\nabla_{i} K_{i j k}+\nabla_{i} K_{i j k}\right)=\frac{1}{2}\left(\nabla_{l} K_{i j j}+\nabla_{i} K_{l j j}\right)=0 \tag{B.2i}
\end{equation*}
$$

$$
\begin{equation*}
\nabla^{2} R_{i j}(\mathbf{r})=-\frac{1}{2} \varepsilon_{j k l} \nabla_{k} \nabla^{2} J_{i l}(\mathbf{r})=0 \tag{B.2l}
\end{equation*}
$$

$$
\begin{equation*}
\nabla_{k} \nabla^{2} J_{i j}(\mathbf{r})=-\frac{6}{r^{5}}\left(\delta_{i j} r_{k}+\delta_{j k} r_{i}+\delta_{k i} r_{j}\right)+\frac{30}{r^{7}} r_{i} r_{j} r_{k} \tag{B.2k}
\end{equation*}
$$

$$
\nabla_{l} \nabla^{2} K_{i j k}(\mathbf{r})=\nabla_{l} \nabla_{k} \nabla^{2} J_{i j}(\mathbf{r})
$$

$$
\begin{align*}
& =-\frac{6}{r^{5}}\left(\delta_{i j} \delta_{k l}+\delta_{j k} \delta_{i l}+\delta_{k i} \delta_{j l}\right)-\frac{210}{r^{9}} r_{i} r_{j} r_{k} r_{l}  \tag{B.2n}\\
& +\frac{30}{r^{7}}\left(\delta_{i j} r_{k} r_{l}+\delta_{j k} r_{i} r_{l}+\delta_{k i} r_{j} r_{l}+\delta_{i l} r_{j} r_{k}+\delta_{j l} r_{i} r_{k}+\delta_{k l} r_{i} r_{j}\right)
\end{align*}
$$

$$
\begin{equation*}
\nabla^{4} J_{i j}(\mathbf{r})=0 \tag{B.2p}
\end{equation*}
$$

## B.1.2. Oseen tensor with odd viscosity

In this section, the explicit expressions of stokeslet, rotlet, stresslet derived for odd viscosity [Sec. 6.3] and their corresponding higher order derivatives are documented for reference.

## B.1.2.1. Propagators.

(B.3a)

$$
J_{i j}^{o}(\mathbf{r})=\varepsilon_{i j k} \delta_{l 3} J_{k l}^{s}(\mathbf{r})=\frac{\varepsilon_{i j 3}}{r}-\frac{\varepsilon_{i j k} r_{k} r_{3}}{r^{3}}, \quad J_{i j}^{s}(\mathbf{r})=\frac{\delta_{i j}}{r}-\frac{r_{i} r_{j}}{r^{3}}
$$

$$
\begin{equation*}
R_{i j}^{o}(\mathbf{r})=\frac{1}{2} \varepsilon_{i k l} \nabla_{k} J_{j l}^{o}=R_{i j k}^{s}(\mathbf{r}) \delta_{k 3}, \quad R_{i j k}^{s}(\mathbf{r})=\frac{1}{2}\left[\nabla_{j} J_{i k}^{s}(\mathbf{r})-\delta_{i j} \nabla_{l} J_{k l}^{s}(\mathbf{r})\right] \tag{B.3b}
\end{equation*}
$$

$$
\begin{equation*}
K_{i j k}^{o}(\mathbf{r})=\frac{1}{2}\left[\nabla_{k} J_{i j}^{o}(\mathbf{r})+\nabla_{j} J_{i k}^{o}(\mathbf{r})\right]=K_{i j k l}^{s}(\mathbf{r}) \delta_{l 3}, \quad K_{i j k l}^{s}(\mathbf{r})=\frac{1}{2}\left[\varepsilon_{i j m} \nabla_{k} J_{m l}^{s}(\mathbf{r})+\varepsilon_{i k m} \nabla_{j} J_{m l}^{s}(\mathbf{r})\right] \tag{B.3c}
\end{equation*}
$$

## B.1.2.2. Relevant derivatives.

(B.4a) $\quad \nabla_{k} J_{i j}^{o}(\mathbf{r})=\varepsilon_{i j l} \delta_{m 3} \nabla_{k} J_{l m}^{s}(\mathbf{r}), \quad \nabla_{k} J_{i j}^{s}(\mathbf{r})=-\frac{1}{r^{3}}\left(\delta_{i j} r_{k}+\delta_{k i} r_{j}+\delta_{j k} r_{i}\right)+\frac{3}{r^{5}} r_{i} r_{j} r_{k}$

$$
\begin{equation*}
\nabla_{j} J_{i j}^{o}(\mathbf{r})=0, \quad \nabla_{j} J_{i j}^{s}(\mathbf{r})=-\frac{2 r_{i}}{r^{3}} \tag{B.4b}
\end{equation*}
$$

$$
\begin{align*}
\nabla_{l} \nabla_{k} J_{i j}^{s}(\mathbf{r}) & =-\frac{1}{r^{3}}\left(\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}+\delta_{j k} \delta_{i l}\right)-\frac{15}{r^{7}} r_{i} r_{j} r_{k} r_{l}  \tag{B.4c}\\
& +\frac{3}{r^{5}}\left(\delta_{i j} r_{k} r_{l}+\delta_{i k} r_{j} r_{l}+\delta_{j k} r_{i} r_{l}+\delta_{i l} r_{j} r_{k}+\delta_{j l} r_{i} r_{k}+\delta_{k l} r_{i} r_{j}\right)
\end{align*}
$$

$$
\begin{equation*}
\nabla^{2} J_{i j}^{o}(\mathbf{r})=-\frac{2}{r^{3}} \varepsilon_{i j 3}+6 \frac{\varepsilon_{i j k} r_{k} r_{3}}{r^{5}}, \quad \nabla^{2} J_{i j}^{s}(\mathbf{r})=-\frac{2}{r^{3}} \delta_{i j}+\frac{6 r_{i} r_{j}}{r^{5}} \tag{B.4d}
\end{equation*}
$$

$$
\begin{equation*}
\nabla_{k} \nabla^{2} J_{i j}^{s}(\mathbf{r})=\frac{6}{r^{5}}\left(\delta_{i j} r_{k}+\delta_{j k} r_{i}+\delta_{k i} r_{j}\right)-\frac{30}{r^{7}} r_{i} r_{j} r_{k} \tag{B.4e}
\end{equation*}
$$

(B.4f)

$$
\nabla_{j} \nabla^{2} J_{i j}^{s}(\mathbf{r})=0
$$

$$
\begin{equation*}
\nabla_{j} \nabla_{k} J_{i k}^{s}(\mathbf{r})=-\frac{2 \delta_{i j}}{r^{3}}+\frac{6 r_{i} r_{j}}{r^{5}} \tag{B.4g}
\end{equation*}
$$

$$
\begin{equation*}
\nabla_{l} \nabla_{k} \nabla^{2} J_{i j}^{s}(\mathbf{r})=\frac{6}{r^{5}}\left(\delta_{i j} \delta_{k l}+\delta_{i l} \delta_{j k}+\delta_{i k} \delta_{j l}\right)+\frac{210}{r^{9}} r_{i} r_{j} r_{k} r_{l} \tag{B.4h}
\end{equation*}
$$

$$
-\frac{30}{r^{7}}\left(\delta_{i j} r_{k} r_{l}+\delta_{k l} r_{i} r_{j}+\delta_{j k} r_{i} r_{l}+\delta_{j l} r_{i} r_{k}+\delta_{i k} r_{j} r_{l}+\delta_{i l} r_{j} r_{k}\right)
$$

$$
\begin{equation*}
R_{i j}^{o}(\mathbf{r})=R_{i j k}^{s}(\mathbf{r}) \delta_{k 3}, \quad R_{i j k}^{s}(\mathbf{r})=\frac{1}{2 r^{3}}\left(\delta_{i j} r_{k}-\delta_{k i} r_{j}-\delta_{j k} r_{i}\right)+\frac{3}{2 r^{5}} r_{i} r_{j} r_{k} \tag{B.4i}
\end{equation*}
$$

$$
\begin{align*}
\nabla_{l} R_{i j k}^{s}(\mathbf{r}) & =-\frac{1}{2 r^{3}}\left(-\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}+\delta_{j k} \delta_{i l}\right)-\frac{15}{2 r^{7}} r_{i} r_{j} r_{k} r_{l} \\
& +\frac{3}{2 r^{5}}\left(-\delta_{i j} r_{k} r_{l}+\delta_{i k} r_{j} r_{l}+\delta_{j k} r_{i} r_{l}+\delta_{i l} r_{j} r_{k}+\delta_{j l} r_{i} r_{k}+\delta_{k l} r_{i} r_{j}\right) \tag{B.4j}
\end{align*}
$$

$$
\begin{equation*}
\varepsilon_{i l m} \nabla_{l} R_{m j k}^{s}(\mathbf{r})=-\frac{1}{r^{3}} \varepsilon_{i j k}+\frac{3}{r^{5}} \varepsilon_{i j l} r_{l} r_{k} \tag{B.4k}
\end{equation*}
$$

$$
\begin{equation*}
\nabla^{2} R_{i j k}^{s}(\mathbf{r})=\frac{1}{2} \nabla_{j} \nabla^{2} J_{i k}^{s}(\mathbf{r}) \tag{B.4l}
\end{equation*}
$$

(B.4m)

$$
\begin{aligned}
K_{i j k l}^{s}(\mathbf{r}) & =\frac{1}{2}\left[\varepsilon_{i j m} \nabla_{k} J_{m l}^{s}(\mathbf{r})+\varepsilon_{i k m} \nabla_{j} J_{m l}^{s}(\mathbf{r})\right] \\
& =-\frac{1}{2 r^{3}}\left(\varepsilon_{i j l} r_{k}+\varepsilon_{i k l} r_{j}\right)-\frac{1}{2 r^{3}}\left(\varepsilon_{i j m} \delta_{k l}+\varepsilon_{i k m} \delta_{l j}\right) r_{m}+\frac{3}{2 r^{5}}\left(\varepsilon_{i j m} r_{k}+\varepsilon_{i k m} r_{j}\right) r_{m} r_{l}
\end{aligned}
$$

$$
\begin{equation*}
-\frac{15}{2 r^{7}}\left(\varepsilon_{i j n} r_{n} r_{k}+\varepsilon_{i k n} r_{n} r_{j}\right) r_{l} r_{m} \tag{B.4n}
\end{equation*}
$$

$$
+\frac{3}{2 r^{5}}\left[\left(\varepsilon_{i j l} r_{k} r_{m}+\varepsilon_{i k l} r_{j} r_{m}\right)+\left(\varepsilon_{i j m} r_{l} r_{k}+\varepsilon_{i k m} r_{l} r_{j}\right)\right.
$$

$$
\begin{aligned}
\nabla_{m} K_{i j k l}^{s}(\mathbf{r}) & =\frac{1}{2}\left[\varepsilon_{i j n} \nabla_{m} \nabla_{k} J_{n l}^{s}(\mathbf{r})+\varepsilon_{i k n} \nabla_{m} \nabla_{j} J_{n l}^{s}(\mathbf{r})\right] \\
& =-\frac{1}{2 r^{3}}\left[\left(\varepsilon_{i j l} \delta_{k m}+\varepsilon_{i k l} \delta_{j m}\right)+\left(\varepsilon_{i j m} \delta_{l k}+\varepsilon_{i k m} \delta_{l j}\right)\right]
\end{aligned}
$$

$$
\left.+\varepsilon_{i j n} r_{n}\left(\delta_{k l} r_{m}+\delta_{k m} r_{l}+\delta_{m l} r_{k}\right)+\varepsilon_{i k n} r_{n}\left(\delta_{j l} r_{m}+\delta_{j m} r_{l}+\delta_{m l} r_{j}\right)\right]
$$

$$
\begin{equation*}
\varepsilon_{i m n} \nabla_{m} K_{n j k l}^{s}(\mathbf{r})=\frac{1}{2}\left(\delta_{i j} \nabla_{k}+\delta_{i k} \nabla_{j}\right) \nabla_{m} J_{m l}^{s}(\mathbf{r})-\nabla_{k} \nabla_{j} J_{i l}^{s}(\mathbf{r}) \tag{B.4o}
\end{equation*}
$$

$$
=\frac{1}{r^{3}} \delta_{i l} \delta_{k j}+\frac{15}{r^{7}} r_{i} r_{j} r_{k} r_{l}-\frac{3}{r^{5}}\left(\delta_{i l} r_{k} r_{j}+\delta_{k l} r_{i} r_{j}+\delta_{j l} r_{i} r_{k}+\delta_{j k} r_{i} r_{l}\right)
$$

(B.4p)

$$
\begin{aligned}
\nabla^{2} K_{i j k l}^{s}(\mathbf{r}) & =\frac{1}{2}\left[\varepsilon_{i j m} \nabla_{k} \nabla^{2} J_{m l}^{s}(\mathbf{r})+\varepsilon_{i k m} \nabla_{j} \nabla^{2} J_{m l}^{s}(\mathbf{r})\right] \\
& =\frac{3}{r^{5}}\left(\varepsilon_{i j l} r_{k}+\varepsilon_{i k l} r_{j}\right)+\frac{3}{r^{5}}\left(\varepsilon_{i j m} \delta_{k l}+\varepsilon_{i k m} \delta_{j l}\right) r_{m}-\frac{15}{r^{7}}\left(\varepsilon_{i j m} r_{k}+\varepsilon_{i k m} r_{j}\right) r_{m} r_{l}
\end{aligned}
$$

$$
\begin{aligned}
\nabla_{m} \nabla^{2} K_{i j k l}^{s}(\mathbf{r}) & =\frac{1}{2}\left[\varepsilon_{i j n} \nabla_{m} \nabla_{k} \nabla^{2} J_{n l}^{s}(\mathbf{r})+\varepsilon_{i k n} \nabla_{m} \nabla_{j} \nabla^{2} J_{n l}^{s}(\mathbf{r})\right] \\
& =-\frac{3}{r^{5}}\left[\left(\varepsilon_{i j l} \delta_{k m}+\varepsilon_{i k l} \delta_{j m}\right)+\left(\varepsilon_{i j m} \delta_{l k}+\varepsilon_{i k m} \delta_{l j}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& -\frac{105}{r^{9}}\left(\varepsilon_{i j n} r_{n} r_{k}+\varepsilon_{i k n} r_{n} r_{j}\right) r_{l} r_{m}  \tag{B.4q}\\
& +\frac{15}{r^{7}}\left[\left(\varepsilon_{i j l} r_{k} r_{m}+\varepsilon_{i k l} r_{j} r_{m}\right)+\left(\varepsilon_{i j m} r_{l} r_{k}+\varepsilon_{i k m} r_{l} r_{j}\right)\right. \\
& \left.+\varepsilon_{i j n} r_{n}\left(\delta_{k l} r_{m}+\delta_{k m} r_{l}+\delta_{m l} r_{k}\right)+\varepsilon_{i k n} r_{n}\left(\delta_{j l} r_{m}+\delta_{j m} r_{l}+\delta_{m l} r_{j}\right)\right]
\end{align*}
$$

$$
\begin{equation*}
\varepsilon_{i m n} \nabla_{m} \nabla^{2} K_{n j k l}^{s}(\mathbf{r})=-\nabla_{j} \nabla_{k} \nabla^{2} J_{i l}(\mathbf{r}) \tag{B.4r}
\end{equation*}
$$

$$
\begin{equation*}
\nabla^{4} J_{i j}^{o}(\mathbf{r})=0 \tag{B.4s}
\end{equation*}
$$

## B.2. Single surface integrals of Oseen tensors

This section documents single spherical surface integrals of both the even and odd Oseen tensor, which are useful for deriving the near-field mobility tensors [Sec. 5.2.6 and 6.3.7 by the Rotne-Prager-Yamakawa RPY) approximation. As shown in Fig. B.1, the center of $\beta$-th $(\beta=1 \cdots N)$ particle is set as the origin of the Cartesian coordinate system $(x, y, z)$ and also the origin of the spherical coordinate system $(r, \theta, \phi)$. Then, any arbitrary position at the spherical surface can be written as $\mathbf{y}=a \hat{\mathbf{n}}$, where $a$ is the particle radius and $\hat{\mathbf{n}}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ is the outer unit surface normal vector. Without loss of generality, the observation point is assumed to be along the z -axis, i.e. $\mathbf{x}=(0,0, \rho)$. Therefore, the relative position vector $\mathbf{r}=\mathbf{x}-\mathbf{y}=(-a \sin \theta \cos \phi,-a \sin \theta \sin \phi, \rho-a \cos \theta)$ and relative distance $r=|\mathbf{r}|=\sqrt{a^{2}+\rho^{2}-2 a \rho \cos \theta}$. For simplicity, following results are evaluated for $\mathbf{x}$ along z -axis only but the general results can be easily obtained by permutation as long as each axis is equivalent.


Figure B.1. A schematic drawing defines the coordinate system and notations for single spherical surface integral evaluations.

## B.2.1. Single surface integrals of the even Oseen tensor

B.2.1.1. Propagators. Corresponding propagators used in the surface integral evaluations are [Sec. 5.2.6]:

$$
\begin{align*}
\widetilde{J}_{i j}(\mathbf{r}) & =\frac{\delta_{i j}}{r}+\frac{r_{i} r_{j}}{r^{3}}  \tag{B.5a}\\
\widetilde{R}_{i j}(\mathbf{r}) & =J_{i k}(\mathbf{r}) \varepsilon_{k j l} n_{l}  \tag{B.5b}\\
\widetilde{K}_{i j k}(\mathbf{r}) & =\frac{1}{2}\left[J_{i j}(\mathbf{r}) n_{k}+J_{i k}(\mathbf{r}) n_{j}\right] \tag{B.5c}
\end{align*}
$$

B.2.1.2. Single surface integrals. Here, single spherical surface integrals of the stokeslet, rotlet and stresslet are calculated:
(1) surface integral of stokeslet
(B.6a)

$$
\hat{M}_{i j}^{F}(\rho \hat{\mathbf{z}})=\frac{a}{4 \pi a^{2}} \oint_{S^{\beta}} \widetilde{J}_{i j}(\rho \hat{\mathbf{z}}-\mathbf{y}) \mathrm{d} S(\mathbf{y})= \begin{cases}\left(\frac{1}{\rho}+\frac{1}{3} \frac{1}{\rho^{3}}\right) \delta_{i j}+\left(\frac{1}{\rho}-\frac{1}{\rho^{3}}\right) \delta_{i 3} \delta_{j 3} & \rho>a  \tag{B.6b}\\ \frac{4}{3} \delta_{i j} & \rho \leq a\end{cases}
$$

$\hat{M}_{i j}^{F}(\rho \hat{\mathbf{z}}) \stackrel{\mathrm{sym}}{=} \hat{M}_{i j}^{F}(\mathbf{x})= \begin{cases}\left(\frac{1}{r}+\frac{1}{3} \frac{1}{r^{3}}\right) \delta_{i j}+\left(\frac{1}{r}-\frac{1}{r^{3}}\right) \frac{r_{i} r_{j}}{r^{2}}=\left(1+\frac{1}{6} \nabla^{2}\right) J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\ \frac{4}{3} \delta_{i j} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}$
(2) surface integral of rotlet

$$
\hat{M}_{i j}^{T}(\rho \hat{\mathbf{z}})=\frac{3 a^{2}}{8 \pi a^{3}} \oint_{S} \widetilde{R}_{i j}(\rho \hat{\mathbf{z}}-\mathbf{y}) \mathrm{d} S(\mathbf{y})= \begin{cases}\frac{1}{\rho^{2}} & \rho>a  \tag{B.7a}\\ \rho \varepsilon_{i j 3} & \rho \leq a\end{cases}
$$

$$
\hat{M}_{i j}^{T}(\rho \hat{\mathbf{z}}) \stackrel{\operatorname{sym}}{=} \hat{M}_{i j}^{T}(\mathbf{x})= \begin{cases}\varepsilon_{i j k} \frac{r_{k}}{r^{3}}=R_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a  \tag{B.7b}\\ \varepsilon_{i j k} r_{k} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

(3) surface integral of stresslet

$$
\hat{M}_{i j k}^{S}(\rho \hat{\mathbf{z}})=\frac{3 a^{2}}{4 \pi a^{3}} \oint_{S} \widetilde{K}_{i j k}(\mathbf{x}-\mathbf{y}) \mathrm{d} S(\mathbf{y})
$$

$$
= \begin{cases}\frac{6}{5} \frac{1}{\rho^{4}} \delta_{3 i j k}-\left(\frac{1}{\rho^{2}}-\frac{1}{\rho^{4}}\right) \delta_{i 3} \delta_{j k}+3\left(\frac{1}{\rho^{2}}-\frac{1}{\rho^{4}}\right) \delta_{i 3} \delta_{j 3} \delta_{k 3} & \rho>a  \tag{B.8a}\\ \frac{6}{5} \rho \delta_{3 i j k} & \rho \leq a\end{cases}
$$

$$
\begin{align*}
\hat{M}_{i j k}^{S}(\rho \hat{\mathbf{z}}) \stackrel{\mathrm{sym}}{=} \hat{M}_{i j k}^{S}(\mathbf{x}) & = \begin{cases}\frac{6}{5} \frac{1}{r^{4}} \frac{r_{l}}{r} \delta_{l i j k}-\left(1-\frac{1}{r^{2}}\right) \frac{1}{r^{2}} \frac{r_{i}}{r} \delta_{j k}+3\left(1-\frac{1}{r^{2}}\right) \frac{1}{r^{2}} \frac{r_{i} r_{j} r_{k}}{r^{3}} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\
\frac{6}{5} r_{l} \delta_{l i j k} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}  \tag{B.8b}\\
& = \begin{cases}-\left(1+\frac{1}{10} \nabla^{2}\right) K_{i j k}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\
\frac{6}{5} r_{l} \delta_{l i j k} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
\end{align*}
$$

## B.2.2. Single surface integrals of the odd Oseen tensor

B.2.2.1. Propagators. Corresponding propagators used in the surface integral evaluations are [Sec. 6.3.7:

$$
\begin{equation*}
\widetilde{J}_{i j}^{o}(\mathbf{r})=\varepsilon_{i j k} \delta_{l 3} J_{k l}^{s}(\mathbf{r}), \quad J_{i j}^{s}(\mathbf{r})=\frac{\delta_{i j}}{r}-\frac{r_{i} r_{j}}{r^{3}} \tag{B.9a}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{R}_{i j}^{o}(\mathbf{r})=J_{i k}^{o} \varepsilon_{k j l} n_{l}=\widetilde{R}_{i j k}^{s}(\mathbf{r}) \delta_{k 3}, \quad \widetilde{R}_{i j k}^{s}(\mathbf{r})=n_{i} J_{j k}^{s}(\mathbf{r})-\delta_{i j} J_{l k}^{s}(\mathbf{r}) n_{l} \tag{B.9b}
\end{equation*}
$$

$\widetilde{K}_{i j k}^{o}(\mathbf{r})=\frac{1}{2}\left[J_{i j}^{o}(\mathbf{r}) n_{k}+J_{i k}^{o}(\mathbf{r}) n_{j}\right]=\widetilde{K}_{i j k l}^{s}(\mathbf{r}) \delta_{l 3}, \quad \widetilde{K}_{i j k l}^{s}(\mathbf{r})=\frac{1}{2}\left[\varepsilon_{i j m} J_{m l}^{s}(\mathbf{r}) n_{k}+\varepsilon_{i k m} J_{m l}^{s}(\mathbf{r}) n_{j}\right]$
B.2.2.2. Single surface integrals. Here, single spherical surface integrals of the stokeslet, rotlet and stresslet are calculated:
(1) surface integral of stokeslet
(B.10a)
$\hat{M}_{F i j}^{s}(\rho \hat{\mathbf{z}})=\frac{a}{4 \pi a^{2}} \oint_{S^{\beta}} \widetilde{J}_{i j}^{s}(\rho \hat{\mathbf{z}}-\mathbf{y}) \mathrm{d} S(\mathbf{y})= \begin{cases}\left(\frac{1}{\rho}-\frac{1}{3} \frac{1}{\rho^{3}}\right) \delta_{i j}-\left(\frac{1}{\rho}-\frac{1}{\rho^{3}}\right) \delta_{i 3} \delta_{j 3} & \rho>a \\ \frac{2}{3} \delta_{i j} & \rho \leq a\end{cases}$
(B.10b)

$$
\hat{M}_{F i j}^{o}(\mathbf{x})=\varepsilon_{i j k} \delta_{l 3} \hat{M}_{F k l}^{s}(\mathbf{x})
$$

(B.10c)

$$
\hat{M}_{F i j}^{s}(\rho \hat{\mathbf{z}}) \stackrel{\operatorname{sym}}{=} \hat{M}_{F i j}^{s}(\mathbf{x})= \begin{cases}\left(\frac{1}{r}-\frac{1}{3} \frac{1}{r^{3}}\right) \delta_{i j}-\left(\frac{1}{r}-\frac{1}{r^{3}}\right) \frac{r_{i} r_{j}}{r^{2}} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\ \frac{2}{3} \delta_{i j} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

$$
= \begin{cases}\left(\frac{1}{r}-\frac{1}{3} \frac{1}{r^{3}}\right) \varepsilon_{i j 3}-\left(\frac{1}{r}-\frac{1}{r^{3}}\right) \varepsilon_{i j \frac{r_{k}}{} \frac{r_{3}}{r^{2}}} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\ \frac{2}{3} \varepsilon_{i j 3} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

$$
= \begin{cases}\left(1+\frac{1}{6} \nabla^{2}\right) J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\ \frac{2}{3} \varepsilon_{i j 3} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

(2) surface integral of rotlet

$$
\hat{M}_{T i j k}^{s}(\rho \hat{\mathbf{z}})=\frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\beta}} \widetilde{R}_{i j k}^{s}(\rho \hat{\mathbf{z}}-\mathbf{y}) \mathrm{d} S(\mathbf{y})
$$

(B.11a)

$$
= \begin{cases}\frac{3}{10}\left(\frac{3}{\rho^{2}}-5\right) \frac{\delta_{3 i j k}}{\rho^{2}}-\frac{1}{4}\left(\frac{3}{\rho^{2}}-1\right) \frac{\delta_{i j} \delta_{k 3}}{\rho^{2}} & \\ -\frac{1}{4}\left(\frac{3}{\rho^{2}}-5\right) \frac{\delta_{i k} \delta_{j 3}}{\rho^{2}}+\frac{3}{2}\left(\frac{1}{\rho^{2}}-1\right) \frac{\delta_{i 3} \delta_{j 3} \delta_{k 3}}{\rho^{2}} & \rho>a \\ -\frac{3}{5} \rho \delta_{3 i j k}-\frac{1}{2} \rho \delta_{i j} \delta_{k 3}+\frac{1}{2} \rho \delta_{i k} \delta_{j 3} & \rho \leq a\end{cases}
$$

$$
\hat{M}_{T i j k}^{s}(\rho \hat{\mathbf{z}}) \stackrel{\operatorname{sym}}{=} \hat{M}_{T i j k}^{s}(\mathbf{x})
$$

(B.11c)

$$
= \begin{cases}\frac{3}{10}\left(\frac{3}{r^{2}}-5\right) \frac{r_{l} \delta_{l i j k}}{r^{3}}-\frac{1}{4}\left(\frac{3}{r^{2}}-1\right) \frac{\delta_{i j} r_{k}}{r^{3}} &  \tag{B.11b}\\ -\frac{1}{4}\left(\frac{3}{r^{2}}-5\right) \frac{\delta_{i k} r_{j}}{r^{3}}+\frac{3}{2}\left(\frac{1}{r^{2}}-1\right) \frac{r_{i} r_{j} r_{k}}{r^{5}} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\ -\frac{3}{5} r_{l} \delta_{l i j k}-\frac{1}{2} \delta_{i j} r_{k}+\frac{1}{2} \delta_{i k} r_{j} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

$$
\begin{aligned}
\hat{M}_{T i j}^{o}(\mathbf{x}) & =\hat{M}_{T i j k}^{s}(\mathbf{x}) \delta_{k 3} \\
& = \begin{cases}\frac{3}{10}\left(\frac{3}{r^{2}}-5\right) \frac{r_{l} \delta_{l i j 3}}{r^{3}}-\frac{1}{4}\left(\frac{3}{r^{2}}-1\right) \frac{\delta_{i j} r_{3}}{r^{3}} \\
-\frac{1}{4}\left(\frac{3}{r^{2}}-5\right) \frac{\delta_{i 3} r_{j}}{r^{3}}+\frac{3}{2}\left(\frac{1}{r^{2}}-1\right) \frac{r_{i} r_{j} r_{3}}{r^{5}} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\
-\frac{3}{5} r_{l} \delta_{l i j 3}-\frac{1}{2} \delta_{i j} r_{3}+\frac{1}{2} \delta_{i 3} r_{j} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
\end{aligned}
$$

$$
= \begin{cases}-\left(1+\frac{1}{10} \nabla^{2}\right) R_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\ -\frac{3}{5} r_{l} \delta_{l i j 3}-\frac{1}{2} \delta_{i j} r_{3}+\frac{1}{2} \delta_{i 3} r_{j} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
$$

(3) surface integral of stresslet

$$
\begin{aligned}
\hat{M}_{S i j k l}^{s}(\rho \hat{\mathbf{z}}) & =\frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\beta}} \widetilde{K}_{i j k l}^{s}(\mathbf{x}-\mathbf{y}) \mathrm{d} S(\mathbf{y}) \\
& = \begin{cases}\frac{1}{2 \rho^{2}}\left(1-\frac{3}{5} \frac{1}{\rho^{2}}\right)\left[\left(\varepsilon_{i j l} \delta_{k 3}+\varepsilon_{i k l} \delta_{j 3}\right)+\left(\varepsilon_{i j 3} \delta_{k l}+\varepsilon_{i k 3} \delta_{j l}\right)\right] \\
+\frac{3}{2 \rho^{2}}\left(\frac{1}{\rho^{2}}-1\right)\left(\varepsilon_{i j 3} \delta_{k 3}+\varepsilon_{i k 3} \delta_{j 3}\right) \delta_{l 3} & \rho>a \\
\frac{\rho}{5}\left[\left(\varepsilon_{i j l} \delta_{k 3}+\varepsilon_{i k l} \delta_{j 3}\right)+\left(\varepsilon_{i j 3} \delta_{k l}+\varepsilon_{i k 3} \delta_{j l}\right)\right] & \rho \leq a\end{cases}
\end{aligned}
$$

(B.12a)
(B.12b)

$$
\begin{aligned}
\hat{M}_{S i j k l}^{s}(\rho \hat{\mathbf{z}}) & \stackrel{\text { sym }}{=} \hat{M}_{S i j k l}^{s}(\mathbf{x}) \\
& = \begin{cases}\frac{1}{2 r^{3}}\left(1-\frac{3}{5} \frac{1}{r^{2}}\right)\left[\left(\varepsilon_{i j l} r_{k}+\varepsilon_{i k l} r_{j}\right)+\left(\varepsilon_{i j m} \delta_{k l}+\varepsilon_{i k m} \delta_{j l}\right) r_{m}\right] \\
+\frac{3}{2 r^{5}}\left(\frac{1}{r^{2}}-1\right)\left(\varepsilon_{i j m} r_{k}+\varepsilon_{i k m} r_{j}\right) r_{m} r_{l} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\
\frac{1}{5}\left[\left(\varepsilon_{i j l} r_{k}+\varepsilon_{i k l} r_{j}\right)+\left(\varepsilon_{i j m} \delta_{k l}+\varepsilon_{i k m} \delta_{j l}\right) r_{m}\right] & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
\end{aligned}
$$

(B.12c)

$$
\begin{aligned}
\hat{M}_{S i j k}^{o}(\mathbf{x}) & =\hat{M}_{S i j k l}^{s}(\mathbf{x}) \delta_{l 3} \\
& = \begin{cases}\frac{1}{2 r^{3}}\left(1-\frac{3}{5} \frac{1}{r^{2}}\right)\left[\left(\varepsilon_{i j 3} r_{k}+\varepsilon_{i k 3} r_{j}\right)+\left(\varepsilon_{i j m} \delta_{k 3}+\varepsilon_{i k m} \delta_{j 3}\right) r_{m}\right] \\
+\frac{3}{2 r^{5}}\left(\frac{1}{r^{2}}-1\right)\left(\varepsilon_{i j m} r_{k}+\varepsilon_{i k m} r_{j}\right) r_{3} & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\
\frac{1}{5}\left[\left(\varepsilon_{i j 3} r_{k}+\varepsilon_{i k 3} r_{j}\right)+\left(\varepsilon_{i j m} \delta_{k 3}+\varepsilon_{i k m} \delta_{j 3}\right) r_{m}\right] & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases} \\
& = \begin{cases}-\left(1+\frac{1}{10} \nabla^{2}\right) K_{i j k}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) & \left|\mathbf{x}-\mathbf{x}^{\beta}\right|>a \\
\frac{1}{5}\left[\left(\varepsilon_{i j 3} r_{k}+\varepsilon_{i k 3} r_{j}\right)+\left(\varepsilon_{i j m} \delta_{k 3}+\varepsilon_{i k m} \delta_{j 3}\right) r_{m}\right] & \left|\mathbf{x}-\mathbf{x}^{\beta}\right| \leq a\end{cases}
\end{aligned}
$$

## B.3. Double surface integrals of Oseen tensors

This section documents double spherical surface integrals of both the even and odd Oseen tensor, which are useful for deriving the near-field mobility tensors [Sec. 5.2.6 and 6.3.7 by the Rotne-Prager-Yamakawa RPY approximation. As shown in Fig. B.2, the center of $\beta$-th $(\beta=1 \cdots N)$ particle $\mathbf{x}^{\beta}$ is set as the origin of the Cartesian coordinate system $(x, y, z)$ and also the origin of the spherical coordinate system $(r, \theta, \phi)$. Then, any
arbitrary position at the $\beta$-th spherical particle's surface can be written as $\mathbf{y}=a \hat{\mathbf{n}}$, where $a$ is the particle radius and $\hat{\mathbf{n}}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ is the outer unit surface normal vector. Without loss of generality, the position of $\alpha$-th particle is assumed to be along the z -axis, i.e. $\mathbf{x}^{\alpha}=(0,0, \rho)$. Therefore, arbitrary position at $\alpha$-th particle surface relative to the center of $\beta$-th particle is $\mathbf{r}=\mathbf{x}-\mathbf{x}^{\beta}=(a \sin \theta \cos \phi, a \sin \theta \sin \phi, \rho+a \cos \theta)$ and relative distance is $r=|\mathbf{r}|=\sqrt{a^{2}+\rho^{2}+2 a \rho \cos \theta}$. The critical polar angle used for distinguishing non-overlapping $\left(\theta<\theta_{0}\right)$ and overlapping $\left(\theta>\theta_{0}\right)$ regions is defined as $\theta_{0}=\arccos \left(-\frac{\rho}{2 a}\right)$. For simplicity, following results are evaluated for $\mathbf{x}^{\alpha}$ along z -axis only but the general results can be easily obtained by permutation as long as each axis is equivalent.


Figure B.2. A schematic drawing defines the coordinate system and notations for double spherical surface integral evaluations.

## B.3.1. Double surface integrals of the even Oseen tensor

Note that the first surface integrals of the even Oseen tensor on the $\beta$-th particle surface have already been evaluated in Appx. B.2.1, the following calculations will only focus on the second surface integral on the $\alpha$-th particle surface.
B.3.1.1. $\boldsymbol{M}_{U F}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{U F}{ }^{\alpha \beta}{ }_{i j}(\rho \hat{\mathbf{z}}) & =\frac{a}{\left(4 \pi a^{2}\right)^{2}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{J}_{i j}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}=\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{i j}^{F}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\left(\frac{4}{3}-\frac{3}{8} \rho\right) \delta_{i j}+\frac{1}{8} \rho \delta_{i 3} \delta_{j 3}, \quad \rho<2 a \tag{B.13}
\end{align*}
$$

$$
\begin{equation*}
\hat{M}_{U F}{ }^{\alpha \beta}{ }_{i j}(\rho \hat{\mathbf{z}}) \stackrel{\text { sym }}{=} \hat{M}_{U F}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x})=\left(\frac{4}{3}-\frac{3}{8} r\right) \delta_{i j}+\frac{1}{8} r \frac{r_{i} r_{j}}{r^{2}}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \leq 2 a \tag{B.14}
\end{equation*}
$$

$$
\begin{align*}
\hat{M}_{U F}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x}) & =\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{i j}^{F}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}=\frac{a}{4 \pi a^{2}} \oint_{S^{\alpha}}\left(1+\frac{1}{6} \nabla^{2}\right) J_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.15}\\
& =\left(1+\frac{1}{6} \nabla^{2}\right) \frac{a}{4 \pi a^{2}} \oint_{S^{\alpha}} \widetilde{J}_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{6} \nabla^{2}\right) \frac{a}{4 \pi a^{2}} \oint_{S^{\alpha}} \widetilde{J}_{i j}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{6} \nabla^{2}\right)\left(1+\frac{1}{6} \nabla^{2}\right) J_{i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

## B.3.1.2. $M_{U T}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{U T}{ }^{\alpha \beta}{ }_{i j}(\rho \hat{\mathbf{z}}) & =\frac{1}{4 \pi a^{2}} \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{R}_{i j}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}=\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{i j}^{T}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.16}\\
& =\left(\frac{1}{2}-\frac{3}{16} \rho\right) \rho \varepsilon_{i j 3}, \quad \rho<2 a
\end{align*}
$$

$$
\begin{align*}
\hat{M}_{U T}{ }^{\alpha \beta}{ }_{i j}(\rho \hat{\mathbf{z}}) & \stackrel{\text { sym }}{=} \hat{M}_{U T}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x})=\left(\frac{1}{2}-\frac{3}{16} r\right) \varepsilon_{i j k} r_{k}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \leq 2 a  \tag{B.17}\\
\hat{M}_{U T}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x}) & =\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{i j}^{T}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}=\frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} R_{i j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} \frac{1}{2} \varepsilon_{i k l} \nabla_{k} J_{j l}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\frac{1}{2} \varepsilon_{i k l} \nabla_{k} \frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} \widetilde{J}_{j l}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \mathrm{d} S^{\alpha}  \tag{B.18}\\
& =\frac{1}{2} \varepsilon_{i k l} \nabla_{k}\left(1+\frac{1}{6} \nabla^{2}\right) J_{j l}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right) \\
& =\left(1+\frac{1}{6} \nabla^{2}\right) R_{i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

## B.3.1.3. $M_{U S}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{U S}{ }^{\alpha \beta}{ }_{i j k}(\rho \hat{\mathbf{z}}) & =\frac{1}{4 \pi a^{2}} \frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{K}_{i j k}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}=-\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{i j k}^{S}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.19}\\
& =\left(\frac{3}{5}-\frac{\rho}{4}\right) \rho \delta_{3 i j k}-\frac{\rho^{2}}{48} \delta_{i 3} \delta_{j k}+\frac{\rho^{2}}{16} \delta_{i 3} \delta_{j 3} \delta_{k 3}, \quad \rho<2 a
\end{align*}
$$

$$
\begin{align*}
\hat{M}_{U S}{ }^{\alpha \beta}{ }_{i j k}(\rho \hat{\mathbf{z}}) & \stackrel{\text { sym }}{=} \hat{M}_{U S}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x}) \\
& =\left(\frac{3}{5}-\frac{r}{4}\right) r_{l} \delta_{l i j k}-\frac{r}{48} r_{i} \delta_{j k}+\frac{1}{16} \frac{r_{i} r_{j} r_{k}}{r}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \leq 2 a \tag{B.20}
\end{align*}
$$

$$
\begin{align*}
\hat{M}_{U S}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x}) & =\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{i j k}^{S}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}=-\frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}}\left(1+\frac{1}{10} \nabla^{2}\right) K_{i j k}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.21}\\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} K_{i j k}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} K_{i j k}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} \frac{1}{2}\left[\nabla_{k} J_{i j}\left(\mathbf{x}^{\beta}-\mathbf{x}\right)+\nabla_{j} J_{i k}\left(\mathbf{x}^{\beta}-\mathbf{x}\right)\right] \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{6} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{k} J_{i j}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right)+\nabla_{j} J_{i k}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right)\right] \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{6} \nabla^{2}\right) K_{i j k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

B.3.1.4. $\boldsymbol{M}_{\Omega T}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{i j}(\rho \hat{\mathbf{z}}) & =\left(\frac{3 a}{8 \pi a^{3}}\right)^{2} \oint_{S^{\alpha}} \oint_{S^{\beta}} \varepsilon_{i k l} n_{k} \widetilde{R}_{l j}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta} \\
& =\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i k l} n_{k} \hat{M}_{l j}^{T}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.22}\\
& =\left(1-\frac{27}{32} \rho+\frac{5}{64} \rho^{3}\right) \delta_{i j}+\left(\frac{9}{32} \rho-\frac{3}{64} \rho^{3}\right) \delta_{i 3} \delta_{j 3}, \quad \rho<2 a
\end{align*}
$$

$$
\begin{align*}
\hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{i j}(\rho \hat{\mathbf{z}}) & \stackrel{\text { sym }}{=} \hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x}) \\
& =\left(1-\frac{27}{32} r+\frac{5}{64} r^{3}\right) \delta_{i j}+\left(\frac{9}{32} r-\frac{3}{64} r^{3}\right) \frac{r_{i} r_{j}}{r^{2}}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \leq 2 a \tag{B.23}
\end{align*}
$$

$$
\begin{aligned}
\hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x}) & =\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i k l} n_{k} \hat{M}_{l j}^{T}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}=\frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i k l} n_{k} R_{l j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i k l} n_{k}\left[\frac{1}{2} \varepsilon_{l m n} \nabla_{m} J_{j n}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] \mathrm{d} S^{\alpha} \\
& =\frac{1}{2} \varepsilon_{i k l} \nabla_{m} \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} J_{j n}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \varepsilon_{n l m} n_{k} \mathrm{~d} S^{\alpha} \\
& =\frac{1}{2} \varepsilon_{i k l} \nabla_{k} \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} J_{j n}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \varepsilon_{n l m} n_{m} \mathrm{~d} S^{\alpha} \\
& =\frac{1}{2} \varepsilon_{i k l} \nabla_{k} \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \widetilde{R}_{j l}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \mathrm{d} S^{\alpha} \\
& =\frac{1}{2} \varepsilon_{i k l} \nabla_{k} R_{j l}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right)=\frac{1}{2} \varepsilon_{i k l} \nabla_{k} R_{l j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{aligned}
$$

B.3.1.5. $\boldsymbol{M}_{\Omega S}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}(\rho \hat{\mathbf{z}}) & =\frac{3}{8 \pi a^{3}} \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \varepsilon_{i l m} n_{l} \widetilde{K}_{m j k}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta} \\
& =\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i l m} n_{l} \hat{M}_{m j k}^{S}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.25}\\
& =\left(\frac{9}{32} \rho-\frac{3}{64} \rho^{3}\right)\left(\varepsilon_{i j 3} \delta_{k 3}+\varepsilon_{i k 3} \delta_{j 3}\right), \quad \rho<2 a
\end{align*}
$$

$$
\begin{equation*}
\hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}(\rho \hat{\mathbf{z}}) \stackrel{\operatorname{sym}}{=} \hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x})=\left(\frac{9}{32} r-\frac{3}{64} r^{3}\right)\left(\varepsilon_{i j l} r_{k}+\varepsilon_{i k l} r_{j}\right) \frac{r_{l}}{r^{2}}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \leq 2 a \tag{B.26}
\end{equation*}
$$

$$
\begin{align*}
\hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x}) & =\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i l m} n_{l} \hat{M}_{m j k}^{S}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.27}\\
& =-\frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i l m} n_{l}\left(1+\frac{1}{10} \nabla^{2}\right) K_{m j k}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i l m} n_{l} \frac{1}{2}\left[\nabla_{k} J_{m j}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)+\nabla_{j} J_{m k}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\nabla_{k} \widetilde{R}_{j i}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)+\nabla_{j} \widetilde{R}_{k i}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{k} R_{i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{j} R_{i k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right] \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i l m} \nabla_{l} \frac{1}{2}\left[\nabla_{k} J_{j m}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{j} J_{k m}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right] \\
& =-\frac{1}{2} \varepsilon_{i l m} \nabla_{l}\left(1+\frac{1}{10} \nabla^{2}\right) K_{m j k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

B.3.1.6. $\boldsymbol{M}_{E S}^{\alpha \beta}$.

$$
\begin{aligned}
\hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j k l}(\rho \hat{\mathbf{z}}) & =\left(\frac{3 a}{4 \pi a^{3}}\right)^{2} \oint_{S^{\alpha}} \oint_{S^{\beta}} \frac{1}{2}\left[\widetilde{K}_{i k l}(\mathbf{x}-\mathbf{y}) n_{j}+\widetilde{K}_{j k l}(\mathbf{x}-\mathbf{y}) n_{i}\right] \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta} \\
& =\frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\hat{M}_{i k l}^{S}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{j}+\hat{M}_{j k l}^{S}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{i}\right] \mathrm{d} S^{\alpha} \\
& =\left(\frac{6}{5}-\frac{3}{4} \rho+\frac{3}{64} \rho^{3}\right) \delta_{i j k l}+\left(-\frac{1}{16} \rho+\frac{1}{128} \rho^{3}\right) \delta_{i j} \delta_{k l} \\
& +\left(\frac{3}{16} \rho-\frac{3}{128} \rho^{3}\right)\left(\delta_{i j} \delta_{k 3} \delta_{l 3}+\delta_{k l} \delta_{i 3} \delta_{j 3}\right) \\
& +\left(-\frac{3}{32} \rho+\frac{3}{128} \rho^{3}\right)\left(\delta_{i k} \delta_{j 3} \delta_{l 3}+\delta_{i l} \delta_{j 3} \delta_{k 3}+\delta_{j k} \delta_{i 3} \delta_{l 3}+\delta_{j l} \delta_{i 3} \delta_{k 3}\right) \\
& -\left(\frac{3}{16} \rho-\frac{3}{128} \rho^{3}\right) \delta_{i 3} \delta_{j 3} \delta_{k 3} \delta_{l 3}, \quad \rho<2 a
\end{aligned}
$$

$$
\begin{align*}
\hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j k l}(\rho \hat{\mathbf{z}}) & \stackrel{\operatorname{sym}}{=} \hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j k l}(\mathbf{x}) \\
& =\left(\frac{6}{5}-\frac{3}{4} r+\frac{3}{64} r^{3}\right) \delta_{i j k l}+\left(-\frac{1}{16} r+\frac{1}{128} r^{3}\right) \delta_{i j} \delta_{k l} \\
& +\left(\frac{3}{16} r-\frac{3}{128} r^{3}\right)\left(\delta_{i j} \frac{r_{k} r_{l}}{r^{2}}+\delta_{k l} \frac{r_{i} r_{j}}{r^{2}}\right)  \tag{B.29}\\
& +\left(-\frac{3}{32} r+\frac{3}{128} r^{3}\right)\left(\delta_{i k} \frac{r_{j} r_{l}}{r^{2}}+\delta_{i l} \frac{r_{j} r_{k}}{r^{2}}+\delta_{j k} \frac{r_{i} r_{l}}{r^{2}}+\delta_{j l} \frac{r_{i} r_{k}}{r^{2}}\right) \\
& -\left(\frac{3}{16} r-\frac{3}{128} r^{3}\right) \frac{r_{i} r_{j} r_{k} r_{l}}{r^{4}}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \leq 2 a
\end{align*}
$$

$$
\begin{align*}
& \hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j k l}(\mathbf{x})=\frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\hat{M}_{i k l}^{S}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{j}+\hat{M}_{j k l}^{S}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{i}\right] \mathrm{d} S^{\alpha}  \tag{B.30}\\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[K_{i k l}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{j}+K_{j k l}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{i}\right] \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\frac{1}{2}\left(\nabla_{l} J_{i k}+\nabla_{k} J_{i l}\right) n_{j}+\frac{1}{2}\left(\nabla_{l} J_{j k}+\nabla_{k} J_{j l}\right) n_{i}\right] \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\nabla_{l} \frac{1}{2}\left(J_{i k} n_{j}+J_{j k} n_{i}\right)+\nabla_{k} \frac{1}{2}\left(J_{i l} n_{j}+J_{j l} n_{i}\right)\right] \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\nabla_{l} \widetilde{K}_{k i j}\left(\mathbf{x}^{\beta}-\mathbf{x}\right)+\nabla_{k} \widetilde{K}_{l i j}\left(\mathbf{x}^{\beta}-\mathbf{x}\right)\right] \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{l} K_{k i j}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right)+\nabla_{k} K_{l i j}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right)\right] \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{l} K_{k i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{k} K_{l i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right], \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

## B.3.2. Double surface integrals of the odd Oseen tensor

Note that the first surface integrals of the odd Oseen tensor on the $\beta$-th particle surface have already been evaluated in Appx. B.2.2, the following calculations will only focus on the second surface integral on the $\alpha$-th particle surface.

## B.3.2.1. $\boldsymbol{M}_{U F}^{\alpha \beta}$.

(B.31)

$$
\begin{aligned}
\hat{M}_{U F}^{s}{ }_{i j}^{\alpha \beta}(\rho \hat{\mathbf{z}}) & =-\frac{a}{\left(4 \pi a^{2}\right)^{2}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{J}_{i j}^{s}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}=-\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{F i j}^{s}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =-\left(\frac{2}{3}-\frac{1}{8} \rho\right) \delta_{i j}+\frac{1}{8} \delta_{i 3} \delta_{j 3}, \quad \rho<2 a
\end{aligned}
$$

(B.32) $\quad \hat{M}_{U F}^{s}{ }_{U \beta}{ }^{\alpha \beta}(\rho \hat{\mathbf{z}}) \stackrel{\text { sym }}{=} \hat{M}_{U F}^{s}{ }_{U \beta}{ }_{i j}(\mathbf{x})=-\left(\frac{2}{3}-\frac{1}{8} r\right) \delta_{i j}+\frac{1}{8} r \frac{r_{i} r_{j}}{r^{2}}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \leq 2 a$

$$
\begin{equation*}
\hat{M}_{U F}^{o}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x})=\varepsilon_{i j k} \delta_{l 3} \hat{M}_{U F}^{s}{ }_{k l}^{\alpha \beta}(\mathbf{x})=-\left(\frac{2}{3}-\frac{1}{8} r\right) \varepsilon_{i j 3}+\frac{1}{8} r \varepsilon_{i j k} \frac{r_{k} r_{3}}{r^{2}}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| \leq 2 a \tag{B.33}
\end{equation*}
$$

$$
\begin{align*}
\hat{M}_{U F}^{o}{ }_{i j}^{\alpha \beta}(\mathbf{x}) & =-\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{F i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}=-\frac{a}{4 \pi a^{2}} \oint_{S^{\alpha}}\left(1+\frac{1}{6} \nabla^{2}\right) J_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.34}\\
& =-\left(1+\frac{1}{6} \nabla^{2}\right) \frac{a}{4 \pi a^{2}} \oint_{S^{\alpha}} \widetilde{J}_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{6} \nabla^{2}\right) \frac{a}{4 \pi a^{2}} \oint_{S^{\alpha}} \widetilde{J}_{i j}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{6} \nabla^{2}\right)\left(1+\frac{1}{6} \nabla^{2}\right) J_{i j}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

## B.3.2.2. $M_{U T}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{U T}^{s}{ }_{i j k}^{\alpha \beta}(\rho \hat{\mathbf{z}}) & =-\frac{1}{4 \pi a^{2}} \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{R}_{i j k}^{s}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}=-\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{T i j k}^{s}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.35}\\
& =\frac{3}{160}\left(16 \rho-5 \rho^{2}\right) \delta_{3 i j k}+\frac{1}{64}\left(16 \rho-7 \rho^{2}\right) \delta_{i j} \delta_{k 3}+\frac{1}{64}\left(-16 \rho+5 \rho^{2}\right) \delta_{i k} \delta_{j 3} \\
& +\frac{1}{32} \rho^{2} \delta_{i 3} \delta_{j 3} \delta_{k 3}, \quad \rho<2 a
\end{align*}
$$

$$
\begin{align*}
& \hat{M}_{U T}^{s}{ }_{U j k}^{\alpha \beta}(\rho \hat{\mathbf{z}}) \stackrel{\text { sym }}{=} \hat{M}_{U T}^{s}{ }_{U T}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x}) \\
&=\frac{3}{160}(16-5 r) r_{l} \delta_{l i j k}+\frac{1}{64}(16-7 r) \delta_{i j} r_{k}+\frac{1}{64}(-16+5 r) \delta_{i k} r_{j} \\
&+\frac{1}{32} \frac{1}{r} r_{i} r_{j} r_{k}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|<2 a \\
& \hat{M}_{U T}^{o}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x})= \hat{M}^{s}{ }_{U T}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x}) \delta_{k 3} \\
&= \frac{3}{160}(16-5 r) r_{l} \delta_{l i j 3}+\frac{1}{64}(16-7 r) \delta_{i j} r_{3}+\frac{1}{64}(-16+5 r) \delta_{i 3} r_{j} \\
&+\frac{1}{32} \frac{1}{r} r_{i} r_{j} r_{3}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|<2 a \\
& \hat{M}^{o}{ }_{U T}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x})=-\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{T i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}=\frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} R_{i j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
&=\left(1+\frac{1}{10} \nabla^{2}\right) \frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} \frac{1}{2} \varepsilon_{i k l} \nabla_{k} J_{j l}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
&=\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i k l} \nabla_{k} \frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} \widetilde{J}_{j l}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \mathrm{d} S^{\alpha}  \tag{B.38}\\
&=\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i k l} \nabla_{k}\left(1+\frac{1}{6} \nabla^{2}\right) J_{j l}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right) \\
&=\left(1+\frac{1}{6} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) R_{i j}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

## B.3.2.3. $M_{U S}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{U S}^{s}{ }_{i j k l}^{\alpha \beta}(\rho \hat{\mathbf{z}}) & =-\frac{1}{4 \pi a^{2}} \frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \widetilde{K}_{i j k l}^{s}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}=-\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{S i j k l}^{s}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.39}\\
& =-\frac{1}{160}\left(16 \rho-5 \rho^{2}\right)\left[\left(\varepsilon_{i j l} \delta_{k 3}+\varepsilon_{i k l} \delta_{j 3}\right)+\left(\varepsilon_{i j 3} \delta_{k l}+\varepsilon_{i k 3} \delta_{j l}\right)\right] \\
& +\frac{1}{32} \rho^{2}\left(\varepsilon_{i j 3} \delta_{k 3}+\varepsilon_{i k 3} \delta_{j 3}\right) \delta_{l 3}, \quad \rho<2 a
\end{align*}
$$

$$
\begin{align*}
& \hat{M}_{U S}^{s}{ }^{\alpha \beta}{ }_{i j k l}(\rho \hat{\mathbf{z}}) \stackrel{\operatorname{sym}}{=} \hat{M}_{U S}^{s}{ }^{\alpha \beta}{ }_{i j k l}(\mathbf{x}) \\
&=-\frac{1}{160}(16-5 r)\left[\left(\varepsilon_{i j l} r_{k}+\varepsilon_{i k l} r_{j}\right)+\left(\varepsilon_{i j m} \delta_{k l}+\varepsilon_{i k m} \delta_{j l}\right) r_{m}\right]  \tag{B.40}\\
&+\frac{1}{32} \frac{1}{r}\left(\varepsilon_{i j m} r_{k}+\varepsilon_{i k m} r_{j}\right) r_{m} r_{l}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|<2 a \\
& \hat{M}_{U S}^{o}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x})=\hat{M}^{s}{ }_{U S}{ }^{\alpha \beta}{ }_{i j k l}(\mathbf{x}) \delta_{l 3} \\
&=-\frac{1}{160}(16-5 r)\left[\left(\varepsilon_{i j 3} r_{k}+\varepsilon_{i k 3} r_{j}\right)+\left(\varepsilon_{i j m} \delta_{k 3}+\varepsilon_{i k m} \delta_{j 3}\right) r_{m}\right] \\
&+\frac{1}{32} \frac{1}{r}\left(\varepsilon_{i j m} r_{k}+\varepsilon_{i k m} r_{j}\right) r_{m} r_{3}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|<2 a
\end{align*}
$$

$$
\begin{align*}
\hat{M}_{U S}^{o}{ }_{i j k}^{\alpha \beta}(\mathbf{x}) & =-\frac{1}{4 \pi a^{2}} \oint_{S^{\alpha}} \hat{M}_{S i j k}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}=\frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}}\left(1+\frac{1}{10} \nabla^{2}\right) K_{i j k}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.42}\\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} K_{i j k}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right) \frac{a^{2}}{4 \pi a^{2}} \oint_{S^{\alpha}} \frac{1}{2}\left[\nabla_{k} J_{i j}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}\right)+\nabla_{j} J_{i k}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}\right)\right] \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{6} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{k} J_{i j}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right)+\nabla_{j} J_{i k}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right)\right] \\
& =\left(1+\frac{1}{6} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) K_{i j k}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

## B.3.2.4. $M_{\Omega T}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{\Omega T}^{s}{ }_{i j k}^{\alpha \beta}(\rho \hat{\mathbf{z}}) & =-\left(\frac{3 a}{8 \pi a^{3}}\right)^{2} \oint_{S^{\alpha}} \oint_{S^{\beta}} \varepsilon_{i l m} n_{l} \widetilde{R}_{m j k}^{s}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta} \\
& =-\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i l m} n_{l} \hat{M}_{T m j k}^{s}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.43}\\
& =-\frac{1}{2}\left(1-\frac{9}{16} \rho+\frac{1}{32} \rho^{3}\right) \varepsilon_{i j k}+\frac{3}{64}\left(6 \rho-\rho^{3}\right) \varepsilon_{i j 3} \delta_{k 3}, \quad \rho<2 a
\end{align*}
$$

(B.44)

$$
\begin{aligned}
& \hat{M}_{\Omega T}^{s}{ }^{\alpha \beta}{ }_{i j k}(\rho \hat{\mathbf{z}}) \stackrel{\operatorname{sym}}{=} \hat{M}_{\Omega T}^{s}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x}) \\
&=-\frac{1}{2}\left(1-\frac{9}{16} r+\frac{1}{32} r^{3}\right) \varepsilon_{i j k}+\frac{3}{64}\left(6 r-r^{3}\right) \varepsilon_{i j l} \frac{r_{l} r_{k}}{r^{2}}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|<2 a
\end{aligned}
$$

$$
\begin{align*}
\hat{M}_{\Omega T}^{o}{ }^{\alpha \beta}{ }_{i j}(\mathbf{x}) & =\hat{M}^{s}{ }_{\Omega T}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x}) \delta_{k 3}  \tag{B.45}\\
& =-\frac{1}{2}\left(1-\frac{9}{16} r+\frac{1}{32} r^{3}\right) \varepsilon_{i j 3}+\frac{3}{64}\left(6 r-r^{3}\right) \varepsilon_{i j l} \frac{r_{l} r_{3}}{r^{2}}, \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|<2 a
\end{align*}
$$

$$
\begin{align*}
\hat{M}_{\Omega T}^{o}{ }_{i j}^{\alpha \beta}(\mathbf{x}) & =-\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i k l} n_{k} \hat{M}_{T l j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha}  \tag{B.46}\\
& =\frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i k l} n_{k}\left(1+\frac{1}{10} \nabla^{2}\right) R_{l j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i k l} n_{k}\left[\frac{1}{2} \varepsilon_{l m n} \nabla_{m} J_{j n}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i k l} \nabla_{m} \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} J_{j n}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \varepsilon_{n l m} n_{k} \mathrm{~d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i k l} \nabla_{k} \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} J_{j n}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \varepsilon_{n l m} n_{m} \mathrm{~d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i k l} \nabla_{k} \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \widetilde{R}_{j l}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}\right) \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i k l} \nabla_{k} R_{j l}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right) \\
& =\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i k l} \nabla_{k} R_{l j}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

## B.3.2.5. $M_{\Omega S}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{\Omega S}^{s}{ }^{\alpha \beta}{ }_{i j k l}(\rho \hat{\mathbf{z}}) & =-\frac{3}{8 \pi a^{3}} \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \oint_{S^{\beta}} \varepsilon_{i p q} n_{p} \widetilde{K}_{q j k l}^{s}(\mathbf{x}-\mathbf{y}) \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{B.47}\\
& =-\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i p q} n_{p} \hat{M}_{q j k l}^{s}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\left(\frac{1}{5}-\frac{3}{32} \rho+\frac{1}{256} \rho^{3}\right) \delta_{i l} \delta_{k j}-\left(\frac{3}{10}-\frac{3}{16} \rho+\frac{3}{256} \rho^{3}\right)\left(\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}\right) \\
& +\frac{3}{256}\left(8 \rho+\rho^{3}\right) \delta_{i 3} \delta_{j 3} \delta_{k 3} \delta_{l 3}+\frac{3}{256}\left(16 \rho-3 \rho^{3}\right)\left(\delta_{i k} \delta_{j 3} \delta_{l 3}+\delta_{i j} \delta_{k 3} \delta_{l 3}\right) \\
& -\frac{3}{256}\left(8 \rho-\rho^{3}\right)\left(\delta_{i l} \delta_{k 3} \delta_{j 3}+\delta_{k l} \delta_{i 3} \delta_{j 3}+\delta_{j l} \delta_{i 3} \delta_{k 3}+\delta_{j k} \delta_{i 3} \delta_{l 3}\right), \quad \rho<2 a
\end{align*}
$$

$$
\begin{align*}
\hat{M}_{\Omega S}^{s}{ }_{i j k l}^{\alpha \beta}(\rho \hat{\mathbf{z}}) & \stackrel{\operatorname{sym}}{=} \hat{M}_{\Omega S}^{s}{ }^{\alpha \beta}{ }_{i j k l}(\mathbf{x})  \tag{B.48}\\
& =\left(\frac{1}{5}-\frac{3}{32} r+\frac{1}{256} r^{3}\right) \delta_{i l} \delta_{k j}-\left(\frac{3}{10}-\frac{3}{16} r+\frac{3}{256} r^{3}\right)\left(\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}\right) \\
& +\frac{3}{256}\left(8 r+r^{3}\right) \frac{r_{i} r_{j} r_{k} r_{l}}{r^{4}}+\frac{3}{256}\left(16 r-3 r^{3}\right)\left(\delta_{i k} \frac{r_{j} r_{l}}{r^{2}}+\delta_{i j} \frac{r_{k} r_{l}}{r^{2}}\right) \\
& -\frac{3}{256}\left(8 r-r^{3}\right)\left(\delta_{i l} \frac{r_{k} r_{j}}{r^{2}}+\delta_{k l} \frac{r_{i} r_{j}}{r^{2}}+\delta_{j l} \frac{r_{i} r_{k}}{r^{2}}+\delta_{j k} \frac{r_{i} r_{l}}{r^{2}}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|<2 a
\end{align*}
$$

$$
\begin{align*}
\hat{M}_{\Omega S}^{o}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x}) & =\hat{M}_{\Omega S}^{s}{ }^{\alpha \beta}{ }_{i j k l}(\mathbf{x}) \delta_{l 3}  \tag{B.49}\\
& =\left(\frac{1}{5}-\frac{3}{32} r+\frac{1}{256} r^{3}\right) \delta_{i 3} \delta_{k j}-\left(\frac{3}{10}-\frac{3}{16} r+\frac{3}{256} r^{3}\right)\left(\delta_{i j} \delta_{k 3}+\delta_{i k} \delta_{j 3}\right) \\
& +\frac{3}{256}\left(8 r+r^{3}\right) \frac{r_{i} r_{j} r_{k} r_{3}}{r^{4}}+\frac{3}{256}\left(16 r-3 r^{3}\right)\left(\delta_{i k} \frac{r_{j} r_{3}}{r^{2}}+\delta_{i j} \frac{r_{k} r_{3}}{r^{2}}\right) \\
& -\frac{3}{256}\left(8 r-r^{3}\right)\left(\delta_{i 3} \frac{r_{k} r_{j}}{r^{2}}+\delta_{k 3} \frac{r_{i} r_{j}}{r^{2}}+\delta_{j 3} \frac{r_{i} r_{k}}{r^{2}}+\delta_{j k} \frac{r_{i} r_{3}}{r^{2}}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|<2 a
\end{align*}
$$

$$
\begin{align*}
& \hat{M}^{o}{ }_{S S}{ }^{\alpha \beta}{ }_{i j k}(\mathbf{x})=-\frac{3}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i l m} n_{l} \hat{M}_{S m j k}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i l m} n_{l}\left(1+\frac{1}{10} \nabla^{2}\right) K_{m j k}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \varepsilon_{i l m} n_{l} \frac{1}{2}\left[\nabla_{k} J_{m j}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)+\nabla_{j} J_{m k}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{8 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\nabla_{k} \widetilde{R}_{j i}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)+\nabla_{j} \widetilde{R}_{k i}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right)\right] \mathrm{d} S^{\alpha}  \tag{B.50}\\
& =-\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{k} R_{i j}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{j} R_{i k}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right] \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i l m} \nabla_{l} \frac{1}{2}\left[\nabla_{k} J_{j m}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{j} J_{k m}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right] \\
& =\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i l m} \nabla_{l} K_{m j k}^{o}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right), \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

## B.3.2.6. $M_{E S}^{\alpha \beta}$.

$$
\begin{align*}
\hat{M}_{E S}^{s}{ }^{\alpha \beta}{ }_{i j k l m}(\rho \hat{\mathbf{z}}) & =-\left(\frac{3 a}{4 \pi a^{3}}\right)^{2} \oint_{S^{\alpha}} \oint_{S^{\beta}} \frac{1}{2}\left[\widetilde{K}_{i k l m}^{s}(\mathbf{x}-\mathbf{y}) n_{j}+\widetilde{K}_{j k l m}^{s}(\mathbf{x}-\mathbf{y}) n_{i}\right] \mathrm{d} S^{\alpha} \mathrm{d} S^{\beta}  \tag{B.51}\\
& =-\frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\hat{M}_{S i k l m}^{s}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{j}+\hat{M}_{S j k l m}^{s}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{i}\right] \mathrm{d} S^{\alpha} \\
& =\left(-\frac{1}{10}+\frac{3}{64} \rho-\frac{1}{512} \rho^{3}\right)\left[\left(\varepsilon_{i k m} \delta_{l j}+\varepsilon_{i l m} \delta_{k j}\right)+\left(\varepsilon_{j k m} \delta_{l i}+\varepsilon_{j l m} \delta_{k i}\right)\right] \\
& -\frac{3}{512}\left(8 \rho+\rho^{3}\right)\left[\left(\varepsilon_{i k 3} \delta_{l 3}+\varepsilon_{i l 3} \delta_{k 3}\right) \delta_{j 3}+\left(\varepsilon_{j k 3} \delta_{l 3}+\varepsilon_{j l 3} \delta_{k 3}\right) \delta_{i 3}\right] \delta_{m 3} \\
& +\frac{3}{512}\left(8 \rho-\rho^{3}\right)\left[\left(\varepsilon_{i k m} \delta_{l 3}+\varepsilon_{i l m} \delta_{k 3}\right) \delta_{j 3}+\left(\varepsilon_{j k m} \delta_{l 3}+\varepsilon_{j l m} \delta_{k 3}\right) \delta_{i 3}\right. \\
& +\varepsilon_{i k 3}\left(\delta_{l m} \delta_{j 3}+\delta_{l j} \delta_{m 3}+\delta_{j m} \delta_{l 3}\right)+\varepsilon_{i l 3}\left(\delta_{k m} \delta_{j 3}+\delta_{k j} \delta_{m 3}+\delta_{j m} \delta_{k 3}\right) \\
& \left.+\varepsilon_{j k 3}\left(\delta_{l m} \delta_{i 3}+\delta_{l i} \delta_{m 3}+\delta_{i m} \delta_{l 3}\right)+\varepsilon_{j l 3}\left(\delta_{k m} \delta_{i 3}+\delta_{k i} \delta_{m 3}+\delta_{i m} \delta_{k 3}\right)\right], \quad \rho<2 a
\end{align*}
$$

$$
\begin{align*}
& \hat{M}_{E S}^{s}{ }^{\alpha \beta}{ }_{i j k l m}(\rho \hat{\mathbf{z}}) \stackrel{\mathrm{sym}}{=} \hat{M}^{s}{ }_{E S}{ }^{\alpha \beta}{ }_{i j k l m}(\mathbf{x})  \tag{B.52}\\
& =\left(-\frac{1}{10}+\frac{3}{64} r-\frac{1}{512} r^{3}\right)\left[\left(\varepsilon_{i k m} \delta_{l j}+\varepsilon_{i l m} \delta_{k j}\right)+\left(\varepsilon_{j k m} \delta_{l i}+\varepsilon_{j l m} \delta_{k i}\right)\right] \\
& -\frac{3}{512}\left(8 r+r^{3}\right)\left[\left(\varepsilon_{i k n} \frac{r_{l}}{r}+\varepsilon_{i l n} \frac{r_{k}}{r}\right) \frac{r_{j}}{r}+\left(\varepsilon_{j k n} \frac{r_{l}}{r}+\varepsilon_{j l n} \frac{r_{k}}{r}\right) \frac{r_{i}}{r}\right] \frac{r_{n} r_{m}}{r^{2}} \\
& +\frac{3}{512}\left(8 r-r^{3}\right)\left[\left(\varepsilon_{i k m} \frac{r_{l}}{r}+\varepsilon_{i l m} \frac{r_{k}}{r}\right) \frac{r_{j}}{r}+\left(\varepsilon_{j k m} \frac{r_{l}}{r}+\varepsilon_{j l m} \frac{r_{k}}{r}\right) \frac{r_{i}}{r}\right. \\
& +\varepsilon_{i k n} \frac{r_{n}}{r}\left(\delta_{l m} \frac{r_{j}}{r}+\delta_{l j} \frac{r_{m}}{r}+\delta_{j m} \frac{r_{l}}{r}\right)+\varepsilon_{i l n} \frac{r_{n}}{r}\left(\delta_{k m} \frac{r_{j}}{r}+\delta_{k j} \frac{r_{m}}{r}+\delta_{j m} \frac{r_{k}}{r}\right) \\
& \left.+\varepsilon_{j k n} \frac{r_{n}}{r}\left(\delta_{l m} \frac{r_{i}}{r}+\delta_{l i} \frac{r_{m}}{r}+\delta_{i m} \frac{r_{l}}{r}\right)+\varepsilon_{j l n} \frac{r_{n}}{r}\left(\delta_{k m} \frac{r_{i}}{r}+\delta_{k i} \frac{r_{m}}{r}+\delta_{i m} \frac{r_{k}}{r}\right)\right], \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

$$
\begin{align*}
& \hat{M}_{E S}^{o}{ }_{E S}^{\alpha \beta}{ }_{i j k l}(\mathbf{x})=\hat{M}_{E S}^{s}{ }_{E S}^{\alpha \beta}{ }_{i j k l m}(\mathbf{x}) \delta_{m 3}  \tag{B.53}\\
& =\left(-\frac{1}{10}+\frac{3}{64} r-\frac{1}{512} r^{3}\right)\left[\left(\varepsilon_{i k 3} \delta_{l j}+\varepsilon_{i l 3} \delta_{k j}\right)+\left(\varepsilon_{j k 3} \delta_{l i}+\varepsilon_{j l 3} \delta_{k i}\right)\right] \\
& -\frac{3}{512}\left(8 r+r^{3}\right)\left[\left(\varepsilon_{i k n} \frac{r_{l}}{r}+\varepsilon_{i l n} \frac{r_{k}}{r}\right) \frac{r_{j}}{r}+\left(\varepsilon_{j k n} \frac{r_{l}}{r}+\varepsilon_{j l n} \frac{r_{k}}{r}\right) \frac{r_{i}}{r}\right] \frac{r_{n} r_{3}}{r^{2}} \\
& +\frac{3}{512}\left(8 r-r^{3}\right)\left[\left(\varepsilon_{i k 3} \frac{r_{l}}{r}+\varepsilon_{i l 3} \frac{r_{k}}{r}\right) \frac{r_{j}}{r}+\left(\varepsilon_{j k 3} \frac{r_{l}}{r}+\varepsilon_{j l 3} \frac{r_{k}}{r}\right) \frac{r_{i}}{r}\right. \\
& +\varepsilon_{i k n} \frac{r_{n}}{r}\left(\delta_{l 3} \frac{r_{j}}{r}+\delta_{l j} \frac{r_{3}}{r}+\delta_{j 3} \frac{r_{l}}{r}\right)+\varepsilon_{i l n} \frac{r_{n}}{r}\left(\delta_{k 3} \frac{r_{j}}{r}+\delta_{k j} \frac{r_{3}}{r}+\delta_{j 3} \frac{r_{k}}{r}\right) \\
& \left.+\varepsilon_{j k n} \frac{r_{n}}{r}\left(\delta_{l 3} \frac{r_{i}}{r}+\delta_{l i} \frac{r_{3}}{r}+\delta_{i 3} \frac{r_{l}}{r}\right)+\varepsilon_{j l n} \frac{r_{n}}{r}\left(\delta_{k 3} \frac{r_{i}}{r}+\delta_{k i} \frac{r_{3}}{r}+\delta_{i 3} \frac{r_{k}}{r}\right)\right], \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

$$
\begin{align*}
& \hat{M}_{E S}^{o}{ }^{\alpha \beta}{ }_{i j k l}(\mathbf{x})=-\frac{3}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\hat{M}_{S i k l}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{j}+\hat{M}_{S j k l}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{i}\right] \mathrm{d} S^{\alpha}  \tag{B.54}\\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[K_{i k l}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{j}+K_{j k l}^{o}\left(\mathbf{x}-\mathbf{x}^{\beta}\right) n_{i}\right] \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\frac{1}{2}\left(\nabla_{l} J_{i k}^{o}+\nabla_{k} J_{i l}^{o}\right) n_{j}+\frac{1}{2}\left(\nabla_{l} J_{j k}^{o}+\nabla_{k} J_{j l}^{o}\right) n_{i}\right] \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\nabla_{l} \frac{1}{2}\left(J_{i k}^{o} n_{j}+J_{j k}^{o} n_{i}\right)+\nabla_{k} \frac{1}{2}\left(J_{i l}^{o} n_{j}+J_{j l}^{o} n_{i}\right)\right] \mathrm{d} S^{\alpha} \\
& =\left(1+\frac{1}{10} \nabla^{2}\right) \frac{3 a^{2}}{4 \pi a^{3}} \oint_{S^{\alpha}} \frac{1}{2}\left[\nabla_{l} \widetilde{K}_{k i j}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}\right)+\nabla_{k} \widetilde{K}_{l i j}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}\right)\right] \mathrm{d} S^{\alpha} \\
& =-\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{l} K_{k i j}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right)+\nabla_{k} K_{l i j}^{o}\left(\mathbf{x}^{\beta}-\mathbf{x}^{\alpha}\right)\right] \\
& =\left(1+\frac{1}{10} \nabla^{2}\right)\left(1+\frac{1}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{l} K_{k i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{k} K_{l i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right], \quad\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right|>2 a
\end{align*}
$$

## B.4. Explicit expressions of the even mobility tensors

In this section, the explicit expressions of even mobility tensors are documented for reference. All $N$ particles are assumed to be equal size of radius a, i.e. $a^{\alpha}=a^{\beta}=a$. All distance quantities are normalized by the particle radius, such as $r=\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| / a$. All mobility expressions are normalized by $8 \pi \mu a^{n}$, where the exponent $n$ is chose to make the corresponding mobility tensor dimensionless, i.e. $\hat{M}_{X Y}{ }^{\alpha \beta}{ }_{i j}=8 \pi \mu a^{n} M_{X Y}{ }^{\alpha \beta}{ }_{i j}$. The hat symbol ^ indicates the quantity is dimensionless; The subscript $X Y$ means the mobility tensor describes the coupling between kinetic motions $X(X=U, \Omega$ or $E)$ and force moments $Y(Y=F, T$ or $S)$; The superscript $\alpha \beta$ specifies the mobility tensor describes the interaction between $\alpha$-th and $\beta$-th particles $(\alpha, \beta=1 \cdots N)$; The subscript $i j k l$ indicates the Cartesian components of the mobility tensor $(i, j, k, l=1,2,3)$. $\delta_{i j}$ is the Kronecker delta and $\varepsilon_{i j k}$ is the right-handed Levi-Civita symbol. Only six out of nine
mobility tensors are given and the rest can be obtained by the symmetry relations of mobility tensors [Sec. B.4.4].

## B.4.1. Self-mobility tensors

The dimensionless expressions of mobility tensors for a single isolated particle $(\alpha=\beta)$ are shown below and its corresponding dimensional forms can be found at Eqn. 5.37 [Sec. 5.2.4.

$$
\begin{align*}
& \hat{M}_{U F}{ }^{\alpha \alpha}{ }_{i j}=\frac{4}{3} \delta_{i j}  \tag{B.55a}\\
& \hat{M}_{U T}{ }^{\alpha \alpha}{ }_{i j}=0  \tag{B.55b}\\
& \hat{M}_{U S}{ }^{\alpha \alpha}{ }_{i j k}=0  \tag{B.55c}\\
& \hat{M}_{\Omega T}{ }^{\alpha \alpha}{ }_{i j}=\delta_{i j}  \tag{B.55d}\\
& \hat{M}_{\Omega S}{ }^{\alpha \alpha}{ }_{i j k}=0  \tag{B.55e}\\
& \hat{M}_{E S}{ }^{\alpha \alpha}{ }_{i j k l}=\frac{6}{5} \delta_{i j k l} \tag{B.55f}
\end{align*}
$$

As the stresslet is symmetric and traceless, $\delta_{i j k l}$ is chosen as the fourth-rank deviatoric traceless unit tensor:

$$
\begin{equation*}
\delta_{i j k l}=\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)-\frac{1}{3} \delta_{i j} \delta_{k l} \tag{B.56}
\end{equation*}
$$

## B.4.2. Pair-mobility tensors $(r>2 a)$

The definitions of far-field mobility tensors between two different non-overlapping particles $(\alpha \neq \beta$ and $r>2 a)$ are given at Eqn. 5.36[Sec. 5.2.4] and its corresponding dimensionless explicit expressions are shown below:

$$
\begin{align*}
& \hat{M}_{U F}{ }^{\alpha \beta}{ }_{i j}=\frac{1}{r}\left[\left(1+\frac{2}{3 r^{2}}\right) \delta_{i j}+\left(1-\frac{2}{r^{2}}\right) \frac{r_{i} r_{j}}{r^{2}}\right]  \tag{B.57a}\\
& \hat{M}_{U T}{ }^{\alpha \beta}{ }_{i j}=\frac{1}{r^{3}} \varepsilon_{i j k} r_{k}  \tag{B.57b}\\
& \hat{M}_{U S}{ }^{\alpha \beta}{ }_{i j k}=\left(\frac{3}{r^{2}}-\frac{8}{r^{4}}\right) \frac{r_{i} r_{j} r_{k}}{r^{3}}+\left(-\frac{1}{r^{2}}+\frac{8}{5 r^{4}}\right) \delta_{j k} \frac{r_{i}}{r}+\frac{8}{5 r^{4}}\left(\delta_{i j} \frac{r_{k}}{r}+\delta_{i k} \frac{r_{j}}{r}\right)  \tag{B.57c}\\
& \hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{i j}=-\frac{1}{4} \nabla^{2} J_{i j}=-\frac{1}{2 r^{3}}\left(\delta_{i j}-\frac{3 r_{i} r_{j}}{r^{2}}\right)  \tag{B.57d}\\
& \hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}=-\frac{1}{2} \varepsilon_{i l m} \nabla_{l} K_{m j k}=-\frac{3}{2 r^{3}}\left(\varepsilon_{i m j} \frac{r_{m} r_{k}}{r^{2}}+\varepsilon_{i m k} \frac{r_{m} r_{j}}{r^{2}}\right)  \tag{B.57e}\\
& \hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j k l}=\left(-\frac{1}{r^{3}}+\frac{6}{5 r^{5}}\right) \delta_{i j} \delta_{k l}+\frac{6}{5 r^{5}}\left(\delta_{i k} \delta_{l j}+\delta_{i l} \delta_{k j}\right)  \tag{B.57f}\\
& +\left(\frac{3}{r^{3}}-\frac{6}{r^{5}}\right)\left(\delta_{k l} \frac{r_{i} r_{j}}{r^{2}}+\delta_{i j} \frac{r_{k} r_{l}}{r^{2}}\right) \\
& +\left(\frac{3}{2 r^{3}}-\frac{6}{r^{5}}\right)\left(\delta_{l j} \frac{r_{i} r_{k}}{r^{2}}+\delta_{l i} \frac{r_{k} r_{j}}{r^{2}}+\delta_{k j} \frac{r_{i} r_{l}}{r^{2}}+\delta_{i k} \frac{r_{l} r_{j}}{r^{2}}\right) \\
& +\left(-\frac{15}{r^{3}}+\frac{42}{r^{5}}\right) \frac{r_{i} r_{j} r_{k} r_{l}}{r^{4}}
\end{align*}
$$

## B.4.3. Pair-mobility tensors ( $r \leq 2 a$ )

The definitions of near-field mobility tensors between two different overlapping particles $(\alpha \neq \beta$ and $r \leq 2 a)$ are given at Eqn. 5.60 [Sec. 5.2.6] and its corresponding dimensionless explicit expressions are shown below:

$$
\begin{align*}
& \text { (B.58a) } \quad \hat{M}_{U F}{ }^{\alpha \beta}{ }_{i j}=\frac{4}{3}\left[\left(1-\frac{9 r}{32}\right) \delta_{i j}+\frac{3 r}{32} \frac{r_{i} r_{j}}{r^{2}}\right]  \tag{B.58a}\\
& \text { (B.58b) } \quad \hat{M}_{U T}{ }^{\alpha \beta}{ }_{i j}=\frac{1}{2}\left(r-\frac{3}{8} r^{2}\right) \varepsilon_{i j k} \frac{r_{k}}{r}
\end{align*}
$$

(B.58c) $\quad \hat{M}_{U S}{ }^{\alpha \beta}{ }_{i j k}=\left(\frac{3}{10} r-\frac{1}{8} r^{2}\right)\left(\delta_{i j} \frac{r_{k}}{r}+\delta_{i k} \frac{r_{j}}{r}\right)+\left(-\frac{1}{5} r+\frac{1}{16} r^{2}\right) \frac{r_{i}}{r} \delta_{j k}+\frac{r^{2}}{16} \frac{r_{i} r_{j} r_{k}}{r^{3}}$

$$
\begin{equation*}
\hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{i j}=\left(1-\frac{27}{32} r+\frac{5}{64} r^{3}\right) \delta_{i j}+\left(\frac{9}{32} r-\frac{3}{64} r^{3}\right) \frac{r_{i} r_{j}}{r^{2}} \tag{B.58d}
\end{equation*}
$$

(B.58e) $\quad \hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}=\left(-\frac{9}{32} r+\frac{3}{64} r^{3}\right)\left(\varepsilon_{i m j} \frac{r_{m} r_{k}}{r^{2}}+\varepsilon_{i m k} \frac{r_{m} r_{j}}{r^{2}}\right)$

$$
\begin{align*}
\hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j k l} & =\left(-\frac{2}{5}+\frac{3}{16} r-\frac{1}{128} r^{3}\right) \delta_{i j} \delta_{k l}+\left(\frac{3}{5}-\frac{3}{8} r+\frac{3}{128} r^{3}\right)\left(\delta_{i k} \delta_{l j}+\delta_{i l} \delta_{k j}\right)  \tag{B.58f}\\
& +\left(\frac{3}{16} r-\frac{3}{128} r^{3}\right)\left(\delta_{k l} \frac{r_{i} r_{j}}{r^{2}}+\delta_{i j} \frac{r_{k} r_{l}}{r^{2}}\right) \\
& +\left(-\frac{3}{32} r+\frac{3}{128} r^{3}\right)\left(\delta_{l j} \frac{r_{i} r_{k}}{r^{2}}+\delta_{l i} \frac{r_{k} r_{j}}{r^{2}}+\delta_{k j} \frac{r_{i} r_{l}}{r^{2}}+\delta_{i k} \frac{r_{l} r_{j}}{r^{2}}\right) \\
& -\left(\frac{3}{16} r+\frac{3}{128} r^{3}\right) \frac{r_{i} r_{j} r_{k} r_{l}}{r^{4}}
\end{align*}
$$

## B.4.4. Symmetry relations

A complete list of symmetry relations of mobility tensors [Sec. 5.2.4.2] between component indices $(i, j, k, l)$, pairs indices $(\alpha, \beta)$ and coupling indices $(X, Y)(X=U, \Omega$ or $E$ and $Y=F, T$ or $S$ ) is compiled below.

## B.4.4.1. Components indices.

$$
\begin{align*}
& \hat{M}_{U F}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{U F}{ }^{\alpha \beta}{ }_{j i}  \tag{B.59a}\\
& \hat{M}_{U T}{ }^{\alpha \beta}{ }_{i j}=-\hat{M}_{U T}{ }^{\alpha \beta}{ }_{j i}  \tag{B.59b}\\
& \hat{M}_{U S}{ }^{\alpha \beta}{ }_{i j k}=\hat{M}_{U S}{ }^{\alpha \beta}{ }_{i k j}  \tag{B.59c}\\
& \hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{j i}  \tag{B.59d}\\
& \hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}=\hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{i k j}  \tag{B.59e}\\
& \hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j k l}=\hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j l k}=\hat{M}_{E S}{ }^{\alpha \beta}{ }_{j i k l} \tag{B.59f}
\end{align*}
$$

## B.4.4.2. Pairs indices.

$$
\begin{align*}
& \hat{M}_{U F}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{U F}{ }^{\beta \alpha}{ }_{i j}  \tag{B.60a}\\
& \hat{M}_{U T}{ }^{\alpha \beta}{ }_{i j}=-\hat{M}_{U T}{ }^{\beta \alpha}{ }_{i j}  \tag{B.60b}\\
& \hat{M}_{U S}{ }^{\alpha \beta}{ }_{i j k}=-\hat{M}_{U S}{ }^{\beta \alpha}{ }_{i j k}  \tag{B.60c}\\
& \hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{\Omega T}{ }^{\beta \alpha}{ }_{i j}  \tag{B.60d}\\
& \hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}=\hat{M}_{\Omega S}{ }^{\beta \alpha}{ }_{i j k}  \tag{B.60e}\\
& \hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j k l}=\hat{M}_{E S}{ }^{\beta \alpha}{ }_{i j k l} \tag{B.60f}
\end{align*}
$$

B.4.4.3. Lorentz reciprocal theorem. Based on the Lorentz Reciprocal Theorem [Sec. 5.2.4.1], six symmetry relations can be derived by applying it to different motion modes. As the proof for many particle cases are similar to the single particle case, detailed proof for both cases are only provided for the translation-force mobility tensor
case as an example. For rest of symmetry relations, only proof of single particle case will be presented (particle indices such as $\alpha$ and $\beta$ will be omitted for brevity).

$$
\begin{align*}
& \hat{M}_{U F}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{U F}{ }^{\beta \alpha}{ }_{j i}  \tag{B.61a}\\
& \hat{M}_{\Omega T}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{\Omega T}{ }^{\beta \alpha \alpha}{ }_{j i}  \tag{B.61b}\\
& \hat{M}_{E S}{ }^{\alpha \beta}{ }_{i j k l}=\hat{M}_{E S}{ }^{\beta \alpha}{ }_{k l i j}  \tag{B.61c}\\
& \hat{M}_{\Omega F}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{U T}{ }^{\beta \alpha}{ }_{j i}  \tag{B.61d}\\
& \hat{M}_{E F}{ }^{\alpha \beta}{ }_{i j k}=\hat{M}_{U S}{ }^{\beta \alpha}{ }_{k i j}  \tag{B.61e}\\
& \hat{M}_{E T}{ }^{\alpha \beta}{ }_{i j k}=\hat{M}_{\Omega S}{ }^{\beta \alpha}{ }_{k i j} \tag{B.61f}
\end{align*}
$$

- translation-force mobility tensor $\boldsymbol{M}_{U F}$.

For a single particle, let's assume the particle move at velocity $\mathbf{U}^{\alpha}$ due to a force $\mathbf{F}^{\alpha}$, and the corresponding surface velocity $\mathbf{u}$ and surface stress $\boldsymbol{\sigma}$ are solutions of the Stokes' equation. Then, consider two set of possible solutions:

$$
\begin{aligned}
& \left(\mathbf{U}_{1}^{\alpha}, \mathbf{F}_{1}^{\alpha}\right):\left.\left(\mathbf{u}_{1}, \boldsymbol{\sigma}_{1} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S^{\alpha}}=\left(\mathbf{U}_{1}^{\alpha}, \frac{\mathbf{F}_{1}^{\alpha}}{4 \pi a^{2}}\right) \\
& \left(\mathbf{U}_{2}^{\alpha}, \mathbf{F}_{2}^{\alpha}\right):\left.\left(\mathbf{u}_{2}, \boldsymbol{\sigma}_{2} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S^{\alpha}}=\left(\mathbf{U}_{2}^{\alpha}, \frac{\mathbf{F}_{2}^{\alpha}}{4 \pi a^{2}}\right)
\end{aligned}
$$

By the LRT, it gives that $\mathbf{U}_{1}^{\alpha} \cdot \mathbf{F}_{2}^{\alpha}=\mathbf{U}_{2}^{\alpha} \cdot \mathbf{F}_{1}^{\alpha}$. And also note the mobility relations, $\mathbf{U}_{1}^{\alpha}=\boldsymbol{M}_{U F}^{\alpha \alpha} \cdot \mathbf{F}_{1}^{\alpha}, \mathbf{U}_{2}^{\alpha}=\boldsymbol{M}_{U F}^{\alpha \alpha} \cdot \mathbf{F}_{2}^{\alpha}$. Therefore,

$$
M_{U F}{ }^{\alpha \alpha}{ }_{i j} F_{1}{ }_{j}^{\alpha} F_{2}{ }_{i}^{\alpha}=M_{U F}{ }^{\alpha \alpha}{ }_{i j} F_{2}{ }_{j}^{\alpha} F_{1}{ }_{i}^{\alpha}=M_{U F}{ }^{\alpha \alpha}{ }_{j i} F_{2}{ }_{i}^{\alpha} F_{1}{ }_{j}^{\alpha}
$$

As the choices of $\mathbf{F}_{1}^{\alpha}$ and $\mathbf{F}_{2}^{\alpha}$ are arbitrary, it requires that

$$
\begin{equation*}
M_{U F}{ }^{\alpha \alpha}{ }_{i j}=M_{U F}{ }^{\alpha \alpha}{ }_{j i} \tag{B.62}
\end{equation*}
$$

For a pair of particles, the proof is similar by considering two sets of possible solutions:

$$
\begin{aligned}
& \left(\mathbf{U}_{1}^{\alpha}, \mathbf{F}_{1}^{\alpha}\right):\left.\left(\mathbf{u}_{1}, \boldsymbol{\sigma}_{1} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S^{\alpha}}=\left(\mathbf{U}_{1}^{\alpha}, \frac{\mathbf{F}_{1}^{\alpha}}{4 \pi a^{2}}\right),\left(\mathbf{U}_{1}^{\beta}, \mathbf{F}_{1}^{\beta}\right):\left.\left(\mathbf{u}_{1}, \boldsymbol{\sigma}_{1} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S^{\beta}}=\left(\mathbf{U}_{1}^{\beta}, \frac{\mathbf{F}_{1}^{\beta}}{4 \pi a^{2}}\right) \\
& \left(\mathbf{U}_{2}^{\alpha}, \mathbf{F}_{2}^{\alpha}\right):\left.\left(\mathbf{u}_{2}, \boldsymbol{\sigma}_{2} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S^{\alpha}}=\left(\mathbf{U}_{2}^{\alpha}, \frac{\mathbf{F}_{2}^{\alpha}}{4 \pi a^{2}}\right),\left(\mathbf{U}_{2}^{\beta}, \mathbf{F}_{2}^{\beta}\right):\left.\left(\mathbf{u}_{2}, \boldsymbol{\sigma}_{2} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S^{\beta}}=\left(\mathbf{U}_{2}^{\beta}, \frac{\mathbf{F}_{2}^{\beta}}{4 \pi a^{2}}\right)
\end{aligned}
$$

And again the LRT yields that $\mathbf{U}_{1}^{\alpha} \cdot \mathbf{F}_{2}^{\alpha}+\mathbf{U}_{1}^{\beta} \cdot \mathbf{F}_{2}^{\beta}=\mathbf{U}_{2}^{\alpha} \cdot \mathbf{F}_{1}^{\alpha}+\mathbf{U}_{2}^{\beta} \cdot \mathbf{F}_{1}^{\beta}$. Also note the mobility relations: $\mathbf{U}_{1}^{\alpha}=\boldsymbol{M}_{U F}^{\alpha \alpha} \cdot \mathbf{F}_{1}^{\alpha}+\boldsymbol{M}_{U F}^{\alpha \beta} \cdot \mathbf{F}_{1}^{\beta}, \mathbf{U}_{2}^{\alpha}=\boldsymbol{M}_{U F}^{\alpha \alpha} \cdot \mathbf{F}_{2}^{\alpha}+\boldsymbol{M}_{U F}^{\alpha \beta} \cdot \mathbf{F}_{2}^{\beta}$. Therefore,

$$
M_{U F}{ }^{\alpha \beta}{ }_{i j} F_{1}{ }_{i}{ }_{i} F_{2}{ }^{\alpha}{ }_{j}+M_{U F}{ }^{\beta \alpha}{ }_{i j} F_{1}{ }_{i}^{\alpha} F_{2}{ }^{\beta}{ }_{j}=M_{U F}{ }^{\alpha \beta}{ }_{i j} F_{2}{ }^{\beta}{ }_{i} F_{1}{ }_{j}^{\alpha}+M_{U F}{ }^{\beta \alpha}{ }_{i j} F_{2}{ }_{i}^{\alpha} F_{1}{ }^{\beta}{ }_{j}
$$

For the above identity to hold, it requires that

$$
\begin{equation*}
M_{U F}{ }^{\alpha \beta}{ }_{i j}=M_{U F}{ }^{\beta \alpha}{ }_{j i} \tag{B.63}
\end{equation*}
$$

- translation-torque mobility tensor $\boldsymbol{M}_{U T}$ and rotation-force mobility tensor $\boldsymbol{M}_{\Omega F}$. Consider a solution $\left(\mathbf{u}_{1}, \boldsymbol{\sigma}_{1}\right)$ corresponds to a particle translates at velocity $\mathbf{U}_{1}$ due a torque $\mathbf{T}_{1}$; And another solution $\left(\mathbf{u}_{2}, \boldsymbol{\sigma}_{2}\right)$ corresponds to a particle rotates
at angular velocity $\boldsymbol{\Omega}_{2}$ due a force $\mathbf{F}_{2}$, i.e.

$$
\begin{aligned}
& \left(\mathbf{U}_{1}, \mathbf{T}_{1}\right):\left.\left(\mathbf{u}_{1}, \boldsymbol{\sigma}_{1} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(U_{i}^{1}, \frac{3}{8 \pi a^{3}} \varepsilon_{i j k} T_{j}^{1} n_{k}\right) \\
& \left(\boldsymbol{\Omega}_{2}, \mathbf{F}_{2}\right):\left.\left(\mathbf{u}_{2}, \boldsymbol{\sigma}_{2} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(\varepsilon_{i j k} \Omega_{j}^{2} x_{k}, \frac{F_{i}^{2}}{4 \pi a^{2}}\right)
\end{aligned}
$$

By the LRT, $U_{i}^{1} F_{i}^{2}=\Omega_{i}^{2} T_{i}^{1}$. Also note the mobility relations, $U_{i}^{1}=M_{U T}{ }^{\alpha \alpha}{ }_{i j} T_{j}^{1}, \Omega_{i}^{2}=$ $M_{\Omega F}{ }^{\alpha \alpha}{ }_{i j} F_{j}^{2}$. Therefore,

$$
M_{U T}{ }^{\alpha \alpha}{ }_{i j} T_{j}^{1} F_{i}^{2}=M_{\Omega F}{ }^{\alpha \alpha}{ }_{i j} F_{j}^{2} T_{i}^{1}=M_{\Omega F}{ }^{\alpha \alpha}{ }_{j i} F_{i}^{2} T_{j}^{1}
$$

It gives that

$$
\begin{equation*}
M_{U T}{ }^{\alpha \alpha}{ }_{i j}=M_{\Omega F}{ }^{\alpha \alpha}{ }_{j i} \tag{B.64}
\end{equation*}
$$

This can be generalized to many particles case:

$$
\begin{equation*}
M_{U T}{ }^{\alpha \beta}{ }_{i j}=M_{\Omega F}{ }^{\beta \alpha}{ }_{j i} \tag{B.65}
\end{equation*}
$$

- translation-stresslet mobility tensor $\boldsymbol{M}_{U S}$ and strain-force mobility tensor $\boldsymbol{M}_{E F}$.

$$
\begin{aligned}
& \left(\mathbf{U}_{1}, \boldsymbol{S}_{1}\right),\left.\left(\mathbf{u}_{1}, \boldsymbol{\sigma}_{1} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(U_{i}^{1}, \frac{3}{4 \pi a^{3}} S_{i j}^{1} n_{j}\right) \\
& \left(\boldsymbol{E}_{2}, \mathbf{F}_{2}\right),\left.\left(\mathbf{u}_{2}, \boldsymbol{\sigma}_{2} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(E_{i j}^{2} x_{j}, \frac{F_{i}^{2}}{4 \pi a^{2}}\right)
\end{aligned}
$$

By the LRT, $U_{i}^{1} F_{i}^{2}=E_{i j}^{2} S_{i j}^{1}$. Also note the mobility relations, $U_{i}^{1}=M_{U S}{ }^{\alpha \alpha}{ }_{i j k} S_{j k}^{1}, E_{i j}^{2}=$ $M_{E F}{ }^{\alpha \alpha}{ }_{i j k} F_{k}^{2}$. Therefore,

$$
M_{U S}{ }^{\alpha \alpha}{ }_{i j k} S_{j k}^{1} F_{i}^{2}=M_{E F}{ }^{\alpha \alpha}{ }_{i j k} F_{k}^{2} S_{i j}^{1}=M_{E F}{ }^{\alpha \alpha}{ }_{j k i} F_{i}^{2} S_{j k}^{1}
$$

It gives that

$$
\begin{equation*}
M_{U S}{ }^{\alpha \alpha}{ }_{i j k}=M_{E F}{ }^{\alpha \alpha}{ }_{j k i} \tag{B.66}
\end{equation*}
$$

This can be generalized to many particles case:

$$
\begin{equation*}
M_{U S}{ }^{\alpha \beta}{ }_{i j k}=M_{E F}{ }^{\beta \alpha}{ }_{j k i} \tag{B.67}
\end{equation*}
$$

- rotation-torque mobility tensor $\boldsymbol{M}_{\Omega T}$.

$$
\begin{aligned}
& \left(\boldsymbol{\Omega}_{1}, \mathbf{T}_{1}\right),\left.\left(\mathbf{u}_{1}, \boldsymbol{\sigma}_{1} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(\varepsilon_{i j k} \Omega_{j}^{1} x_{k}, \frac{3}{8 \pi a^{3}} \varepsilon_{i j k} T_{j}^{1} n_{k}\right) \\
& \left(\boldsymbol{\Omega}_{2}, \mathbf{T}_{2}\right),\left.\left(\mathbf{u}_{2}, \boldsymbol{\sigma}_{2} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(\varepsilon_{i j k} \Omega_{j}^{2} x_{k}, \frac{3}{8 \pi a^{3}} \varepsilon_{i j k} T_{j}^{2} n_{k}\right)
\end{aligned}
$$

By the LRT, $\Omega_{i}^{1} T_{i}^{2}=\Omega_{i}^{2} T_{i}^{1}$. Also note the mobility relations, $\Omega_{i}^{1}=M_{\Omega T}{ }^{\alpha \alpha}{ }_{i j} T_{j}^{1}, \Omega_{i}^{2}=$ $M_{\Omega F}{ }^{\alpha \alpha}{ }_{i j} T_{j}^{2}$. Therefore,

$$
M_{\Omega T}{ }^{\alpha \alpha}{ }_{i j} T_{j}^{1} T_{i}^{2}=M_{\Omega T}{ }^{\alpha \alpha}{ }_{i j} T_{j}^{2} T_{i}^{1}=M_{\Omega T}{ }^{\alpha \alpha}{ }_{j i} T_{i}^{2} T_{j}^{1}
$$

It gives that

$$
\begin{equation*}
M_{\Omega T}{ }^{\alpha \alpha}{ }_{i j}=M_{\Omega T}{ }^{\alpha \alpha}{ }_{j i} \tag{B.68}
\end{equation*}
$$

This can be generalized to many particles case:

$$
\begin{equation*}
M_{\Omega T}{ }^{\alpha \beta}{ }_{i j}=M_{\Omega T}{ }^{\beta \alpha}{ }_{j i} \tag{B.69}
\end{equation*}
$$

- rotation-stresslet mobility tensor $\boldsymbol{M}_{\Omega S}$ and strain-torque mobility tensor $\boldsymbol{M}_{E T}$.

$$
\begin{aligned}
& \left(\boldsymbol{\Omega}_{1}, \boldsymbol{S}_{1}\right),\left.\left(\mathbf{u}_{1}, \boldsymbol{\sigma}_{1} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(\varepsilon_{i j k} \Omega_{j}^{1} x_{k}, \frac{3}{4 \pi a^{3}} S_{i j}^{1} n_{j}\right) \\
& \left(\boldsymbol{E}_{2}, \mathbf{T}_{2}\right),\left.\left(\mathbf{u}_{2}, \boldsymbol{\sigma}_{2} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(E_{i j}^{2} x_{j}, \frac{3}{8 \pi a^{3}} \varepsilon_{i j k} T_{j}^{2} n_{k}\right)
\end{aligned}
$$

By the LRT, $\Omega_{i}^{1} T_{i}^{2}=E_{i j}^{2} S_{i j}^{1}$. Also note the mobility relations, $\Omega_{i}^{1}=M_{\Omega S}{ }^{\alpha \alpha}{ }_{i j k} S_{j k}^{1}, E_{i j}^{2}=$ $M_{E T}{ }^{\alpha \alpha}{ }_{i j k} T_{k}^{2}$. Therefore,

$$
M_{\Omega S}{ }^{\alpha \alpha}{ }_{i j k} S_{j k}^{1} T_{i}^{2}=M_{E T}{ }^{\alpha \alpha}{ }_{i j k} T_{k}^{2} S_{i j}^{1}=M_{E T}{ }^{\alpha \alpha}{ }_{j k i} T_{i}^{2} S_{j k}^{1}
$$

It gives that

$$
\begin{equation*}
M_{\Omega S}{ }^{\alpha \alpha}{ }_{i j k}=M_{E T}{ }^{\alpha \alpha}{ }_{j k i} \tag{B.70}
\end{equation*}
$$

This can be generalized to many particles case:

$$
\begin{equation*}
M_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}=M_{E T}{ }^{\beta \alpha}{ }_{j k i} \tag{B.71}
\end{equation*}
$$

- strain-stresslet mobility tensor $\boldsymbol{M}_{E S}$.

$$
\begin{aligned}
& \left(\boldsymbol{E}_{1}, \boldsymbol{S}_{1}\right),\left.\left(\mathbf{u}_{1}, \boldsymbol{\sigma}_{1} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(E_{i j}^{1} x_{j}, \frac{3}{4 \pi a^{3}} S_{i j}^{1} n_{j}\right) \\
& \left(\boldsymbol{E}_{2}, \boldsymbol{S}_{2}\right),\left.\left(\mathbf{u}_{2}, \boldsymbol{\sigma}_{2} \cdot \hat{\mathbf{n}}\right)\right|_{\mathbf{x}=S}=\left(E_{i j}^{2} x_{j}, \frac{3}{4 \pi a^{3}} S_{i j}^{2} n_{j}\right)
\end{aligned}
$$

By the LRT, $E_{i j}^{1} S_{i j}^{2}=E_{i j}^{2} S_{i j}^{1}$. Also note the mobility relations, $E_{i j}^{1}=M_{E S}{ }^{\alpha \alpha}{ }_{i j k l} S_{k l}^{1}, E_{i j}^{2}=$ $M_{E S}{ }^{\alpha \alpha}{ }_{i j k l} S_{k l}^{2}$. Therefore,

$$
M_{E S}{ }^{\alpha \alpha}{ }_{i j k l} S_{k l}^{1} S_{i j}^{2}=M_{E S}{ }^{\alpha \alpha}{ }_{i j k l} S_{k l}^{2} S_{i j}^{1}=M_{E S}{ }^{\alpha \alpha}{ }_{k l i j} S_{i j}^{2} S_{k l}^{1}
$$

It gives that

$$
\begin{equation*}
M_{E S}{ }^{\alpha \alpha}{ }_{i j k l}=M_{E S}{ }_{k l i j}^{\alpha \alpha} \tag{B.72}
\end{equation*}
$$

This can be generalized to many particles case:

$$
\begin{equation*}
M_{E S}{ }^{\alpha \beta}{ }_{i j k l}=M_{E S}{ }^{\beta \alpha}{ }_{k l i j} \tag{B.73}
\end{equation*}
$$

B.4.4.4. Definition of the Faxén laws. There are also three additional symmetry relations of pair-mobility can be derived directly from its definitions:

$$
\begin{equation*}
\hat{M}_{\Omega F}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{U T}{ }^{\alpha \beta}{ }_{i j} \tag{B.74a}
\end{equation*}
$$

$$
\begin{align*}
& \hat{M}_{E F}{ }^{\alpha \beta}{ }_{i j k}=-\hat{M}_{U S}{ }^{\alpha \beta}{ }_{k i j}  \tag{B.74b}\\
& \hat{M}_{E T}{ }^{\alpha \beta}{ }_{i j k}=\hat{M}_{\Omega S}{ }^{\alpha \beta}{ }_{k i j} \tag{B.74c}
\end{align*}
$$

- rotation-force mobility tensor $\boldsymbol{M}_{\Omega F}$.

By the definition of the rotation-force mobility tensor [Eqn. 5.33], it gives that

$$
\begin{align*}
M_{\Omega F}{ }^{\alpha \beta}{ }_{i j} & =\frac{1}{8 \pi \mu} \frac{1}{2} \varepsilon_{i k l} \nabla_{k}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) J_{l j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right) \\
& =\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) \frac{1}{2} \varepsilon_{i k l} \nabla_{k} J_{l j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)  \tag{B.75}\\
& =\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) R_{i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right) \\
& =M_{U T}{ }^{\alpha \beta}{ }_{i j}
\end{align*}
$$

- strain-force mobility tensor $\boldsymbol{M}_{E F}$.

By the definition of the strain-force mobility tensor [Eqn. 5.33], it gives that

$$
\begin{align*}
M_{E F}{ }^{\alpha \beta}{ }_{i j k} & =\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{j}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) J_{i k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{i}\left(1+\frac{a^{2}}{6} \nabla^{2}\right) J_{j k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right]  \tag{B.76}\\
& =\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right)\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{j} J_{i k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{i} J_{j k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right] \\
& =\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{6} \nabla^{2}\right)\left(1+\frac{a^{2}}{10} \nabla^{2}\right) K_{k i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right) \\
& =-M_{U S}{ }^{\alpha \beta}{ }_{k i j}
\end{align*}
$$

- strain-torque mobility tensor $M_{E T}$.

By the definition of the strain-torque mobility tensor [Eqn. 5.33, it gives that

$$
\begin{align*}
M_{E T}{ }^{\alpha \beta}{ }_{i j k} & =\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{j} R_{i k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{i} R_{j k}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right]  \tag{B.77}\\
& =-\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{j} R_{k i}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{i} R_{k j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right] \\
& =-\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2}\left[\nabla_{j} \frac{1}{2} \varepsilon_{k l m} \nabla_{l} J_{i m}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{i} \frac{1}{2} \varepsilon_{k l m} \nabla_{l} J_{j m}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right] \\
& =-\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{k l m} \nabla_{l} \frac{1}{2}\left[\nabla_{j} J_{i m}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)+\nabla_{i} J_{j m}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right)\right] \\
& =-\frac{1}{8 \pi \mu}\left(1+\frac{a^{2}}{10} \nabla^{2}\right) \frac{1}{2} \varepsilon_{k l m} \nabla_{l} K_{m i j}\left(\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right) \\
& =M_{\Omega S}{ }^{\alpha \beta}{ }_{k i j}
\end{align*}
$$

## B.5. Explicit expressions of the odd mobility tensors

In this section, the explicit expressions of odd mobility tensors are documented for reference. All $N$ particles are assumed to be equal size of radius a, i.e. $a^{\alpha}=a^{\beta}=a$. All
distance quantities are normalized by the particle radius, such as $r=\left|\mathbf{x}^{\alpha}-\mathbf{x}^{\beta}\right| / a$. All mobility expressions are normalized by $8 \pi \mu a^{n}$, where the exponent $n$ is chose to make the corresponding mobility tensor dimensionless, i.e. $\hat{M}^{o}{ }_{X Y}{ }^{\alpha \beta}{ }_{i j}=8 \pi \mu a^{n} M^{o}{ }_{X Y}{ }^{\alpha \beta}{ }_{i j}$. The hat symbol ^ indicates the quantity is dimensionless and the additional superscript ${ }^{\circ}$ means it's an odd viscosity related quantity; The subscript $X Y$ means the mobility tensor describes the coupling between kinetic motions $X(X=U, \Omega$ or $E)$ and force moments $Y(Y=F, T$ or $S)$; The superscript $\alpha \beta$ specifies the mobility tensor describes the interaction between $\alpha$-th and $\beta$-th particles $(\alpha, \beta=1 \cdots N)$; The subscript $i j k l$ indicates the Cartesian components of the mobility tensor $(i, j, k, l=1,2,3) . \delta_{i j}$ is the Kronecker delta and $\varepsilon_{i j k}$ is the right-handed Levi-Civita symbol. Only six out of nine mobility tensors are given and the rest can be obtained by the symmetry relations of mobility tensors [Sec. B.5.4]. Only odd mobility tensors in the first order of the dimensionless viscosity ratio $\chi$ (odd viscosity $\mu_{o}$ over even viscosity $\mu_{s}$ ) are derived. If necessary, higher order corrections can be computed in a similar manner [Sec. 6.3.3].

## B.5.1. Self-mobility tensors

The dimensionless expressions of mobility tensors for a single isolated particle ( $\alpha=\beta$ ) are shown below and its corresponding dimensional forms can be found at Eqn. 6.68 [Sec. 6.3.7.

$$
\begin{equation*}
\hat{M}_{U F}^{o}{ }^{\alpha \alpha}{ }_{i j}=\frac{2 \chi}{3} \varepsilon_{i j 3} \tag{B.78a}
\end{equation*}
$$

$$
\begin{equation*}
\hat{M}_{U T}^{o}{ }^{\alpha \alpha}{ }_{i j}=0 \tag{B.78b}
\end{equation*}
$$

$$
\begin{equation*}
\hat{M}_{U S}^{o}{ }^{\alpha \alpha}{ }_{i j k}=0 \tag{B.78c}
\end{equation*}
$$

$$
\begin{equation*}
\hat{M}_{\Omega T}^{o}{ }_{i j}^{\alpha \alpha}=\frac{\chi}{2} \varepsilon_{i j 3} \tag{B.78d}
\end{equation*}
$$

$$
\begin{equation*}
\hat{M}_{\Omega S}^{o}{ }_{i j k}^{\alpha \alpha}=\frac{3 \chi}{5} \delta_{3 i j k} \tag{B.78e}
\end{equation*}
$$

$$
\begin{equation*}
\hat{M}_{E S}^{o}{ }_{i j k l}^{\alpha \alpha}=\frac{\chi}{10}\left[\left(\varepsilon_{i k 3} \delta_{l j}+\varepsilon_{i l 3} \delta_{k j}\right)+\left(\varepsilon_{j k 3} \delta_{l i}+\varepsilon_{j l 3} \delta_{k i}\right)\right] \tag{B.78f}
\end{equation*}
$$

## B.5.2. Pair-mobility tensors $(r>2 a)$

The definitions of far-field mobility tensors between two different non-overlapping particles $(\alpha \neq \beta$ and $r>2 a)$ are given at Eqn. 6.72 [Sec. 6.3.8 and its corresponding dimensionless explicit expressions are shown below:
(B.79a) $\quad \hat{M}_{U F}^{o}{ }_{U F}^{\alpha \beta}{ }_{i j}=\frac{\chi}{r}\left[\left(1-\frac{2}{3 r^{2}}\right) \varepsilon_{i j 3}-\left(1-\frac{2}{r}\right) \frac{\varepsilon_{i j k} r_{k} r_{3}}{r^{2}}\right]$

$$
\begin{align*}
\hat{M}_{U T}^{o}{ }_{i j}^{\alpha \beta} & =-\frac{\chi}{2 r^{2}}\left[\left(1+\frac{8}{5} \frac{1}{r^{2}}\right) \delta_{i j} \frac{r_{3}}{r}-\left(1-\frac{8}{5} \frac{1}{r^{2}}\right) \delta_{i 3} \frac{r_{j}}{r}-\left(1-\frac{8}{5} \frac{1}{r^{2}}\right) \delta_{j 3} \frac{r_{i}}{r}\right]  \tag{B.79b}\\
& -\frac{3 \chi}{2 r^{2}}\left(1-\frac{8}{3} \frac{1}{r^{2}}\right) \frac{r_{i} r_{j} r_{3}}{r^{3}}
\end{align*}
$$

(B.79c) $\quad \hat{M}_{U S}^{o}{ }^{\alpha \beta}{ }_{i j k}=\frac{\chi}{2 r^{2}}\left(1-\frac{8}{5} \frac{1}{r^{2}}\right)\left[\left(\varepsilon_{i j 3} \frac{r_{k}}{r}+\varepsilon_{i k 3} \frac{r_{j}}{r}\right)+\left(\varepsilon_{i j m} \delta_{k 3}+\varepsilon_{i k m} \delta_{j 3}\right) \frac{r_{m}}{r}\right]$

$$
-\frac{3 \chi}{2 r^{2}}\left(1-\frac{8}{3} \frac{1}{r^{2}}\right)\left(\varepsilon_{i j m} \frac{r_{k}}{r}+\varepsilon_{i k m} \frac{r_{j}}{r}\right) \frac{r_{m} r_{3}}{r^{2}}
$$

(B.79d) $\quad \hat{M}^{o}{ }_{\Omega T}{ }^{\alpha \beta}{ }_{i j}=\frac{\chi}{2 r^{3}} \varepsilon_{i j 3}-\frac{3 \chi}{2 r^{5}} \varepsilon_{i j l} r_{l} r_{3}$
(B.79e) $\quad \hat{M}^{o}{ }_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}=-\frac{\chi}{2 r^{3}}\left(1-\frac{6}{5} \frac{1}{r^{2}}\right) \delta_{i 3} \delta_{j k}+\frac{3 \chi}{5 r^{5}}\left(\delta_{i j} \delta_{k 3}+\delta_{i k} \delta_{j 3}\right)$

$$
\begin{aligned}
& -\frac{\chi}{2 r^{3}}\left(15-\frac{42}{r^{2}}\right) \frac{r_{i} r_{j} r_{k} r_{3}}{r^{4}}-\frac{3 \chi}{r^{5}}\left(\delta_{i k} \frac{r_{j}}{r}+\delta_{i j} \frac{r_{k}}{r}\right) \frac{r_{3}}{r} \\
& +\frac{3 \chi}{2 r^{3}}\left(1-\frac{2}{r^{2}}\right)\left(\delta_{i 3} \frac{r_{j} r_{k}}{r^{2}}+\delta_{j 3} \frac{r_{i} r_{k}}{r^{2}}+\delta_{k 3} \frac{r_{i} r_{j}}{r^{2}}+\delta_{j k} \frac{r_{i} r_{3}}{r^{2}}\right)
\end{aligned}
$$

(B.79f) $\quad \hat{M}^{o}{ }_{E S}{ }^{\alpha \beta}{ }_{i j k l}=\frac{\chi}{4 r^{3}}\left(1-\frac{6}{5} \frac{1}{r^{2}}\right)\left[\left(\varepsilon_{i k 3} \delta_{l j}+\varepsilon_{i l 3} \delta_{k j}\right)+\left(\varepsilon_{j k 3} \delta_{l i}+\varepsilon_{j l 3} \delta_{k i}\right)\right]$

$$
\begin{aligned}
& \frac{15 \chi}{4 r^{3}}\left(1-\frac{14}{5 r^{2}}\right)\left[\left(\varepsilon_{i k n} \frac{r_{l}}{r}+\varepsilon_{i l n} \frac{r_{k}}{r}\right) \frac{r_{j}}{r}+\left(\varepsilon_{j k n} \frac{r_{l}}{r}+\varepsilon_{j l n} \frac{r_{k}}{r}\right) \frac{r_{i}}{r}\right] \frac{r_{n} r_{3}}{r^{2}} \\
& -\frac{3 \chi}{4 r^{3}}\left(1-\frac{2}{r^{2}}\right)\left[\left(\varepsilon_{i k 3} \frac{r_{l}}{r}+\varepsilon_{i l 3} \frac{r_{k}}{r}\right) \frac{r_{j}}{r}+\left(\varepsilon_{j k 3} \frac{r_{l}}{r}+\varepsilon_{j l 3} \frac{r_{k}}{r}\right) \frac{r_{i}}{r}\right. \\
& +\varepsilon_{i k n} \frac{r_{n}}{r}\left(\delta_{l 3} \frac{r_{j}}{r}+\delta_{l j} \frac{r_{3}}{r}+\delta_{j 3} \frac{r_{l}}{r}\right)+\varepsilon_{i l n} \frac{r_{n}}{r}\left(\delta_{k 3} \frac{r_{j}}{r}+\delta_{k j} \frac{r_{3}}{r}+\delta_{j 3} \frac{r_{k}}{r}\right) \\
& \left.+\varepsilon_{j k n} \frac{r_{n}}{r}\left(\delta_{l 3} \frac{r_{i}}{r}+\delta_{l i} \frac{r_{3}}{r}+\delta_{i 3} \frac{r_{l}}{r}\right)+\varepsilon_{j l n} \frac{r_{n}}{r}\left(\delta_{k 3} \frac{r_{i}}{r}+\delta_{k i} \frac{r_{3}}{r}+\delta_{i 3} \frac{r_{k}}{r}\right)\right]
\end{aligned}
$$

## B.5.3. Pair-mobility tensors $(r \leq 2 a)$

The definitions of near-field mobility tensors between two different overlapping particles $(\alpha \neq \beta$ and $r \leq 2 a)$ are given at Eqn. 6.67 [Sec. 6.3.7] and its corresponding dimensionless explicit expressions are shown below:
(B.80a) $\quad \hat{M}_{U F}^{o}{ }_{U \beta}{ }_{i j}=\chi\left(\frac{2}{3}-\frac{1}{8} r\right) \varepsilon_{i j 3}-\frac{\chi}{8} r \varepsilon_{i j k} \frac{r_{k} r_{3}}{r^{2}}$
(B.80b) $\quad \hat{M}_{U T}^{o}{ }_{U T}^{\alpha \beta}=-\chi\left(\frac{2}{5}-\frac{5}{32} r\right) \delta_{i j} r_{3}+\chi\left(\frac{1}{10}-\frac{1}{32} r\right)\left(\delta_{i 3} r_{j}+r_{i} \delta_{j 3}\right)-\frac{\chi}{32 r} r_{i} r_{j} r_{3}$
(B.80c) $\quad \hat{M}_{U S}^{o}{ }^{\alpha \beta}{ }_{i j k}=\chi\left(\frac{1}{10}-\frac{1}{32} r\right)\left[\left(\varepsilon_{i j 3} r_{k}+\varepsilon_{i k 3} r_{j}\right)+\left(\varepsilon_{i j m} \delta_{k 3}+\varepsilon_{i k m} \delta_{j 3}\right) r_{m}\right]$

$$
-\frac{\chi}{32 r}\left(\varepsilon_{i j m} r_{k}+\varepsilon_{i k m} r_{j}\right) r_{m} r_{3}
$$

$$
\begin{equation*}
\hat{M}_{\Omega T}^{o}{ }^{\alpha \beta}{ }_{i j}=\frac{\chi}{2}\left(1-\frac{9}{16} r+\frac{1}{32} r^{3}\right) \varepsilon_{i j 3}-\frac{3 \chi}{2}\left(\frac{3}{16} r-\frac{1}{32} r^{3}\right) \varepsilon_{i j l} \frac{r_{l} r_{3}}{r^{2}} \tag{B.80d}
\end{equation*}
$$

(B.80e) $\quad \hat{M}^{o}{ }_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}=-\chi\left(\frac{1}{5}-\frac{3}{32} r+\frac{1}{256} r^{3}\right) \delta_{i 3} \delta_{k j}$

$$
+\frac{3 \chi}{2}\left(\frac{1}{5}-\frac{1}{8} r+\frac{1}{128} r^{3}\right)\left(\delta_{i j} \delta_{k 3}+\delta_{i k} \delta_{j 3}\right)
$$

$$
-\frac{3 \chi}{256}\left(8 r+r^{3}\right) \frac{r_{i} r_{j} r_{k} r_{3}}{r^{4}}-\frac{3 \chi}{256}\left(16 r-3 r^{3}\right)\left(\delta_{i k} \frac{r_{j} r_{3}}{r^{2}}+\delta_{i j} \frac{r_{k} r_{3}}{r^{2}}\right)
$$

$$
+\frac{3 \chi}{256}\left(8 r-r^{3}\right)\left(\delta_{i 3} \frac{r_{k} r_{j}}{r^{2}}+\delta_{k 3} \frac{r_{i} r_{j}}{r^{2}}+\delta_{j 3} \frac{r_{i} r_{k}}{r^{2}}+\delta_{j k} \frac{r_{i} r_{3}}{r^{2}}\right)
$$

(B.80f)

$$
\begin{aligned}
\hat{M}_{E S}^{o}{ }_{E S}^{\alpha \beta}{ }_{i j k l} & =-\chi\left(-\frac{1}{10}+\frac{3}{64} r-\frac{1}{512} r^{3}\right)\left[\left(\varepsilon_{i k 3} \delta_{l j}+\varepsilon_{i l 3} \delta_{k j}\right)+\left(\varepsilon_{j k 3} \delta_{l i}+\varepsilon_{j l 3} \delta_{k i}\right)\right] \\
& +\frac{3 \chi}{512}\left(8 r+r^{3}\right)\left[\left(\varepsilon_{i k n} \frac{r_{l}}{r}+\varepsilon_{i l n} \frac{r_{k}}{r}\right) \frac{r_{j}}{r}+\left(\varepsilon_{j k n} \frac{r_{l}}{r}+\varepsilon_{j l n} \frac{r_{k}}{r}\right) \frac{r_{i}}{r}\right] \frac{r_{n} r_{3}}{r^{2}} \\
& -\frac{3 \chi}{512}\left(8 r-r^{3}\right)\left[\left(\varepsilon_{i k 3} \frac{r_{l}}{r}+\varepsilon_{i l 3} \frac{r_{k}}{r}\right) \frac{r_{j}}{r}+\left(\varepsilon_{j k 3} \frac{r_{l}}{r}+\varepsilon_{j l 3} \frac{r_{k}}{r}\right) \frac{r_{i}}{r}\right. \\
& +\varepsilon_{i k n} \frac{r_{n}}{r}\left(\delta_{l 3} \frac{r_{j}}{r}+\delta_{l j} \frac{r_{3}}{r}+\delta_{j 3} \frac{r_{l}}{r}\right)+\varepsilon_{i l n} \frac{r_{n}}{r}\left(\delta_{k 3} \frac{r_{j}}{r}+\delta_{k j} \frac{r_{3}}{r}+\delta_{j 3} \frac{r_{k}}{r}\right) \\
& \left.+\varepsilon_{j k n} \frac{r_{n}}{r}\left(\delta_{l 3} \frac{r_{i}}{r}+\delta_{l i} \frac{r_{3}}{r}+\delta_{i 3} \frac{r_{l}}{r}\right)+\varepsilon_{j l n} \frac{r_{n}}{r}\left(\delta_{k 3} \frac{r_{i}}{r}+\delta_{k i} \frac{r_{3}}{r}+\delta_{i 3} \frac{r_{k}}{r}\right)\right]
\end{aligned}
$$

## B.5.4. Symmetry relations

A complete list of symmetry relations of odd mobility tensors [Sec. 6.3.8.5] between component indices $(i, j, k, l)$, pairs indices $(\alpha, \beta)$ and coupling indices $(X, Y)(X=U, \Omega$ or $E$ and $Y=F, T$ or $S$ ) is compiled below.

## B.5.4.1. Components indices.

$$
\begin{align*}
& \hat{M}_{U F}^{o}{ }^{\alpha \beta}{ }_{i j}=-\hat{M}_{U F}^{o}{ }^{\alpha \beta}{ }_{j i}  \tag{B.81a}\\
& \hat{M}_{U T}^{o}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{U T}^{o}{ }^{\alpha \beta}{ }_{j i} \tag{B.81b}
\end{align*}
$$

$$
\begin{equation*}
\hat{M}_{U S}^{o}{ }^{\alpha \beta}{ }_{i j k}=-\hat{M}_{U S}^{o}{ }_{i k j}^{\alpha \beta} \tag{B.81c}
\end{equation*}
$$

$$
\begin{align*}
& \hat{M}_{\Omega T}^{o}{ }^{\alpha \beta}{ }_{i j}=-\hat{M}^{o}{ }_{\Omega T}{ }^{\alpha \beta}{ }_{j i}  \tag{B.81d}\\
& \hat{M}_{\Omega S}^{o}{ }_{\Omega S}^{\alpha \beta}{ }_{i j k}=\hat{M}^{o}{ }_{\Omega S}{ }^{\alpha \beta}{ }_{i k j}  \tag{B.81e}\\
& \hat{M}_{E S}^{o}{ }^{\alpha \beta}{ }_{i j k l}=\hat{M}^{o}{ }_{E S}{ }^{\alpha \beta}{ }_{i j l k}=\hat{M}_{E S}^{o}{ }_{E S}{ }^{\alpha \beta}{ }_{j i k l} \tag{B.81f}
\end{align*}
$$

## B.5.4.2. Pairs indices.

$$
\begin{align*}
& \hat{M}_{U F}^{o}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{U F}^{o}{ }^{\beta \alpha}{ }_{i j}  \tag{B.82a}\\
& \hat{M}^{o}{ }_{U T}{ }^{\alpha \beta}{ }_{i j}=-\hat{M}^{o}{ }_{U T}{ }^{\beta \alpha}{ }_{i j}  \tag{B.82c}\\
& \hat{M}^{o}{ }_{U S}{ }^{\alpha \beta}{ }_{i j k}=-\hat{M}^{o}{ }_{U S}{ }^{\beta \alpha}{ }_{i j k}  \tag{B.82d}\\
& \hat{M}^{o}{ }_{\Omega T}{ }^{\alpha \beta}{ }_{i j}=\hat{M}^{o}{ }_{\Omega T}{ }^{\beta \alpha}{ }_{i j}  \tag{B.82e}\\
& \hat{M}^{o}{ }_{\Omega S}{ }^{\alpha \beta}{ }_{i j k}=\hat{M}^{o}{ }_{\Omega S}{ }^{\beta \alpha}{ }_{i j k} \\
& \hat{M}_{E S}^{o}{ }^{\alpha \beta}{ }_{i j k l}=\hat{M}_{E S}^{o}{ }^{\beta \alpha}{ }_{i j k l} \tag{B.82b}
\end{align*}
$$

B.5.4.3. generalized Lorentz reciprocal theorem. Based on the generalized Lorentz Reciprocal Theorem [Sec. 6.3.6.1], six symmetry relations can be derived by applying it to different motion modes. The proofs of these symmetry relations are highly similar to the case of even viscosity [Appx. B.4.4.3] and will be skipped here.

$$
\begin{equation*}
\hat{M}_{U F}^{o}{ }_{i j}^{\alpha \beta}=-\hat{M}_{U F}^{o}{ }^{\beta \alpha}{ }_{j i} \tag{B.83a}
\end{equation*}
$$

$$
\begin{equation*}
\hat{M}_{\Omega T}^{o}{ }_{i j}^{\alpha \beta}=-\hat{M}_{\Omega T}^{o}{ }^{\beta \alpha}{ }_{j i} \tag{B.83b}
\end{equation*}
$$

$\hat{M}^{o}{ }_{E S}{ }^{\alpha \beta}{ }_{i j k l}=-\hat{M}^{o}{ }_{E S}{ }^{\beta \alpha}{ }_{k l i j}$

$$
\begin{equation*}
\hat{M}^{o}{ }_{\Omega F}{ }^{\alpha \beta}{ }_{i j}=-\hat{M}_{U T}^{o}{ }^{\beta \alpha}{ }_{j i} \tag{B.83c}
\end{equation*}
$$

$\hat{M}_{E F}^{o}{ }^{\alpha \beta}{ }_{i j k}=-\hat{M}^{o}{ }_{U S}{ }^{\beta \alpha}{ }_{k i j}$ $\hat{M}^{o}{ }_{E T}{ }^{\alpha \beta}{ }_{i j k}=-\hat{M}^{o}{ }_{\Omega S}{ }^{\beta \alpha}{ }_{k i j}$

## B.5.4.4. Definition of the Faxén laws.

$$
\begin{equation*}
\hat{M}_{E F}^{o}{ }^{\alpha \beta}{ }_{i j k}=-\hat{M}_{U S}^{o}{ }^{\alpha \beta}{ }_{k i j} \tag{B.84b}
\end{equation*}
$$

$$
\begin{equation*}
\hat{M}_{\Omega F}^{o}{ }^{\alpha \beta}{ }_{i j}=\hat{M}_{U T}^{o}{ }^{\alpha \beta}{ }_{i j} \tag{B.84a}
\end{equation*}
$$

$$
\begin{equation*}
\hat{M}_{E T}^{o}{ }^{\alpha \beta}{ }_{i j k}=-\hat{M}^{o}{ }_{\Omega S}{ }^{\alpha \beta}{ }_{k i j} \tag{B.84c}
\end{equation*}
$$

## APPENDIX C

## Index

background flow, 205
Bjerrum length, 113
Brownian equation, 233

Car-Parrinello MD, 42
Cauchy-Green strain tensor, 140
charge fluctuation theory, 113
constitutive relation, 144
continuity equation, 79
convection flux, 80
covariant divergence, 110
critical field strength, 99

Debye length, 85
Debye-Hückel theory, 85
deformation gradient tensor, 139
dense matrix, 224
diffusion flux, 80
diffusion-limited, 115
dipole-dipole interactions, 228

Einstein notation, 141, 198
Einstein relation, 81
elastic strain energy density, 145
electric migration flux, 80
electrohydrodynamics, 82
electroneutrality condition, 85, 120
Engineering strain, 141

Föppl-von Kármán number, 43
Faxén laws, 206
differential form, 206
integral form, 221
fiber-reinforced magnetoelastic
materials, 157
first Piola-Kirchhoff stress tensor, 141
Flory-Huggins model, 152
fluctuation-dissipation theorem, 233

Fourier transformation, 270
full grand mobility tensor, 224
generalized Faxén laws, 283, 285
generalized Lorentz reciprocal theorem, 282
grand mobility tensor, 207
Green's function, 197
Green-Lagrange strain tensor, 140
hyperelastic models, 145
ideal hard magnets, 154
incompressible condition, 80
integral representation, 198
isochoric invariants, 147
isotropic materials, 146

Laplace's equation, 85,89
leaky dielectric, $72,82,83$
leaky dielectric model, 71, 76
Lorentz reciprocal theorem, 206, 209, 282
magnetic modulus, 48
magnetic scalar potential, 154
magnetic stress, 166
magnetoelastic parameter, 50
material coordinates, 138
material derivative, 78
Maxwell stress tensor, 78
Maxwell-Wagner relaxation time, 96
mobility matrix, 90
mobility problems, 224
multipole expansion, 92

Navier-Stokes equation, 78
Neo-Hookean model, 147
Nernst-Planck equation, 80, 116
Newtonian fluids, 196
no-slip boundary condition, 79
odd Oseen tensor, 278
odd Stokes' equations, 269
odd viscosity, 266
Ohm's law, 85
Ohmic conductivity, 80
Oseen tensor, 197
perturbation analysis, 119
photochemistry, 150
point particle, 106
Poisson's equation, 77
Poisson-Nernst-Planck equations, 116
positive definite, 212
principle of virtual works, 143

Quincke rotation, 71
reaction rate constants, 83
resistance problems, 225
rotational invariants, 146
rotlet, 201
Rotne-Prager-Yamakawa approximation, 218
scalar resistance functions, 214
second Piola-Kirchhoff stress tensor, 141
sedimentation, 261
self-mobilities, 222
sparse matrix, 224
spatial coordinates, 138
spherical harmonics, 93
standard reinforcement model, 149
Stokes drag, 81
Stokes' equations, 90, 197
stokeslet, 199
stresslet, 202
strong electrolyte, 83
strong form, 143
super-paramagnetic particles, 44
transversely isotropic materials, 148
unit displacement tensors, 214

Voronoi cell, 48
weak contribution, 168
weak electrolyte, 83,84
weak form, 143
work-conjugation, 159
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