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ABSTRACT

Synthesis and Property Engineering of the 2D Oxides and Chalcogenides

Eve Dorthea Townsend Hanson

Two-dimensional materials’ “all-surface” architecture presents a new paradigm for in-

vestigations into electron confinement effects and surface phenomena. However, synthesiz-

ing, characterizing, and ultimately engineering the properties of 2D materials represents a

formidable challenge. This thesis presents several cases of isolating novel 2D materials via

vapor-based syntheses. Vapor-based syntheses allow for reproducible growth of monolayer

and few-layer materials with electronic-grade quality. I and my colleagues focus on the

group VI oxides and chalcogenides, a materials class with many synthetically-accessible

layered compounds and a plethora of materials properties. Specifically, we apply an evap-

orative thinning technique to Bi2Se3–xTex to produce a single monolayer. We show the

rapid stoichiometry changes that can take place during evaporative thinning, to produce

bismuth-rich, heteroanion compounds. For the MoO3 system, we present a physical vapor

deposition technique to produce few-layer, electronic-grade nanosheets of MoO3.

The development of crystal doping techniques, allowing for precise electronic property

engineering of Ge and Si crystals, contributed to the Nobel Prize-winning discovery of
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solid-state transistors at Bell Labs. For 2D chalcogenides and oxides to be integrated into

devices, taking advantage of their unique physics, similar property engineering control is

required. This thesis presents several property engineering techniques to control doping

levels in 2D materials. For MoO3, we demonstrate an electron beam dose technique to

precisely introduce oxygen vacancies into the MoO3–x structure, thereby n-type doping

the MoO3–x sheet. Chapters 4-6 focus on engineering the properties of the transition

metal dichalcogenides (TMDs). First, we introduce a platform chemical vapor deposition

synthesis for both monolayer and heterostructure compounds. Building on this platform,

we present a lithium-intercalation technique to n-type dope and engineer the on-chip

monolayer phase of MoSe2. However, we also show challenges with this technique, due to

the instability of the intercalated structure and the resulting lack of reliability for device

applications. As such, we direct the field to more fruitful paths. Based on these results, we

present an alternative property engineering technique, using the charge transfer dopant

AuCl3 to p-type dope MoS2. We provide structural and chemical insights into the doping

process and outline a polymer pen lithography (PPL) technique to pattern the AuCl3

dopant and resulting Au nanoparticles.

This thesis concludes with perspectives on future research to advance the field. Finally,

the appendix focuses on broader impacts. With the decline of materials research in

corporate labs such as Bell Labs, universities have a greater responsibility to understand

and apply the commercialization process to materials discoveries. The appendix examines

the advanced materials commercialization process with a focus on battery materials.
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CHAPTER 1

Introduction

“I would like to start by emphasizing the importance of surfaces. It is at a surface
where many of our most interesting and useful phenomena occur. We live for example on
the surface of a planet. It is at a surface where the catalysis of chemical reactions occur.
It is essentially at a surface of a plant that sunlight is converted to a sugar. In electronics,
most if not all active circuit elements involve non-equilibrium phenomena occurring at
surfaces. Much of biology is concerned with reactions at a surface. If surfaces are so
important, what do we know about them? What is a surface! What properties does a
surface have that a physicist can measure?”

– Walter H. Brattain Nobel Lecture, “Surface Properties of Semiconductors”, Decem-

ber 11, 1956 [1]

Brattain won the Nobel Prize in 1956 for his work providing the fundamental under-

pinnings of the transistor, p-n junction, and resulting modern electronics industry. In his

Nobel lecture, he highlighted the importance of surfaces on providing key insights to make

those advances possible. For this thesis, surfaces will be considered from a new vantage

point: from the perspective of fundamental nanoscale architectures. Two-dimensional

materials, or materials that are comprised of a single or few-layers of atomic planes, can

be considered all surface. In these materials, electron confinement within the 2D plane

can lead to fundamentally different quantum mechanically-driven electronic behavior.

This thesis presents several cases in isolating these “all-surface” 2D materials via new

vapor-based synthetic methods. In so doing, I attempt to address Brattain’s question

from 60 years ago: “What properties does a surface have that a [materials scientist] can

measure?” I also venture one step further: attempting to precisely engineer the properties
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of these newly created 2D materials. These ventures will be described in the following

chapters.

The following introduction gives a broad overview of the 2D materials field, with

a particular emphasis on the 2D oxides and chalcogenides. The introduction outlines

the layered materials that are conducive to 2D confinement, emergent properties under

confinement, and vapor-based syntheses that currently make studying these fascinating

materials possible. Finally, it outlines the current chemistry-based techniques to engineer

the surface-driven properties of 2D materials. Together, these are intended to provide

useful context on the state-of-the-art in the 2D field to the reader.

1.1. 2D Materials

Sections have been adapted with permission from Jeffrey Cain, Eve D. Hanson, Fengyuan
Shi, and Vinayak P. Dravid, Emerging Opportunities in the Two-Dimensional Chalco-
genide Systems and Architecture, Current Opinion in Solid State and Materials Science
20, 374-387, 2016.[2]

The scientific community has been captivated by the emergent physics and proper-

ties of materials under extreme dimensional confinement (0D, 1D, 2D) for the last thirty

years. The discovery of graphene’s extraordinary electron mobility and linear dispersion

relationship by Novoselov and Geim in 2004 founded the field of two-dimensional (2D)

materials.[3] The 2D field is rooted in quantum mechanics; the experimental discovery

of graphene showed that for materials confined to a single atomic plane, the quantum

confinement of the electron wave can fundamentally change the physics of the confined

material with extraordinary results. These emergent properties under dimensional con-

straint can have broad advanced technological applications. Quantum dots (0D material)

have found widespread adoption in electronic display technologies while carbon nanotubes
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(1D material) have been adopted as a valuable composite material and are currently be-

ing heavily engineered by electronics leaders as a post-silicon material to extend Moore’s

law.[4] Recently, a number of companies have explored graphene as a core component

of polymer composites and next-generation Li-ion battery electrode materials. Figure

1.1 shows a few of these technological successes from 0D, 1D, and 2D materials. These

technological successes highlight the critical value of fundamental science to explore and

characterize a full library of materials under extreme dimensional constraint. 2D materials

represent the emerging frontier of these studies.

Figure 1.1. a) Samsung advertisement for quantum dot based display
TV, b) image of wafer-scale carbon nanotube computer, c) schematic of
graphene structure with batteries representing the growing battery market
for graphene technologies. Images from [4–6].
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Graphene is only one color in the broad palette of potential 2D materials. The research

community has taken the mantle over the last 13 years to expand the library of 2D

materials to complement and supplement graphene. Layered materials are most amenable

to 2D confinement and are ubiquitous in nature. Layered structures are comprised of

strong bonding within the plane with weak inter-plane or inter-layer bonding. The strong

in-plane bonding stabilizes monolayer or few-layer forms of these structures, while the

weak interlayer Van der Waals bonds can be cleaved or broken to isolate the 2D form.

Among the known layered materials, the chalcogenides and oxides form the largest variety

of layered materials conducive to 2D confinement.

1.2. The layered chalcogenides and oxides

The group VI compounds, chalcogenides and oxides, comprise an astonishing variety of

physical and chemical properties. These widely divergent compounds may be categorized

by their chemistry and stoichiometry (AB, AB2, AOx, etc.), as shown in figure 1.2.

The chalcogens of interest comprise S, Se, and Te. Across the layered chalcogenides

there are common bonding trends. For a particular cation and structure motif, the

bonding strength decreases with increasing chalcogen atomic number (atomic number

S < Se < Te). For example, for the Mo-based TMDs, with increasing atomic number the

bond length increases and there is less charge transfer from the chalcogen to the cation,

leading to a less stable compound and lower melting point.[9]

The layered oxides also represent a wide variety of compounds and structure types.

A few examples of these structure types include the Ruddleson-Popper, Aurivillius and
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Figure 1.2. The layered chalcogenides and oxides comprise a wide variety
of structure motifs.[7, 8]

Dion-Jacobson phases. However, few are amenable to vapor-phased synthesis. The current

introduction will focus on the binary layered oxides, such as MoO3 and V2O5.

1.2.1. A2B3 Group V Chalcogenides

The group V chalcogenides, with a group V element (Bi, Sb) coordinated to chalcogen

atoms, tend to form a quintuple layered slab with the form B-A-B-A-B in the c-axis direc-

tion. These layered materials (e.g. Bi2Se3, or Sb2Te3) have been reported in monolayer

forms. These structures tend to have small bandgaps, and due to the strong spin-splitting

of the high-atomic number cation, represent a variety of interesting spin physics.[10] In
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particular, these materials have experienced a lot of interest in the solid-state physics

community due to their topological insulating and thermoelectric properties.[11]

1.2.2. AB2 Transition Metal Dichalcogenides

The transition metal dichalcogenides (TMDs) represent a wide variety of compounds and

properties. The compounds are comprised of a transition metal (A = Mo, W, Hf, Ta,

Nb, Ti, Ta) and a chalcogen anion (B = S, Se, Te). The TMDs can form three distinct

polymorphs in monolayer form, the 2H trigonal prismatic phase, the 1T octahedral phase,

and the 1T’ distorted octahedral phase. The three TMD phases are shown in figure 1.3.

All three phases are comprised of a B-A-B stacking arrangement, with the transition metal

sandwiched between the chalcogen atoms. As these monolayers are chalcogen terminated,

there are possibilities of utilizing chalcogen-focused chemistry, such as thiol chemistry, to

tailor their surface functionalization.

Figure 1.3. Schematic representations of MoSe2 phases, with the 2H trig-
onal prismatic phase, 1T octahedral phase, and 1T′ distorted octahedral
phase.

The different bonding motifs can have distinct electronic properties; for some com-

monly studied TMDs (MoS2, MoSe2, WS2, WSe2) the 2H phase corresponds to the most

thermodynamically stable semiconducting phase while the 1T phase corresponds to a
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metallic phase and the 1T′ phase shows a negligible band gap leading to near-metallic

measured electronic properties. Phase transformation from the 2H to the 1T phase takes

place via a gliding of the atomic planes.[12] The 2H semiconductor Fermi level lies be-

tween the filled dz2 and empty dx2–y2 ,dxy bands while the 1T phase is metallic with

the Fermi level lying in the middle of the degenerate dxy, dyz, dxz band.[13] Doping to

fill the d orbital leads to the 1T phase being stabilized. Further studies of these phase

transformations are described in a later chapter for the MoSe2 system.

1.2.3. AOX Transition Metal Oxides

There are a variety of orthorhombic transition metal oxides (V2O5, MoO3). These consist

of a transition metal in a high oxidation state forming distinct layered units with the oxide

anion. The layered transition metal oxides are susceptible to oxygen vacancy defects,

leading to substoichiometry. This can be used to tailor the electronic properties of the

layered material. Mono and few-layer transition metal oxides have been reported for

MoO3 and V2O5.[14, 15]

1.3. Emergent properties under 2D confinement

2D confinement can lead to a variety of dramatic electrical and optical property effects,

as compared to the bulk counterparts. These changes in properties may be predicted by

Density Functional Theory (DFT) calculations, and then are confirmed via experimental

fabrication and characterization. 2D confinement leads to a widening or emergence of

a band gap in many materials; this is due to standard particle in a box confinement

physics, in which the energies of electronic states increase with decreasing size. As part
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of these electronic structure changes, many TMDs show an indirect bandgap to direct

bandgap change as a function of monolayer confinement. Figure 1.4 shows the changes in

MoS2 bandgap structure as a function of bulk to monolayer confinement. These bandgap

changes may be characterized via both electrical and optical techniques. The direct band

of monolayer TMDs leads to photoluminescence yields several orders of magnitude more

intense than their bulk counterparts.

In 2D TMDs, first principles calculations indicate heavy effective carrier masses and

van Hove singularities in the density of states just above the direct band gap, corre-

sponding to strong interband transition peaks in the absorption spectra. Further, the

monolayer TMDs often exhibit band nesting, where the conduction and valence bands

lie parallel to each other. In this band nesting region in k-space, excitons spontaneously

separate and relax with the same velocity towards band extrema via fast intraband tran-

sitions (hundreds of femtoseconds) and can enhance excitonic emissions.[18, 19] These

band structure characteristics lead to observable changes in optical measurements such

as photoluminescence and absorption spectroscopy.

Further insights into the unique optical properties of the TMDs have been investigated

in the burgeoning field of valleytronics, which searches for active control of the valley de-

gree of freedom (conduction band minima position in k space) to encode information. In

most materials electrons cannot be selectively populated into a particular valley in the

band structure. In contrast, monolayer TMDs have broken inversion crystal symmetry,

allowing for valley selectivity. In these materials, the spin and valley numbers of va-

lence electrons are coupled. This allows for selective population of the K and K′ valleys
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Figure 1.4. Calculated band structures of a) bulk MoS2 (indirect band gap)
and b) monolayer MoS2 (direct band gap)[16] c) Strong PL emission from
monolayer MoS2 as compared to bilayer MoS2. Inset: emission intensity
as a function of layer number. d) Evolution of PL spectra as a function of
layer number.[17] Reproduced with permission from [2].

with oppositely polarized light.[20] These unique polarization features can potentially be

harnessed for new types of optical devices.
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1.3.1. Electronic transport properties of the 2D chalcogenides and oxides

Rapid progress has also been made in probing and harnessing many of the 2D chalco-

genides’ semiconducting properties, piggybacking off the expansive graphene literature.

Analogous to traditional Si-based electronics, the inherent electronic structure in con-

junction with defect states determine 2D transport properties. For example, the most

studied TMD, MoS2, typically exhibits n-type transport due to sulfur vacancies incurring

free valence electrons from the surrounding Mo atoms serving as electron donors.[21] Sul-

fur vacancies also result in Fermi level pinning near the conduction band edge, limiting

contact-controlled Fermi level tuning. Various approaches have attempted to either miti-

gate these sulfur vacancies or use graphene contacts to more precisely control the contact

Fermi level.[22] With varied contacting and gating approaches, the dominant carrier type

can be switched and carrier concentration tuned.[21–23] For the W-based chalcogenides

the Fermi level is pinned near the middle of the band gap, which allows for ambipolar

transport and greater transport tunability. The dominant carrier type can be sensitive

to growth conditions, with groups reporting n-type, p-type and ambipolar transport, all

for MoTe2 with the same Ti/Au contacts.[24–26] As mentioned before, the TMDs show

promise for new valley and spin-based physics and device logic paradigms. Further, super-

conductivity has recently been reported in high-conductivity forms of the TMDs.[27–29]

The groups III, IV (AX), and V (B2X3) chalcogenides have also received study as the

active material in FETs.[30, 31] Bi2Se3 and Bi2Te3 show weak anti-localization, charac-

teristic of exotic surface states in the few-layer regime.[32] However, The Group III and

IV chalcogenides have proven to be more difficult for monolayer electrical characterization
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due to oxidation and stability issues analogous to those that plague black phosphorus.[33]

Encapsulation schemes could potentially mitigate these issues.

The 2D oxides have also shown promising electronic properties. Initial studies of few-

layer MoO3–x have shown ultra-high mobility (>1100 cm2 V–1 s–1 ) due to high-dielectric

constant Coulomb scattering suppression.[14, 34] Nanoscale MoO3–x -based photodetec-

tors have shown broadband response with high photoresponsivity.[35]

1.4. Introduction to vapor-based synthesis techniques

The ability to study the 2D chalcogenides and oxides and their emergent properties

relies on the ability to produce these materials. This study was initially enabled by the

micromechanical exfoliation (the scotch tape method), which while effective, is extremely

low-yield.[3] Chemical exfoliation soon followed. The chemical exfoliation of single layer

TMDs in fact pre-dates the emergence of the 2D materials field.[36] It was only after the

discovery of graphene that care was taken to explore the emergent properties present in

mono and few-layer chalcogenide materials. While chemical exfoliation has been able to

produce large yield of mono to few-layer chalcogenide and oxide structures, the quality

of the resultant flakes is generally poor and not electronic-grade. As a result, a variety

of vapor-based techniques have been developed to produce high-quality, electronic-grade

2D chalcogenides and oxides at reasonably high yields.

Figure 1.5 compares three different vapor-based synthesis techniques, Chemical Vapor

Deposition (CVD), Physical Vapor Deposition (PVD) and Evaporative Thinning (ET).
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Figure 1.5. Growth methods for monolayer chalcogenides. a) Optical (Cain,
Dravid) and b) AFM images of CVD grown monolayer MoS2 c) Schematic
of oxide precursor growth of MoS2. d) Grown Bi2Se3 nanoplates on
graphene[37] e) Bi2Se3 monolayers made via evaporative thinning.[38] Re-
produced with permission from [2].
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1.4.1. Physical vapor deposition

Physical vapor deposition is a technique by which a target compound is evaporated, car-

ried by an inert carrier gas, and deposited downstream to form a variety of mono or few-

layer samples. Figure 1.5d shows example physical vapor deposition products, specifically

of Bi2Se3 quintuple layers on graphene.[37] Physical vapor deposition typically produces

single crystal materials suitable for electronic characterization, and has been particularly

successful for chalcogenides difficult to access via other synthesis techniques, such as the

groups IV and V chalcogenides.[39–42] PVD growths for 2D materials have generally been

catalyst-free, meaning the growths are more dependent on the exact experimental con-

ditions and deposition substrate than for catalyst-based nanomaterials growths (such as

carbon nanotube growths).[43] Some drawbacks to PVD are that it produces a distribu-

tion of nanomaterial thicknesses, commonly on the order of monolayer-tens of nanometers

thick. As such, the yield of monolayer materials tends to be lower than for CVD-based

growths. The lateral extent is also limited and tends to be on the order of 10-30 μm.

1.4.2. Chemical vapor deposition

Chemical vapor deposition (CVD) is a commonly used synthesis technique that involves

powder-based precursors that are heated to react in the vapor phase, and are carried

by an inert carrier gas to deposit on the target substrate. Metal oxide precursor-based

CVD has been used to form monolayer, relatively large-area (100s of μm) growth across the

semiconductor Mo and W-based transition metal dichalcogenides. The typical synthesis is

as follows: a metal oxide precursor (e.g. MoO3, WO3) is placed in the high-temperature

region inside a tube furnace while the chalcogen of interest (S, Se) is placed upstream
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in a lower temperature zone. An inert gas, N2 or Ar, is flowed through to create an

inert atmosphere and to act as a carrier gas. By carefully controlling the furnace time-

temperature profile, the reaction can be engineered so that the chalcogen and transition-

metal oxide are present in the vapor phase at the same time, and can react to form the

TMD of interest and deposit downstream on a target substrate. Figure 1.5c shows a

schematic of this CVD growth process. For the sulfur-based TMDs the sulfur is a strong

enough reductant to directly reduce the transition metal oxide. For the Se-based TMDs,

H2 can also be flowed through with the carrier gas to serve as an additional reducing agent.

Target substrates have included SiO2/Si substrates (to enable direct back-gated device

fabrication), sapphire, and mica.[44–46] CVD growths can occur both at low pressure

similar to PVD (LPCVD) or at atmospheric pressure (APCVD). Figure 1.5a shows an

optical image of a monolayer MoS2 material fabricated via CVD while figure 1.5b shows

the resultant AFM height image, confirming the monolayer thickness of the resultant

MoS2.

The ease of the metal oxide based CVD TMD synthesis has largely democratized the

growth and characterization of the monolayer materials, greatly increasing the interest

and accessibility of these materials. That has enabled an explosion in characterization,

understanding and engineering of this particular class of 2D materials. This helps highlight

the importance of developing robust, high-quality syntheses to enable the next generation

of 2D materials research.
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1.4.3. Metal organic chemical vapor deposition

Metal organic chemical vapor deposition (MOCVD) is a related technique that uses purely

gas-phase reactants to react in the vapor phase and deposit on a target substrate. The

reaction’s characteristics can be tailored based on the partial pressures of the input gas

reactants (e.g. Mo(CO)6, W(CO)6, (C2H5)2S and H2). Recent reports have shown

success using MOCVD to produce wafer-scale TMDs with high crystal quality.[47] This

technique requires a large dedicated reactor set-up, with has limited its adoption.

1.4.4. Evaporative thinning

Beyond PVD and CVD, other vapor-based techniques have been developed. One such

technique, evaporative thinning, combines PVD with a top-down method and has been

successful in producing monolayer samples of the A2B3 binary and ternary alloys. In

this technique, the chalcogenide or oxide is deposited downstream to ~1 μm thicknesses.

The sample is then annealed under vacuum to remove excess material down to a single

monolayer thickness. 2D sheets are produced of materials otherwise inaccessible to vapor-

based techniques, and with high crystalline quality.[38] Further, preferential evaporative

thinning may be used to control the stoichiometry of the target 2D material.[48] Figure

1.5 shows a sample before and after evaporative thinning; the optical image shows that

the monolayer material retains the same shape as the original flake and shows the contrast

of a monolayer thickness.

~
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1.4.5. Comparison of vapor-based 2D synthesis techniques

The various vapor-based syntheses have benefits and drawbacks across the 2D chalco-

genide and oxide materials. A table is included below that compares the current state-

of-the-art in the vapor-based syntheses.

Technique Materials Precursors
Flake

Size
Thickness

Crystal

Quality

CVD
MoS2, WS2,

MoSe2, WSe2
Metal oxide > 100 μm 1 ML Moderate

PVD
TMD, AB,

A2B3

material of

interest
1-30 μm

1 ML to

to> 10 nm
High

ET
TMD, AB,

A2B3

material of

interest
>10 μm 1-2 nm Moderate

Metal

organic

CVD

MoS2, WS2

Mo(CO)6,

W(CO)6,

(C2H5)2S

Wafer

scale
1 ML High

Across the materials described in this thesis, evaporative thinning was the technique

of choice for the A2B3 group V chalcogenides, PVD was utilized for the MoO3 synthesis

while CVD was employed for the TMD work.

1.5. Introduction to chemistry-based property engineering techniques

While the 2D chalcogenides and oxides present a broad library of materials, to fully

take advantage of their properties additional levels of control are required. Technological

applications require the ability to rationally tune the optoelectronic properties of the
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target material. A number of approaches have been developed to engineer and tailor

the optical, physical, and electronic properties of 2D chalcogenides and oxides. These

techniques utilize a variety of chemistries to tailor the 2D sheets at will. This gives access

to a broader array of potential physics, devices, and applications.

Figure 1.6. A variety of techniques can be used to engineer the 2D chalco-
genides, such as substitutional doping, intercalation chemistry and charge
transfer doping. Images are from [49–51]

1.5.1. Substitutional Doping and Alloying

The 2D chalcogenides and oxides have been engineered via doping and alloying ap-

proaches. For the TMDs, both mixed cation and mixed anion compounds have been

demonstrated via CVD synthesis alloying techniques. By incorporating multiple precur-

sors in the CVD process, ternary compounds can be produced.[52, 53] These ternary

alloys show PL emission properties characteristic of their intermediate composition and

can be precisely tuned with stoichiometry from one compound’s properties to the others.

For example, the bandgap can be precisely turned from the MoS2 1.85 eV to the MoSe2
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1.55 eV with the MoSxSe2–x ternary system.[52] Intermediate compounds have also been

shown for the group V chalcogenides with improved anti-localization behavior compared

to the end compounds.[54] However, given the similarities in electronic structure between

sibling TMDs (heteroanion or heterocation), it is rare to change majority carrier type via

alloying techniques.

Some limited success has been reported via substitutional doping techniques. There

have been a few reports of Nb doping of the TMDs, showing a majority n-type to p-type

carrier type change, but generally via chemical-vapor-transport methods (as opposed to

direct CVD doping).[55] Other reports have included small amounts of manganese doping

in MoS2, with limited transport effects.[56] In general, the level of substitutional dopant

incorporation is difficult to control via direct CVD growth, giving limited precision over

the level of doping and exact carrier concentration.

1.5.2. Ion intercalation doping techniques

Ion intercalation has been used to significantly alter the electronic properties of the 2D

host. Lithium intercalation has been used extensively in the 2D TMDs as a chemical

exfoliation technique to separate the layers to create monolayer TMDs.[57] Lithium inter-

calation in the TMDs donates electrons, stabilizing the degenerate dxy, dyz, dxz orbitals,

leading to a 1T, then 1T’ transformation and metallic-like transport.[13] Similar results

can be achieved via Na+ intercalation into the 2D chalcogenides lattice.[58] These inter-

calation chemistries are broadly studied by the electrochemical storage community for
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potential battery applications. Recent work has focused on using Li intercalation to engi-

neer the TMD phase and directly modify the electronic properties.[59–61] This approach

is explored for the MoSe2 system in chapter 5.

Among the layered oxides, H+ ion intercalation has been used to introduce n-type

doping and substoichiometry into few-layer MoO3. The intercalated few-layer MoO3 has

shown broadband photodetector performance and plasmonic resonances in the visible

regime.[14, 62]

1.5.3. Charge transfer doping techniques

A variety of electron donating or accepting species have been utilized to alter the doping

levels of the 2D chalcogenides. This can range from Lewis acid-Lewis base chemistry

(involving a covalent bond formation) to reduction-oxidation reactions that interact via

surface charge transfer.

1.5.3.1. Lewis acid-Lewis base chemistry. Lewis acid-Lewis base chemistry takes

advantage of the surface chalcogen to use the chalcogen as a Lewis base to pair with an

external electron acceptor, or Lewis acid. This has been reported to incur a majority

n-type to p-type transition in 2D InSe, as well as a slight p-type doping in MoS2 and

WS2.[63] However, attempts at experimental reproduction of these results in our lab

suggested that the Lewis acid treatments can cause damage to the underlying monolayer,

limiting the effectiveness of this approach.

Other approaches have taken advantage of the terminating chalcogen to utilize well-

developed thiol chemistry to functionalize the TMD and alter its electronic properties.

For example, Chou et al. directly control the 1T’ to 2H transition of chemically-exfoliated
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MoS2 and WS2 via ligand conjugation.[64] This thiol chemistry can also be used to create

biologically-active sensors.[65, 66]

1.5.3.2. Reduction-oxidation charge transfer doping. Utilizing reduction-oxidation

charge transfer doping to achieve controllable doping of the TMDs has recently emerged

as a promising approach to engineering 2D chalcogenide properties.[67] As 2D materials

are all surface, they are particularly susceptible to surface charge transfer techniques.

Surface doping techniques also generally have mild temperatures and experimental condi-

tions, with the potential for high tunability and spatial selectivity. A prototypical system

is the strong oxidation agent AuCl3. AuCl3 is a strong oxidizing agent, and has previously

been shown to act as an electron acceptor on both carbon nanotubes and graphene.[68–

70] Preliminary reports have shown that AuCl3 can be used to achieve majority p-type

doping in the MoS2 system, and can be exposed to create p-n junctions with enhanced

rectification behavior and precisely tunable doping levels.[71–73] I further extend this

doping approach to MoS2 monolayers in chapter 6.

Other charge transfer dopants have been reported to controllably n and p-type dope

the TMDs to small degrees (not changing majority carrier type). For example, Matsuda

et al. report using Tetrafluorotetracyanoquinodimethane (F4–TCNQ) as a p-type dopant

to incur small changes in the MoS2 photoluminescence spectra.[74] They also report using

nicotinamide adenine dinucleotide (NADH) as an n-type dopant, with resulting shifts in

the photoluminescence spectra.[74] Vogel et al. report a variety of organic electron donors

and acceptors that give measurable shifts in the MoS2 transport properties.[75] Benzyl

viologen has been used as an effective n-type surface charge transfer donor, leading to

degenerate n-type doping in MoS2 and reduced contact resistance.[51] Charge transfer
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dopants (F4-TCNQ, MoO3, MnPc) have also been applied to the A2B3 chalcogenides in

order to engineer their topological surface state properties.[76–78] Across doping tech-

niques, the challenge is modifying the monolayer electronic structure without damaging

the fragile monolayer structure.

1.5.4. Introduction to future chapters

Based on these foundations, there are a number of key questions that emerge. The first

theme of inquiry is synthesis: are there new materials that we can bring into the library of

2D materials via vapor-phase synthesis techniques? This question will be addressed both

in Chapter 2, applying evaporative thinning to fabricate new 2D bismuth-rich ternary

compounds, as well as in Chapter 3 applying physical vapor deposition to synthesis few-

layer sheets of the high-k dielectric MoO3.

The next thematic question is how can we better engineer the properties of 2D chalco-

genides and oxides? In chapter 3, we describe explorations in the 2D MoO3–x system and

show exquisite tunability from the insulating MoO3 state to the semiconducting MoO3–x

state as a function of oxygen stoichiometry. Chapters 4-6 explore ways to introduce n-

type and p-type electronic tunability into the rapidly emerging class of TMDs and point

the way to local optoelectronic property control.
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CHAPTER 2

2D Bi-rich nanosheets via evaporative thinning of Se-doped

Bi2Te3

Adapted with permission from Eve D. Hanson, Fengyuan Shi, Thomas C. Chas-
apis, Mercouri G. Kanatzidis, and Vinayak P. Dravid, Two-dimensional bismuth-rich
nanosheets through the evaporative thinning of Se-doped Bi2Te3, Journal of Crystal
Growth 436, 138-144, 2016.[48]

2.1. Introduction and Motivation

Doping strategies have long relied on solid solutions for precise control of properties.

Intermediate solid solution compositions may have enhanced electronic properties that

are inaccessible from the constituent materials. We explored these strategies within the

Bi-Te-Se solid solution system, aiming to create intermediate compositions with balanced

electron and hole concentrations to form a bulk insulator. Instead, we found a novel

preferential evaporative thinning mechanism that produces bismuth-rich nanosheets that

potentially have rich transport phenomena.

Bismuth selenide (Bi2Se3) and bismuth telluride (Bi2Te3) have been studied for decades

for their thermoelectric properties. They have received a recent renewal in scientific atten-

tion as they were some of the first 3D topological insulators to be theoretically predicted

and experimentally realized.[79, 80] Topological insulators can be described as a novel

form of matter: they are insulators in the bulk with metallic surface states that are

topologically protected against scattering by time-reversal symmetry.[81] However, both
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Bi2Se3 and Bi2Te3 have intrinsic high bulk carrier densities, obscuring the metallic surface

state conduction and stymying efforts to properly study the surface transport properties.

These high carrier densities are due to the small formation energy of native defects.[82]

Appropriate alloying of Bi2Se3 and Bi2Te3 to form intermediate compositions can result

in bulk insulating behavior, leading to more measurable topological surface states.[83]

Additionally, nanostructuring reduces sample size and increases the surface-to-volume

ratio, which can also enable more readily measurable surface states. Nanostructuring

has been shown to enhance both the thermoelectric performance and show more read-

ily measurably topologically-protected surface states in Bi2Se3 and Bi2Te3 and some

intermediates.[54, 84–86] However, current methods for producing Bi2Se3-Bi2Te3 com-

pound nanosheets suffer from either very low growth rates or poor quality.[87–89] Our lab

developed an evaporative thinning technique that produces high-quality and large-area

monolayer Bi2Se3 and Sb2Te3 sheets.[38] This evaporative thinning approach has been

extended to a ternary system for the first time, which due to vapor pressure differences of

the constituent elements lead to a final bismuth-rich phase. The observed compositional

shifts are well explained through a thermodynamic vapor pressure driven mechanism.

The large interest in this class of 2D materials strongly demands the understanding of

the underlying mechanisms dictating the final composition and thus the final properties.

Therefore, our in-depth structural and compositional analyses of a phase never before

reported in 2D form serves as a case study in the field of nanoscale compounds synthesized

via vapor pressure or CVD means. With their predominantly bismuth character, the final

nanosheets could be further explored for exotic electronic properties.[90, 91]
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2.2. Results and Discussion

Figure 2.1. a) Optical image of Bi2Te2.9Se0.1 sheet before thinning, b) Op-
tical image of the same sheet after evaporative thinning with reduced con-
trast due to nm-scale thickness, c) SEM image of Bi-rich nanosheet after
evaporative thinning. Reproduced with permission from [48].

Evaporative thinning comprises two steps: first, a catalyst-free physical vapor deposi-

tion that deposits micron-thick flakes, and second, an annealing step that evaporatively

thins off material, leaving behind a single or bilayer 2D nanosheet. Evaporative thinning

of the deposited flakes produces high-quality, ultra-thin nanosheets of the ternary com-

pound. Figure 2.1 contains low magnification optical images of one such sheet pre (a)

and post (b) evaporative thinning on a 300 nm SiO2/Si substrate. The contrast between

the nanosheet and the substrate decreases as the sheet height is reduced to nanometer

scale. Figure 2.1c shows an SEM image of the same sheet. Both the optical and SEM

images show that the sheet has retained its lateral dimensions, without any lateral shrink-

ing during the evaporative thinning. Figure 2.2 is comprised of the corresponding AFM

image and profile of the thinned nanosheet. The AFM image and profile show that the

nanosheet is 1.2 nm in thickness with slight variation. Both the AFM and SEM images

indicate that the wide-area (15 micron) sheets are smooth and continuous, without holes
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or tears. However, the key question is how the composition of these large area nanosheets

compares to their deposited, thick counterparts.

Figure 2.2. a) AFM image of thinned Bi-rich nanosheet, b) AFM height
profile after thinning.Reproduced with permission from [48].

To probe this question, scanning transmission electron microscopy energy-dispersive

x-ray spectroscopy (STEM EDS) maps were taken on Bi2Te2.9Se0.1 nominal composition

flakes before and after evaporative thinning. Figure 2.3 shows the STEM high-angle an-

nular dark-field (HAADF) image, as well as EDS mapping of the Bi L edge, Te K edge,

and Se K edge of Bi2Te2.9Se0.1 after initial deposition, in their thick, bulk-like state. Bi,

Te, and Se signals are all consistent throughout the flake, suggesting homogeneous dis-

tribution of the elements without phase segregation. The EDS spectrum extracted from

the mapping shows Bi, Te and Se peaks, and quantification from the spectrum shows

stoichiometry close to the nominal composition as shown in Figure 2.5. The edges for

quantification were chosen based on carefully calibrated k-factors of Bi2Se3 and Bi2Te3.

These results show that after the initial deposition, the chemical composition aligns be-

tween the nominal and experimentally determined stoichiometries.

Similar STEM EDS maps were taken from the same flakes after evaporative thinning.

In order to examine the flake composition’s evolution, a partially thinned flake was ob-

tained by carefully controlling the time and temperature. Figure 2.4a shows the STEM
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Figure 2.3. STEM EDS mapping of Bi2Te2.9Se0.1 flake before thinning. a)
HAADF image of the flake. b) to d) are the mappings of Se K, Te K and Bi
L edges, respectively. e) is a spectrum from the area indicated by the red
square box in a). The Cu peaks arise from the brass sample holder. The
inset of e) is a zoomed-in spectrum of the Bi L and Se K edges. Reproduced
with permission from [48].

secondary electron image of the thinned flake, while Figure 2.4b-d shows the STEM EDS

mapping of the thinned flake. The thick part of the flake continues to show consistent

mixing of the three elements as shown in Figure 2.4b-d. Due to the ultra-thin nature

of the thinned region, the EDS mapping does not show obvious Bi, Te, or Se signal.

However, with longer collection times the EDS spectra from the thin region have better

signal to noise ratios. The EDS spectrum in Figure 2.4e from the thinned region shows all

elements are present. Quantification from these EDS spectra shows that the evaporative

thinning corresponds to significant changes in stoichiometry in the ternary compound, as
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indicated in Figure 2.5. Figure 2.5 includes a table of the ratios of the highest-intensity

relevant x-ray peaks, and the corresponding estimated atomic percentage quantifications.

The thinned flake is now predominately bismuth, as calculated from the STEM-EDS spec-

tra. Further, the atomic percentage ratio of Se/Te has increased by more than 10x. This

methodology was employed across many samples with similar Bi-rich nanosheet outcomes.

Figure 2.4. STEM EDS mapping of Bi2Te2.9Se0.1 flake after thinning. a)
Secondary electron image of the partially thinned flake. b) to d) are the
mappings of Se K, Te K and Bi L edges, respectively. e) is a summed
spectrum from the area indicated by the red square box in a). The Cu
and Fe peaks arise from the sample holder and microscope column respec-
tively. The inset of e) is a zoomed-in view to show Bi L and Se K edges.
Reproduced with permission from [48].

As a further source of composition information, we characterized the compounds both

before and after evaporative thinning with time-of-flight secondary ion mass spectrometry
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(ToF-SIMS). Figure 2.9(a) shows SIMS profiles of a representative sheet before thinning.

Given their respective electronegativities, a positive ion mode was used to measure the Bi

ion signal, and negative ion mode to measure the Te and Se ion signal. Reference Bi2Se3

and Bi2Te3 compounds were used to determine the appropriate SIMS conditions and to

determine the most appropriate isotopes to compare. The reference samples suggest that

the Bi209 isotope, the Te128 isotope, and both the Se78 and Se80 isotopes have the most

reliable signal intensities. The SIMS profiles confirm that Bi, Te, and Se are present in the

composition on the surface of the deposited, thick Bi2Te2.9Se0.1 sheet before thinning.

After evaporative thinning, based on the SIMS spectra of the post-thinned flake in figure

2.9b, Bi, Te, and Se are all present. After the Ga+ sputtering to clean the surface, no

appreciable amounts of oxidized species (SeO–, TeO–) were detected. While quantitative

SIMS analysis can be quite complex, the qualitative trends of the relative intensity ion

ratios in the SIMS profiles parallel the EDS profiles for the chalcogenides. Before thinning,

there is more Te present in the sample than Se. After thinning, the Te intensity has

dropped precipitously while the Se intensity has remained relatively stable. Both EDS

and SIMS indicate that the post-thinned nanosheet is bismuth rich.

Figure 2.5. Table comparison of EDS peak ratios and resulting EDS-derived
chemical compositions pre and post evaporative thinning. Reproduced with
permission from [48].
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The evaporative thinning synthesis provides a facile way to make a nanosheet Bi-

rich ternary compound not previously synthesized in 2D. Based on both compositional

techniques, evaporative thinning preferentially removes Te and Se from the structure. This

can be understood via a thermodynamic vapor pressure mechanism. In the vapor phase

both Bi2Se3 and Bi2Te3 disassociate into their constituent ions Bi3+ and Se2–/Te2–.[92]

Based on mass effusion experiments, these ions form species that sublime at different rates

as follows: p(Te2) > p(BiTe) >> p(Bi2), p(Se2) > p(BiSe) > p(Bi2). Of these species

Te2 is the most volatile, corresponding to Bi2Te3 being a more volatile compound than

Bi2Se3. The proposed vapor pressure-driven mechanism describes both the physical vapor

deposition and evaporative thinning steps. In both sublimation events the bismuth and

chalcogen ions dissociate. During the PVD process the flakes have a chance to deposit on

substrates downstream. There are enough nucleation events and energy for re-association

into the most thermodynamically preferred stoichiometry during flake formation on the

silicon substrate. In the evaporative thinning step material is only sublimed and removed

to reach the final nanosheet form. As a result, the vapor pressure differences of the

constituent ions dominate so that Te, and to a lesser degree Se, are driven from the

structure. Thus, the final 2D nanosheet is Bi-rich. Figure 2.6a shows this preferential

evaporative thinning process taking place. More Te leaves the structure than the other

elements, and more Se leaves the structure than Bi. As the Bi sheets inside the crystal

structure retain their hexagonal symmetry, the final crystal structure of the 2D Bi-rich

nanosheet is hexagonal as highlighted by the TEM diffraction pattern in Figure 2.6b. The

lattice parameter of the 2D Bi-rich nanosheet is calculated to be 4.44 A from the diffraction

pattern, which lines up well with the reported lattice parameters for similar bulk Bi-rich
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compounds.[93–95] Bulk Bi-rich compounds (Bi7Se3 and Bi7Te3) have been found to

incorporate additional Bi-Bi slabs between the quintuple layers.[93, 95] The evaporatively

thinned nanosheets structure is likely related to these bulk Bi-rich structures, with both

Se and Te atoms incorporated in the chalcogen atomic positions.

This mechanism highlights that altered sublimation conditions can cause large changes

in nanoscale stoichiometry even while the symmetry remains the same. For nanoscale com-

posites, the interactions within heterogeneous systems can similarly impact the materials’

stoichiometry and doping. Careful analysis of carrier type and composition can be critical

to understanding the underlying mechanisms and properties of the system.

Figure 2.6. a) Schematic of evaporative thinning process within a single
unit cell. Chalcogens are preferentially driven from the structure, leaving
behind a predominantly bismuth sheet. The dotted lines highlight hexago-
nal symmetry within the structure. The evaporative thinning process leads
to a final hexagonal symmetry, shown in a), the diffraction pattern of a
Bi-rich nanosheet along the [001] orientation. Reproduced with permission
from [48].

In conclusion, a new 2D Bi-rich composition in the ternary Bi-Te-Se system has been

fabricated via an evaporative thinning technique. Utilizing both STEM-EDS and SIMS,

we have been able to determine the compositional shift from Bi2Te2.9Se0.1 to a Bi-rich

nanosheet as a result of chalcogen ions being preferentially driven out of the structure

due to vapor pressure differences. The resultant structure shows single-crystal hexagonal
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symmetry, with a lattice parameter aligning with a Bi-rich phase. Based on analogous

bulk Bi-rich Selenide and Telluride structures, the 2D Bi-rich nanosheet structure likely

includes a Q(1)-Bi-Q(2)-Bi-Q(1) quintuple layer slab with bismuth bilayers to accommo-

date the additional bismuth atoms. With their predominantly bismuth character and

Chalcogen doping, these nanosheets should be further explored to probe their unique

electronic properties. Further, the mechanism of Bi-rich nanosheet formation highlights

that moderate temperature and pressure changes can cause large shifts in stoichiometry

of these compounds. Within the Bi-Te-Se systems even small changes in composition can

incur native defect formation, changing both carrier concentrations and majority carrier

type. As such, detailed compositional analysis is vital to correctly probe the topologi-

cal insulating and thermoelectric performance of similar compounds. These lessons and

detailed characterization techniques are applied in the following chapters.

2.3. Methods and Supporting Information

2.3.1. Methods

Bulk crystals growth methods were the same as in the previous report on evaporative

thinning, with a growth temperature of 850 C for both Bi2Se3 and Bi2Te3.[38] Following

the synthesis of bulk Bi2Se3 and Bi2Te3, the crystals were crushed into powder with a

mortar and pestle. The appropriate ratio of Bi2Se3 powder and Bi2Te3 powder were

intimately mixed to reach the Bi2Te2.9Se0.1 nominal composition.

Figure 2.8’s schematic illustrates both steps of the evaporative thinning process.

Sheets with Bi2Te2.9Se0.1 nominal stoichiometry were deposited using a catalyst-free

physical vapor deposition method. The source powder was placed in the center of the
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hot zone of a 12 in. Lindberg Blue tube furnace within a 1 in. silica tube. Si substrates

with a 300 nm SiO2 layer were placed downstream in a colder zone within the furnace

(approx. 3 cm from source material), suspended on alumina boats. The chamber pres-

sure was maintained at approximately 20 Torr with an ultra-high purity Ar flowing in at

25 sccm. The furnace was heated to 490 C over the course of 15 min and held at that

temperature for 25 min before quenching by opening up the furnace.

After the initial deposition of Bi2Te2.9Se0.1, the substrates covered with crystalline

plates were positioned in the hot center of the tube furnace and held at 450 C for 15 min

for evaporative thinning. The furnace was opened after the prescribed time in order to

quench the samples. Similar to the deposition step, the chamber was held at 20 Torr with

20 sccm of flowing Ar during evaporative thinning.

STEM EDS measurements were taken using a Hitachi HD-2300 Dual EDS STEM to de-

termine pre-thinning stoichiometry. The beam size for STEM imaging and STEM EDS

is 0.4 nm with probe current 700 pA using 200 kV. Thirty frames and 10s acquisition

time for each spectrum were used to obtain the STEM EDS mapping with good qual-

ity. Quantification was calculated with the Cliff-Lorimer with absorbance algorithm, and

the atomic percent error represents +/- one standard deviation. TEM was carried out

using JEOL 2100F microscope operating at 200 kV. For S/TEM sample preparation,

Bi2Te2.9Se0.1 plates were first deposited onto single crystal NaCl substrates using the

same growth conditions described above. The NaCl substrates were then dissolved in a

small amount of deionized water, and the flakes were scooped out using a TEM grid with

5 nm Si3N4 window. The grid was then air-dried on filter paper in a sealed container. A

graphite cap was used to reduce interfering signal from the cap. The TEM samples were
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then subjected to the same thinning conditions as the samples on 300 SiO2/Si substrates,

and similar EDS measurements were taken.

ToF-SIMS was also deployed for 2D compositional analysis. SIMS consists of mass spec-

troscopy of secondary ionized particles that are emitted from a sample after being bom-

barded with energetic primary particles.[96] These ionized secondary particles can be both

elemental ions and ionized clusters. By analyzing the time of flight, ToF-SIMS can dis-

tinguish between different mass complexes in the sample. Static SIMS uses a low current

density primary ion beam in order to maintain monolayer surface integrity for long anal-

ysis periods (into several hours).[97] SIMS measurements were taken on a PHI TRIFT III

ToF-SIMS with a gallium ion gun. Static SIMS conditions were used to prevent damage

to the sample. The primary ion beam was kept below 1013 ions/cm2. Under these low

dose conditions, the surface atomic layer is kept intact for several hours. Ga+ ions were

sputtered over a 100 um area for 10 seconds to remove surface contamination without

destroying the underlying sample.
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2.3.2. Supporting Figures

Figure 2.7. Schematic drawing of the Bi2Te3–xSex layered structure, which
has the same symmetry as Bi2Se3 and Bi2Te3. The dotted lines high-
light the symmetry of the structure and do not represent bonds. The top
quintuple slab shows the atomic positions within a single unit cell, while
the bottom quintuple slab has been expanded to highlight the hexagonal
symmetry of each atomic layer.Reproduced with permission from [48].

Figure 2.8. Schematic of the catalyst-free physical vapor deposition and
evaporative thinning processes to fabricate Bi-rich nanosheets. Reproduced
with permission from [48].
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Figure 2.9. a) Representative deposited Bi2Te2.9Se0.1 thick sheet SIMS
spectra, b) Representative spectra from a collection of post-thinned Bi-rich
nanosheets. Spectra are of the most common Bi, Te, and Se mass isotopes.
Reproduced with permission from [48].
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CHAPTER 3

Synthesis and electronic property control of 2D MoO3

Adapted with permission from Eve D. Hanson, Luc Lajaunie, Shiqiang Hao, Benjamin
D. Myers, Fengyuan Shi, Akshay A. Murthy, Chris Wolverton, Raul Arenal, Vinayak P.
Dravid, Systematic study of oxygen vacancy tunable transport properties of few-layer
MoO3–x enabled by vapor-based synthesis, Advanced Functional Materials 27, 1616-3028,
2017.[98]

In chapter 3 we utilize a different vapor-phase synthesis technique, physical vapor

deposition, to study the molybdenum trioxide system in 2D form. We also present a

detailed structure-property relationship between oxygen substoichiometry (MoO3–x) and

correlated electronic transport.

3.1. Introduction and Motivation

Molybdenum trioxide (MoO3), a layered transition metal oxide, has shown wide-

spread and increasing technological applicability due to its numerous attractive func-

tional properties. Bulk MoO3 in stoichiometric form is a high-k dielectric (k > 500)

insulator.[99] Further, the electronic structure of MoO3 can be tailored by modifying

the oxygen sub-stoichiometry (MoO3–x). Oxygen sub-stoichiometry introduces electronic

gap states and increased electrical conductivity.[100, 101] These bulk tunable transport

properties have shown applicability across a number of technological regimes, including

as a promising electrochromic, battery cathode material, and gas sensor.[102–104] Re-

cent excitement has been driven by the high work function (6.6 eV) and hole transport
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properties of MoO3–x, which have been used to meaningfully improve conversion efficien-

cies for solar cells and OLEDs.[105–107] Despite these numerous exciting bulk properties,

MoO3 has received limited attention in two-dimensional (2D) form. Initial studies of 2D

MoO3 and MoO3–x have indicated great potential; few-layer MoO3–x has shown ultra-

high mobility (>1100 cm2 V–1 s–1 ) due to high-dielectric constant Coulomb scattering

suppression.[14] Nanoscale MoO3–x has also shown broadband photodetector response

with high photoresponsivity.[35] Further, chemically exfoliated 2D MoO3–x flakes have

been shown to have high enough conductivities to sustain plasmonic resonances in the

visible regime and can be made into conductive inks.[62, 108] MoO3 has also been used

to modify other 2D materials in advantageous ways. Thin film MoO3 has been used to

hole dope graphene and improve contact resistance for MoS2.[22, 23, 109] These prelimi-

nary findings indicate that 2D MoO3 would be a beneficial material to incorporate within

interacting, multicomponent, 2D heterostructures.

However, progress in 2D MoO3 has been stalled in part due to the lack of large-area,

“electronic-grade” syntheses. Initial structural and electronic studies have been conducted

on sheets fabricated via mechanical exfoliation, chemical exfoliation, or hydrothermal

means, but these techniques suffer from low yield, high defect densities, and organic con-

taminants respectively.[62, 110, 111] Physical vapor deposition directly on SiO2 substrates

allows for rapid identification of few-layer samples as well as provide high-quality samples

ready for broader characterization and device integration.[112]

We report a physical vapor deposition synthesis of few-layer MoO3 directly onto SiO2

substrates. These few-layer nanosheets are of high quality, as confirmed by a number

of techniques including high-resolution transmission electron microscopy (HRTEM, gives
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structural information), scanning electron microscopy (SEM, gives morphology informa-

tion), atomic force microscopy (AFM, gives higher resolution morphology information)

and Raman spectroscopy (gives characteristic phonon mode information). We also ex-

plore the electronic structure changes due to 2D confinement. Density functional theory

(DFT) calculations show that monolayer confinement of MoO3 leads to a modest increase

in the bandgap.

The critical sub-stoichiometry that underlies MoO3–x-based technologies has typically

been induced by a H+ ion post-treatment.[14, 100] However, these H+ ion-based pro-

cesses are difficult to control and quantify. A quantifiable oxygen vacancy introduction

process could provide a more coherent link between the MoO3–x structure and transport

properties. We report a dose-controlled electron-beam irradiation technique to introduce

vacancies into few-layer MoO3.

Prior TEM studies have indicated that bulk or nanostructured MoO3 can be reduced

to MoO3–x and MoO2 via electron-beam irradiation.[113, 114] In recent years, electron

irradiation has offered the possibility of engineering materials at the nanoscale.[115, 116]

Building on these preliminary studies and invoking in-situ transport studies, we pro-

vide a detailed structure-transport correlation between electron-beam irradiation-induced

oxygen vacancy introduction and resultant n-type doping across a variety of MoO3–x

layer numbers, down to trilayer thickness. In-situ core loss and monochromated low-

loss electron energy loss spectroscopy (EELS) studies provide quantitative insights into

the chemistry and band-gap changes during the evolution of the few-layer MoO3 into

few-layer MoO3–x, giving additional evidence of oxygen vacancy introduction during irra-

diation. Bringing these different characterization results and DFT calculations together,
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the Knotek-Feibelman mechanism of radiolysis is presented as the mechanism of oxygen

vacancy and n-type carrier introduction. DFT calculations indicate which crystallograph-

ically distinct oxygen vacancies are most energetically favorable to form during the doping

process. Transport studies show the resistance of the MoO3–x 2D sheet can be modified

by over four orders of magnitude via controlled electron-beam doses. As such, MoO3–x

shows the properties of a highly tunable 2D functional material. This chapter highlights

the exciting potential of MoO3–x as a functional component in fully 2D heterostructures as

well as provides a synthesis technique to reliably fabricate MoO3 and MoO3–x in few-layer

form.

3.2. Results and Discussion

3.2.1. Comparison of 2D and bulk MoO3 electronic structure

MoO3 is an orthorhombic layered structure (space group Pnma), as indicated by Figure

3.1a. Each fundamental bilayer is comprised of two layers of distorted MoO6 octahedra

and is ~1.4 nm thick. As shown in Figure 3.1a and 3.1d, there are three symmetrically

inequivalent oxygen sites (red spheres) in α – MoO3: a singly coordinated oxygen O1,

a doubly coordinated oxygen O2, and a triply coordinated oxygen O3. Each distorted

Mo octahedra is comprised of a Mo atom (white sphere) bound to one O1 atom, two O2

atoms, and three O3 atoms.

In stoichiometric form, MoO3 has been experimentally determined to have a large

indirect bandgap (~3.2 eV).[117, 118] DFT + U calculations were performed to give

insight into the electronic structure of the monolayer form (Figure 3.1e compared to the

bulk form (Figure 3.1b. The bulk case shows an indirect bandgap of 1.96 eV, similar

~
~
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Figure 3.1. DFT calculated electronic structure of the bulk and monolayer
MoO3. a) Bulk structure with oxygen positions labeled, b) bulk electronic
structure, c) bulk density of states. d) Monolayer structure with oxygen po-
sitions labeled, e) monolayer electronic structure and f) monolayer density
of states. Reproduced with permission from [98].

to other DFT + U studies of MoO3.[119, 120] The DFT-calculated electronic structure

of a MoO3 monolayer shows a slightly larger indirect bandgap of 2.03 eV. Quantum

confinement effects in 2D materials often induce a more significant bandgap increase than

we found in MoO3.[121] To understand this relatively modest increase in band gap, we

examine the DFT-calculated density of states for both the bulk and monolayer, shown in

Figure 3.1c and Figure 3.1f. Since the valence band maximum (VBM) and conduction

band minimum (CBM) states are dominated by states from the Mo and position O2 and

O3 oxygen atoms, which are screened from confinement effects, monolayer confinement

only leads to small changes in the electronic structure. The terminal oxygen atoms (O1
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position in Figure 3.1a, would experience the strongest confinement effects, but only have

a minor contribution to the CBM and VBM. This simple structural argument explains

why the bandgap of MoO3 is only modestly affected by 2D nanostructuring.

3.2.2. Vapor-based synthesis of few-layer MoO3

Few-layer MoO3 sheets were grown via low-pressure physical vapor deposition (PVD). The

deposition experimental set-up is shown in Figure 3.7. MoO3 powder is placed in the hot

zone of the furnace and carried downstream with a dry air carrier gas. Dry air carrier gas

is crucial to maintain oxygen stoichiometry and deposit the layered MoO3 structure (vs.

using an inert carrier gas to deposit monoclinic MoO2). The growth is carried out at 700

C for < 5 min and then quickly quenched by opening the furnace to stop further growth.

The synthesis method produces a range of thicknesses of MoO3 sheets. By using 300 nm

SiO2/Si substrates, few-layer samples are easily identified by optical contrast, similar to

other 2D materials.[112] Figure 3.2 shows structural characterization of the resultant bi-

and few-layer MoO3 samples. Figure 3.2a displays an optical micrograph corresponding

to the AFM and SEM images in Figure 3.2b and Figure 3.2c. The synthesized nanosheets

are continuous and of high-quality, with domain sizes on the order of 10 microns. The

thickness has been determined by AFM analysis to be 3 nm, which corresponds to a

bilayer. Figure 3.2d shows a TEM image of another few-layer sheet. The indexing of the

selected area diffraction pattern (inset of Figure 3.2d confirms the orthorhombic structure

in the Pnma symmetry. An HRTEM image of the MoO3 lattice fringes is shown in Figure

3.2e. While there is indication of beam damage, which will be explored in more detail

below, the HRTEM micrograph confirms the good crystal quality of these flakes.
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Figure 3.2. Structural characterization of 2D MoO3. a) Optical image of
a bilayer MoO3, b) corresponding AFM image showing 3 nm height corre-
sponding to bilayer thickness, c) corresponding SEM image. d) TEM image
of few-layer sample, inset shows diffraction pattern indexed to Pnma crys-
tal structure. e) HRTEM image showing MoO3 lattice fringes and beam
damage. Reproduced with permission from [98].

Raman spectroscopy was used to probe the changes in phonon modes as a result of ex-

treme geometric confinement and high surface to volume ratios in the 2D crystals. Figure

3.8 shows the Raman spectra of the grown MoO3 sheets of various thicknesses. As the

thickness of the sheets decreases, the overall intensity of the Raman scattering decreases
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in lockstep. Ultra-thin 4-nm sheets still show the key MoO3 Raman modes, which serve

as an additional confirmation of the MoO3 structure. There is some disagreement in the

literature about how to index the MoO3 peaks and their physical interpretation.[122, 123]

The Raman modes here were indexed based on the assignments reported by Camacho-

Lopez et al.[123] Beyond the traditionally indexed MoO3 vibrational modes, an additional

peak at ~618 cm–1 was observed. This peak has been attributed to the hydrated form of

MoO3, which suggests there may be some surface hydration experienced by the few-layer

sheets.[110]

3.2.3. Electron irradiation-induced formation of few-layer MoO3–x

In the 2D form, sub-stoichiometry has been introduced to date via H+ ions.[14] Due to

the environmental sensitivity of 2D MoO3, device fabrication is difficult. As a result,

transport properties of MoO3 have only been reported in the published literature for

thicknesses greater than 6 nm.[14, 124] An in-situ electron beam irradiation technique was

developed to introduce oxygen vacancies controllably and quantifiably and to overcome

these fabrication difficulties.

3.2.3.1. In-situ transport studies. In order to investigate the tunable transport prop-

erties of the PVD-grown 2D MoO3, in-situ transport measurements were performed with

a nanoprobe station inside a SEM. This station allows us to bring conductive probes di-

rectly in contact with the sample and measure resistance as a function of electron dose.

This gives us the ability to forego the frequently damaging lithographic device fabrication

process and to probe the pristine intrinsic properties of the MoO3 nanosheets. Figure 3.3a

shows these in-situ nanoprobes in contact with a MoO3 nanosheet. Figure 3.3b shows

~
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example current-voltage (I-V) curves for a 5 nm-thick sheet as a function of different

electron doses. The electron dose is introduced via carefully timed exposures and the

electron-beam is blanked during electrical transport measurements. Before exposure, the

current is in the sub-nanoamp regime (a 5 nm-thick example is shown in Figure 3.9a. The

I-V curves show a dramatic increase in current as a function of electron-beam dose. In the

5 nm case, after an electron dose > 3000 μC/cm2, there is a jump in current of over three

orders of magnitude compared to before irradiation. This rise in current continues with

dose before gradually saturating. After irradiation, the I-V curves are generally linear

and ohmic in character. In order to rule out carbon contamination as the new transport

route, we measured I-V curves immediately adjacent to an exposed flake in the area of

exposure. This adjacent area of SiO2 with carbon contamination showed sub-nanoamp

current even after an electron dose >75,000 μC/cm2 (shown in Figure 3.10). Given such

low current, the influence of carbon contamination on 2D MoO3–x transport properties

can thus be excluded.

The resistance as a function of electron-beam dose has been measured across a number

of flake thicknesses, as shown in Figure 3.3c. Resistance is reported for flakes down to

trilayer (4 nm) thickness. Across the flake thicknesses, there is an exponential decay in re-

sistance as a function of dose, and then at higher doses, saturation is present. There is no

clear thickness dependence in the final resistance value. In the semi-classical Boltzmann

transport model, for a given order of magnitude drop in resistance we expect a similar

magnitude increase in carrier concentration. Carrier concentration effects on resistance

were calculated from the Boltzmann transport equation, as shown in Figure 3.11b. To

put the comparison in similar terms, both the experimental and theoretical changes are
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Figure 3.3. Electrical characterization of few-layer MoO3 as a function of
electron dose. a) SEM image of nanoprobes in contact with 20 nm MoO3
sheet. b) Current-voltage (I-V) curves at a number of doses for a 5 nm
MoO3 sheet. c) Resistance as a function of electron dose across a number
of MoO3 thicknesses. Reproduced with permission from [98].

calculated in terms of relative resistance. The relative resistances in Fig 3.11a were in-

dexed to the most resistive sheet (5 nm, no electron dose). Figure 3.11b was indexed to

1015 carriers/cm3, which has previously been reported to be the carrier concentration of
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stoichiometric MoO3.[125] As expected, higher carrier concentrations correlate to lower

relative resistances. Comparing the resistance changes in the experimental and theoretical

data, we extrapolate that after the MoO3 nanosheets are irradiated with doses greater

than 10, 000 μC/cm2, the carrier concentration has increased to over 1018 carriers/cm3.

This result highlights the tunable nature of the irradiated 2D MoO3 nanosheets.

Raman spectroscopic studies as a function of dose were also investigated (shown in

Figure 3.11c and 3.11d. A number of 10 nm-thick nanosheets were exposed to a variety of

doses across the dose range shown in Figure 3.11c. The electron dose exposure suppresses

the key MoO3 modes. Previous reports have highlighted the reduction in Raman mode

intensity with H2-based reductions of MoO3 to MoO2.[122, 126] Figure 3.11d quantifies

the intensity suppression of the key MoO3 Raman modes as a function of electron dose.

We propose that this suppression is due to two reasons: reduction of the MoO3 to MoO3–x

and local disorder introduced by the electron-beam.

3.2.3.2. In-situ TEM-EELS studies. In order to gain further insight on the effect of

electron irradiation on the local chemistry, EELS spectra were recorded at regular time

intervals during a low-dose irradiation process (432 μC/cm2.s) in a STEM microscope.

EELS is a technique of choice to get local (even atomic level) chemical information from

nanostructures. In particular, a wealth of precise and accurate chemical information on

molybdenum oxides can be extracted from the conjugated analyses of the O-K and Mo-

M2,3 edges.[127] Figure 3.4a shows the EELS core-loss spectra of a 2D nanosheet taken

as a function of the irradiation time. The thickness of the corresponding nanosheet has

been estimated from the low-loss monochromated EELS spectra and is between 8 and
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Figure 3.4. a) EELS core-loss spectra of a 2D nanosheet showing the
Mo-M3 and the O-K edge. The spectra were taken as a function of the
irradiation time in the low-dose regime (dose = 432 μC/cm2.s). The inset
shows a magnified view of the spectra close to the O-K edge. The red arrow
highlights the shift to higher energy and the intensity decrease of the O-K
pre-peak. b) Energy difference between the maxima of the O-K edge pre-
peak and the maximum of the Mo-M3 edge as a function of the irradiation
time. c) Mo-M3/M2 intensity ratio as a function of the irradiation time. d)
O/Mo ratio as determined by EELS elemental quantification as a function
of the irradiation time. Reproduced with permission from [98].

10 nm. Figure 3.12 shows the carbon K-edge intensity does not increase with irradiation

time, indicating no significant carbon contribution to EELS spectra changes.

A variety of EELS results show that low-dose electron irradiation of MoO3 produces

substoichiometric MoO3–x. The O-K prepeak shift to higher energy (inset of Figure 3.4a
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indicates a lower oxidation state of the transition metal linked to the oxygen atoms.[128]

In accordance with reference [129], an increase in the difference between the O-K edge

and the Mo-M3 edge and an increase in the Mo-M3/M2 ratio both indicate a lower Mo-

oxidation state. Electron irradiation of the few-layer sample led to the expected reduction

in Mo oxidation state, as shown by the increasing values with irradiation time in Figure

3.4b,c. The decrease of the O-K edge integrated intensity with irradiation (inset of Figure

3.4a indicates oxygen loss. To quantify this process, the O/Mo ratio was derived by using

a pristine sample as reference to extract the k-factors (Figure 3.4d. The O/Mo ratio

decreases with the irradiation time and is equal to 2.6 and 2.2 after 5 and 60 min of

irradiation, respectively. It is important to note that the fine structures of the O-K edge

remain the same (except for the prepeak shift) during the whole experiment (inset of

Figure 3.4a and that they do not agree with the MoO2 or the MoO phases but correspond

to the MoO3 phase.[114, 129] These results confirm the creation of oxygen vacancies

induced by the electron-beam in the low-dose regime, rather than a phase transformation.

Figure 3.5a shows the low-loss EELS spectra taken with a monochromated electron-

beam on an unirradiated and an irradiated area (after 60 min) of the same nanosheet.

For comparison, a low-loss spectra of bulk α-MoO3 taken from reference [127] is also

displayed. The energy-loss structures of the unirradiated area match well with those of

bulk MoO3, with a key difference in the A structure energy (5.8 eV for few-layer and

6.9 eV for bulk), although we should be cautious about comparison of spectra recorded

with different microscopes. After 60 minutes of electron irradiation at low-dose, the low-

loss spectrum is only slightly modified, further discounting the possibility of a phase

transformation during low-dose irradiation. Both the unirradiated and irradiated low-loss
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spectra do not match the spectrum of MoO2. The A and P structure remain at the same

energy but another contribution on the left side of the B structure can be highlighted

(green arrow in Figure 3.5a. The B structure corresponds to a plasmon whose shape and

intensity are strongly influenced by the presence of interband transitions linked to oxygen

states.[127] The modification of the B structure could thus be due to the introduction of

oxygen vacancies in the 2D MoO3 nanosheet.

Finally, the bandgap was derived by performing a linear fit for the unirradiated and

irradiated areas (inset of Figure 3.5a and, for both cases, was found equal to 3.2 eV. This

result is important because it is in excellent agreement with experimental values for bulk

MoO3 [118] and thus confirms that the 2D nanostructuring of MoO3 does not significantly

alter the bandgap magnitude as highlighted by the present DFT calculations. It also

confirms recent theoretical findings showing that the introduction of vacancies in MoO3

does not alter the width of the bandgap but gives rise to gap states.[119] The analysis of

the core-loss and low-loss spectra thus highlights that electron irradiation at low-dose of

few-layer MoO3 leads to the creation of oxygen vacancies in the MoO3 network. These

vacancies are therefore responsible for the increase of the conductance observed during

the electrical measurements.

3.2.4. Mechanism of MoO3 reduction

The mechanism of the oxygen vacancy introduction is proposed to be the Knotek-Feibelman

mechanism for radiolysis, as depicted in Figure 3.5b. In this mechanism, the incident elec-

tron radiation creates an inner shell hole on the Mo site (Step 1 in the schematic). Next,

an electron from a nearby oxygen atom has an interatomic Auger decay to the Mo inner
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Figure 3.5. a) Low-loss EELS spectra taken from an unirradiated and an ir-
radiated area (after 60 min) of the same nanosheet. The spectra were taken
with the monochromator on (resolution 270 meV). For comparison the low-
loss EELS spectra taken from reference [127] is also given in blue (resolution
0.8 eV). The green arrow highlights the presence of another contribution in
the B structure for the irradiated area. The inset shows a magnified view
of the bandgap area. b) Schematic of Knotek-Feibelman mechanism at the
atomic and crystal length scales. Reproduced with permission from [98].

shell hole, and further Auger electrons are ejected from the oxygen atom (Step 2). At

the crystal level, neutral or positive oxygen atoms are then repelled by the surrounding

molybdenum atoms and are ejected from the surface (Step 3) until the sheet becomes

conductive enough to screen the oxygen ions.[130] The oxygen vacancy gives rise to n-

type doping behavior due to the presence of two leftover electrons per oxygen vacancy.
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The outlined mechanism aligns nicely with the transport data. Oxygen vacancies are in-

troduced, n-type doping the material to much higher currents until the MoO3 nanosheet

samples are sufficiently conducting to screen the oxygen atoms.

Figure 3.6. Oxygen vacancy formation energies as a function of Fermi
level. a) VO1, position O1 vacancy, where the oxygen vacancy leads to the
two donated electrons being localized on a single Mo center reducing it to
Mo4+. b) VO2, the doubly coordinated O2 vacancy leads to a polaron in
which the two excess electrons localize on two surrounding Mo atoms. c)
The triply coordinated O3 vacancy also leads to a bipolaron, forming two
Mo5+ sitting on opposite sides of the vacancy. Reproduced with permission
from [98].

It is instructive to consider which crystallographic oxygen positions are favored for

creating oxygen vacancies. DFT+U calculations were performed to calculate the energy

of formation of oxygen vacancies at the different crystallographic positions (O1, O2 and

O3 from Figure 3.1) in a monolayer, as shown in Figure 3.6. The figure shows for each

crystallographic vacancy position which resulting polaron, or a local polarization coupled

to an electron, is most stable as a function of Fermi level. More details on each polaron



74

condition (V0, V1+, V2+) are given in the Supporting Information. Our DFT+U calcu-

lations indicate that the terminal O1 oxygen has the smallest formation energy (Ef
VO1)

for all accessible Fermi levels and charge states. For the neutral case, these energies are

ordered such that Ef
VO1 < Ef

VO2 < Ef
VO3 with calculated values of 1.85, 2.19 and 3.20

eV, respectively. This trend is similar to previous calculations by Tahini et al. on the

bulk case, where the corresponding formation energies are 2.06, 2.86, 3.93 eV.[131] From

these values we see that VO1 has a lower vacancy formation energy in 2D form (compared

to bulk). During the reduction process, point defects should be favored by the terminal

O1 oxygens.

Combined, these results show that we can synthesize 2D MoO3 and controllably in-

troduce different levels of oxygen vacancies via the electron-beam, thereby tuning the

electronic properties of few-layer MoO3. This shows that few-layer MoO3–x can be uti-

lized as a functional electronic material in 2D form. Further, in-situ EELS studies and

accompanying mechanism give insight into the MoO3–x reduction process and correspond-

ing measurable signatures (transport, Raman modes, EELS spectra).

3.2.5. Conclusions

Recent reports have highlighted the ultra-high mobility and promising transport char-

acteristics of layered MoO3–x, but full exploration of the few-layer properties have been

hindered by the lack of a direct, vapor-phase growth. We report a facile PVD synthesis of

high-quality, few-layer MoO3 directly on SiO2/Si substrates, enabling study of its excit-

ing electronic properties. DFT+U calculations give insight into the electronic structure of

the 2D MoO3, showing that 2D confinement leads to a modest increase in bandgap. This
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modest increase is because the CBM and VBM are comprised of electronic states that are

largely screened from confinement effects. An electron-beam irradiation technique for in-

troducing dose-controlled amounts of oxygen vacancies into the few-layer MoO3, forming

n-type doped MoO3–x, is presented. Combining in-situ transport and TEM-EELS stud-

ies, we present a detailed structure-property relationship between the Mo-oxidation state

reduction and decreased resistance in few-layer MoO3–x. Few-layer MoO3–x transport

properties are reported for sheets down to trilayer thickness, the most 2D-like reported

hitherto. The n-type doping process is further correlated with Raman mode suppression.

Supporting these experimental results, a radiolysis-based reduction mechanism is devel-

oped in detail. DFT+U calculations inform which crystallographic oxygen positions are

most energetically favored during the oxygen vacancy introduction process in 2D MoO3.

Few-layer MoO3 shows enormous potential to be incorporated into 2D heterostructures

and devices. For example, 2D MoO3 could be used to hole-dope adjacent 2D materials,

lowering contact resistance and creating 2D p-n junctions.[2, 23, 124] These results lay

the groundwork and provide a simple synthesis to start investigations of integrating 2D

MoO3 into fully 2D heterostructures. This report provides an additional technique to

create sub-stoichiometric 2D MoO3–x to serve as an active n-type 2D material, and a

thorough understanding of the modifications induced by low-dose electron irradiation on

the local chemistry.
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3.3. Methods and Supporting Information

3.3.1. Methods

Synthesis: MoO3 sheets were grown in a 12 in Lindberg tube furnace. 50 mg of MoO3

purchased from Sigma Aldrich (99.99 %) was placed inside of an alumina boat in the hot

zone of a furnace within a 1 in silica tube. 300 nm SiO2/degenerately doped Si substrates

were placed downstream in a colder zone within the furnace (approx. 4 cm from center),

suspended on top of alumina boats. The chamber pressure was kept at 2.8 Torr with a

flow rate of 18 sccm of ultra-dry air serving as the carrier gas. The furnace was heated to

675 C over 25 min, then to 700 C over 5 min, before quenching by opening the furnace.

(S)TEM and EELS: Preliminary TEM studies were carried out using a JEOL 2100 micro-

scope at 200 kV. The influence of electron irradiation at low-dose on the local chemistry of

2D MoO3 was studied by using an FEI Titan Low-Base microscope operated at 80 kV and

equipped with a Cs probe corrector, a monochromator, an ultra-bright X-FEG electron

source and a Gatan Tridiem ESR 865 EELS spectrometer. The electron dose during elec-

tron irradiation was equal to 432 μC/cm2.s and the irradiation time was up to 60 minutes.

During irradiation, core-loss EELS spectra were collected in STEM mode, the energy res-

olution was 1 eV with a dispersion of 0.73 eV/pixel and the acquisition time was about 0.5

second/pixel (total acquisition time ~40 seconds). With this set-up, the convergence and

collection angles were 36 and 51 mrad, respectively. To increase the signal/noise ratio the

EELS spectra were recorded in spectrum image mode[132, 133] and the datasets were then

de-noised with the open-source program Hyperspy by using principal component analysis

routines.[132, 134] To minimize the systematic error from peak positions, the maximum of

~
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the Mo-M3 edges was first aligned to the same energy-loss (397.8 eV). Then, determina-

tion of the Mo-M3/M2 ratio and O/Mo elemental quantification were performed following

the methodology described in Lajaunie et al.[129] In particular, the determination of the

k-factors was done by using the unirradiated sample as reference and by using an energy

window of 15 eV as it yields the best precision for elemental quantification. Low-loss spec-

tra were also acquired on the same nanosheets with the monochromator on. In this case

the energy resolution was about 270 meV with a dispersion of 0.02 eV/pixel. The relative

thickness t/λ was calculated by using the Fourier-log algorithm.[135] For this purpose

a zero-loss peak (ZLP) taken in the vacuum in the same experimental conditions. The

absolute thickness was then determined by estimating λ with the modifed Iakoubovskii

formula which yielded a value of λ = 98 nm for α-MoO3.[135, 136] This method has been

shown to yield a reasonable estimation of absolute thickness.[127] After subtraction of the

ZLP, the bandgap was determined by using the linear fitting method which yields reli-

able results for monochromated spectra.[137, 138] The most representative spectra were

submitted to the EELS Database as references.[139]

Raman Spectroscopy: Raman spectra were taken on Horiba LabRAM HR Evolution.

Spectra were taken with a 532 nm excitation laser with a max power of 50 mW, with

neutral density filters at 0.1 % (5 min x 2). Backgrounds were fitted and subtracted to

highlight the key features.

In-Situ Transport: In situ electron-beam irradiation and transport measurements were

taken using a Kleindiek nanomanipulation system in a FEI Helios Nanolab SEM/FIB.

Electrical measurements were taken with a Keithley 4200 Semiconductor Characteriza-

tion System. Tungsten probes (Micromanipulator, model 7X) were coated with 100 nm
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Au to minimize contact resistance.

Theoretical Calculations:

DFT Calculations: We use periodic boundary conditions and a plane wave basis set as

implemented in the Vienna ab initio simulation package.[140] The total energies were nu-

merically converged to approximately 3meV/cation with spin-orbit coupling using a basis

set energy cutoff of 500 eV and dense k-meshes corresponding to 3000 per reciprocal atom

k-points in the Brillouin zone. Our theoretically relaxed Pnma MoO3 lattice constants are

respectively a=3.91 A, b=13.70 A, and c=3.69 A, which are in good agreement with the

experimental crystal structure (a = 3.96 A, b = 13.86 A, and c = 3.70 A)[141] and previous

calculations(a = 3.908 A, b = 13.831 A, and c = 3.694 A)[127] taking into account Van

der Waals forces by using the semi-empirical DFT-D2 method implemented in VASP.[142]

It is known that a dielectric crystal responds to the presence of an electron by exhibiting

a local lattice distortion to screen the electronic charge. This local distortion leads to

polarization coupled to an electron known as a small polaron if the extent of the lattice

distortion is on the order of a unit cell. DFT is known not to be able to correctly describe

polaronic states in oxides. We therefore resort to using DFT+U to correctly describe

the localized electronic states. The total energies and relaxed geometries were calculated

by DFT within the generalized gradient approximation of Perdew-Burke-Ernzerhfor the

exchange correlation functional with Projector Augmented Wave potentials.[143] The U

value was set to 6.3 eV based on the work by Coquet and Willock.[120]

Oxygen vacancy formation energy calculations: To calculate oxygen vacancy formation

energies, we consider various oxygen vacancies in monolayer configurations. In the mono-

layer structure, the 15 A vacuum is added in the cell to avoid slab interactions. As
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indicated above, an oxygen vacancy gives rise to n-type semiconducting behavior due to

the presence of two leftover electrons per oxygen vacancy. We consider various oxygen

vacancies coupled with different polaronic configurations. As shown in Fig3.1d, there are

three symmetrically inequivalent O sites in α-MoO3: a singly coordinated oxygen O1, a

doubly coordinated oxygen O2, and a triply coordinated oxygen O3. The removal of O1

leads to the localization of the two excess electrons on the neighboring Mo (Mo4+). This

defect can be viewed as a defect complex formed by a positively charged oxygen vacancy

(V2+
O ) and the two localized electrons on the Mo4+ ion leading to an overall neutral com-

plex. Vacancies on the two fold coordination O2 site leads to the creation of a bi-polaron,

in which two electrons are localized on two separate Mo5+ sites. These two Mo5+ ions lie

in the first and second coordination spheres relative to the vacant site, such that the two

Mo5+ ions are connected by an O ion. For the VO3, there are two possible polaron con-

figurations of two Mo5+. One is that two Mo5+ sitting on opposite sides of the vacancy,

and the other one with two Mo5+ occupying upward and downward sides of the vacancy.

By considering the vacancy and polaron configurations, the vacancy formation energy is

defined as Ef(V
q
O) = Etot(V

q
O) – Etot(pure) – 0.5Etot(O2) + q(EVBM + EF +4ε), where

Etot(V
q
O), Etot(pure) and Etot(O2) are respectively total energy of host material with

vacancy at different charged q state, total energy of pure host material, and total energy

of molecular O2. The oxygen correction is considered for the O chemical potential.[144]

EVBM is the energy of the top of the valence band, EF the Fermi level restricted to val-

ues in the band gap, and 4ε a factor that aligns the electrostatic potential to make the

average potential in a bulk like region to the defect-containing supercell the same as av-

erage potential of the defect-free supercell. By considering other charge states commonly
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adopted by VO, namely, the singly positive (V1+
O ) and doubly positive (V2+

O )charge states

and their dependence on the Fermi level within the band gap, we can identify regions of

stability of these charges. Figure 3.6 shows that, for O1, V1+
O1 (which acts as an electron

donor) dominates when the Fermi level lies in the lower half of the band gap while V0
O1

is favored when the Fermi level lies in the upper part of the band gap. The similar trend

are found in the other vacancies at O2 and O3 sites. The relative favorable V1+
O at certain

Fermi range indicates that these defects could donate an electron to the lattice.

Transport calculations: To calculate the electrical resistance we use the Boltzmann trans-

port equation in the framework of semiclassical transport theory.[145] A convenient general

way of describing the collisional term in the Boltzmann equation is to define a relaxation-

time n,k for an electron in a band n at wavevector k. Then, we obtain the following

expressions for the transport tensors as a function of the electron chemical potential (μ)

that depends on the doping level of the system in a semiconductor and of the temperature

T.

σij(T, μ) = e2
∫

–
dfμ(T,ε)

dε σij(ε)dε

Here dfμ/dε is the derivative of the Fermi-Dirac distribution function with respect to

the energy. Moreover, we have defined the above quantities in terms of the transport

distribution function, σij(ε) defined as

σij(ε) = 1
V

∑
n,k vi(n, k)vj(n, k)τn,kδ(ε – εn,k)dε

where the summation is over all bands n and over all the Brillouin zone εn,k, is the

energy for band n at k and vi(n, k) is the i-th component of the band velocity at (n, k)
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as given by vi(n, k) = 2π/hdεn,k/dki. Note that the value of chemical potential depends

on temperature and carrier concentration, then the transport tensors are also related to

temperature and concentration. The relaxation time in principle depends on the band

index and wavevector direction. In our case, we consider the relative resistance by taking

a reference resistance value of at the carrier concentration of 1 x 1015 cm–3 to avoid

relaxation time identification.

3.3.2. Supporting Figures

Figure 3.7. Model of low-pressure PVD growth set up. Reproduced with
permission from [98].
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Figure 3.8. Raman spectroscopy of few-layer MoO3. Full MoO3 Raman
spectra at a variety of thicknesses, inset of hydrated and B3g peak. Repro-
duced with permission from [98].
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Figure 3.9. a) Current-Voltage (I-V) curves in low-dose regime for a 5 nm
sheet. b) I-V curves at a number of doses for a trilayer (4 nm) MoO3 sheet.
Reproduced with permission from [98].

Figure 3.10. Current-Voltage measurement of electron beam exposed SiO2.
Even after a dose > 75,000 μC/cm2, the current is in the sub-nanoamp cur-
rent regime, suggesting minimal carbon contamination transport influence.
Reproduced with permission from [98].
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Figure 3.11. Relative resistance of few-layer sheets and Raman spec-
troscopy of 10 nm MoO3 sheets as function of dose. a) Relative resistance
of sheets, indexed to the most resistive 5 nm sheet with no exposure, b)
DFT-calculated relative resistance as a function of carrier concentration,
indexed to 1015/cm3 carrier concentration, c) full spectra of 10 nm sheets
at a number of dose levels, d) intensity of key MoO3 peaks as a function of
dose. Reproduced with permission from [98].
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Figure 3.12. EELS core loss spectra showing carbon K Edge. The C-
K edge does not increase with irradiation time, indicating no significant
carbon contribution to the sample analysis. Reproduced with permission
from [98].
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CHAPTER 4

Platform CVD synthesis of the 2D TMDs and their

heterostructures

4.1. CVD synthesis of the TMDs and their heterostructures

With their technologically-relevant band gaps, electron mobility, and optical responses,

the TMDs have emerged as an attractive class of materials to the 2D community. Led

by the work of Dr. Jeffrey Cain, we developed CVD syntheses to reliably produce high-

quality, large-area monolayer growths of MoS2, WS2, MoSe2, and WSe2. All of these

growths rely on the metal oxide-based CVD described in the introduction. A metal oxide

precursor (MoO3, WO3) is reacted in the vapor phase with a chalcogen vapor (S, Se) in

an inert environment to create TMD molecular units that are deposited as monolayers

on lower-temperature substrates. The CVD growths produce the TMD 2H phase with

direct bandgaps. In alignment with chalcogen bonding trends, the TMD sulfides are more

stable than the selenides. We found that the selenides (MoSe2, WSe2) require perylene-

3,4,9,10-tetracarboxylic acid tetra potassium salt (PTAS) seeding molecules to reliably

produce monolayer growth. In addition, the differing vapor pressure of the precursor or

chalcogen can have important experimental ramifications. Even small amounts of MoO3

were found to dominate WS2 growths, producing MoS2-WS2 heterostructures. Similarly,

small amounts of sulfur present alloy with the TMD selenides to produce ternary alloys
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of the form MoSe2–xSx. We took advantage of these precursor vapor pressure differences

to develop a suite of TMD heterostructures and alloys.

Inspired by the Time-Temperature-Transformation (TTT) diagrams of traditional

metallurgy, we developed a set of CVD principles and protocols to create complex struc-

tures: TMD heterostructures and alloys. Figure 4.1 shows the suite of heterostructures

and alloys we can fabricate for both the MoS2-WS2 and MoSe2-WSe2 systems. We can

directly grow vertical heterostructures (VH one TMD stacked on top of another), radial

heterostructures (RH one TMD grows laterally from the edges of the original TMD),

hybrid structures (HH a combination vertical and radial structure) and alloys of the

form MoxW1–xS2 and MoxW1–xSe. By making these complex structures synthetically-

accessible, we enabled the nature of inter-layer coupling and its impact on the heterostruc-

ture physics to be explored. Current studies are underway utilizing these structures to

characterize their resulting device properties.

4.2. Motivation for chemistry-based property engineering techniques

Despite these important advances, there are limits to what types of heterostructures

and electronic junctions can be achieved via CVD-based heterostructure syntheses. Due

to the high temperatures required for the vapor-phase reactions, only a few types of

heterostructures have been directly grown to date, and generally from two different TMDs

of the same dominant carrier. Further, substitutional doping techniques can lead to severe

lattice scattering, which can lower charge carrier mobilities and device performance.[146]

Similarly, the ability to pattern CVD growth has been limited. A few reports have been

able to seed or template the growth of TMDs, such as MoS2, but this type of templating
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Figure 4.1. Heterostructure morphologies a)-d) Crystal structure schemat-
ics and building block representations of heterostructures and alloys. MoS2,
WS2, and their alloy is represented by the blue, yellow and green building
blocks, respectively. e)-h) Optical images of sulfide VH, RH, HH, and alloy,
respectively. AFM of i) RH and j) HH. Figure courtesy of [49].

can only pattern the materials on the scale of dozens of microns.[147, 148] A better way

to engineer and pattern TMD properties in a precise fashion would enable a broad set of

new devices and physics to be explored.

To that end, I investigated two methods of utilizing chemical treatments to tailor

the properties of the TMDs. The first, utilizing lithium intercalation chemistry to incur

the 2H to 1T’ phase transition, degenerately n-type doping the material, proved to show

interesting physics but have significant challenges to reliability and scalability. These
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results are described in chapter 5. On a more promising note, we provide insights into a

reliable p-type doping process utilizing the charge transfer dopant AuCl3. As a surface

interaction, the doping process should introduce fewer lattice scattering sites. In addition,

we were able to develop a Polymer Pen Lithography (PPL) technique to precisely pattern

the p-type dopant deposition on a MoS2 monolayer. These results are described in chapter

6.
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CHAPTER 5

Property engineering: phase engineering MoSe2 via lithium

intercalation

Adapted from Eve D. Hanson, Laura M. Lilley, Jeffrey D. Cain, Shiqiang Hao, Edgar
Palacios, Koray Aydin, Chris Wolverton, Thomas J. Meade, Vinayak P. Dravid, Phase
Engineering and Optical Properties of 2D MoSe2: Promise and Pitfalls, Submitted, 2018.

This chapter explores using Li+ ions as an n-type dopant on CVD-grown monolayer

MoSe2 to incur a phase transformation. It highlights both the promise of the resulting

TMD 1T’ physics, as well as the challenges of utilizing intercalation chemistry to modify

monolayer TMD electronic properties for device applications (despite the hype in the 2D

community).

5.1. Introduction and Motivation

The monolayer transition metal dichalcogenides (TMDs) have garnered extensive sci-

entific interest due to their attractive electronic properties and potential suitability for

integrated circuit architectures.[149] In particular, the molybdenum and tungsten-based

TMDs have been extensively investigated due to their direct band gap in monolayer form

and compatibility with various chemical vapor deposition growth techniques.[2, 150–152]

The Mo and W-families of TMDs have a variety of crystalline phases. Figure 1.3 shows the

three different phases for MoSe2. The semiconducting 2H phase has a trigonal prismatic
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coordination. The metastable octahedral 1T phase has no bandgap and shows metal-

lic conduction. The metastable 1T’ phase is a distorted octahedral phase with a very

narrow bandgap, on the order of 0.1 eV and shows nearly metallic conduction.[153–157]

The lattice parameters for the 2H phase and the 1T’ phase are almost indistinguishable,

with the 2H parameters as a=3.29 A, c=12.93 A, and the 1T’ parameters a=3.29 A,

c=12.93 A.[158, 159] The 2H phase belongs to space group P63/mmc, no 194. The 1T

metallic phase is stabilized by electron donation, which is most often induced by lithium

intercalation.[160] Lithiation is commonly achieved via reaction with n-butyllithium (n-

BuLi), an extremely reactive organo-lithium reagent.[161] While promising, TMD-based

device performance, such as those made from monolayers MoS2 and MoSe2, has been

hindered by the prohibitively high contact resistance due to significant Schottky bar-

rier formation with traditional contact metals such as gold.[162] Recent excitement in

the community has been driven by a potential breakthrough in this contact resistance

issue: phase engineering the TMD system into a two-phase heterostructure to improve

transport characteristics.[59–61, 156, 163–166] In these reports, polymer masks (specifi-

cally PMMA) are used to control exposure to n-BuLi, resulting in the phase transition

to the metastable 1T’ phase in defined locations. This process can be used to create

metallic 1T’ contacts that have been shown to lower contact resistance and thus improve

transport characteristics.[59] This behavior has been shown in the MoS2 and WSe2 sys-

tem, both via conversion with n-BuLi.[59, 161] To our knowledge, however, the on-chip

MoSe2 monolayer conversion process has not been explored. Based on theoretical calcula-

tions, the MoSe2 1T’ phase should be more energetically accessible than in the canonical

MoS2 system.[167] Combined with the smaller bandgap of MoSe2 (~1.55 eV), MoSe2 is

~
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a promising candidate for on-chip phase engineering. We report the first on-chip 2H to

1T’ transformation of monolayer MoSe2 on both SiO2 and sapphire substrates. Our find-

ings show 1T’-MoSe2 having improved transparency (higher transmission in the visible

wavelength range) despite increased number of metallic states, due to lithiation induced

changes to the MoSe2 band structure. These property changes indicate the electron do-

nation based optoelectronic tunability of the monolayer transition metal dichalcogenides

with potential applications in light harvesting and transparent electrodes. However, in

order for n-BuLi 2H/1T’ phase engineered contacts to be useful for electronics, the on-chip

phase engineering must be robust and stable as well as consistent and reproducible. We

find that the n-BuLi is an extremely difficult reagent to control, and have manifest doubts

about reliability. We explore these challenges with both experimental measurements and

theoretical calculations in the following contribution. We believe this underscores signif-

icant and practical challenges associated with n-BuLi-based phase engineering’s broader

applicability in the 2D electronics field.

5.2. Results and Discussion

Monolayer MoSe2 was grown using a chemical vapor deposition technique on 300 nm

SiO2/Si substrates. Figure 5.1 a, b, and c, shows an as-grown monolayer sheet. Atomic

force microscopy (AFM, figure 5.1c confirms the monolayer nature, while scanning electron

microscopy (SEM, figure 5.1a and optical microscopy (figure 5.1b show that the sheet is

continuous with no obvious defects or cracks. To induce the phase transformation, the

monolayer sheets were then exposed to n-BuLi in hexane for 12 hours using standard air-

free Schlenk line chemistry techniques. After exposure, SEM (figure 5.1d and AFM (figure
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5.1f images show the same flake is intact, though some minor organic debris remain atop

the sheet and surrounding area. Figure 5.1e shows that the flake is no longer easily visible

in optical microscopy. We conducted the n-BuLi based transformation more than ten

times, with consistent transformation shown, but with some instances showing exfoliation

of the monolayers from the substrate.
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Figure 5.1. a) SEM image, b) optical image, c) AFM image of 2H MoSe2
monolayer on SiO2/Si substrate, d) SEM image, e) optical image, f) AFM
image of the same MoSe2 monolayer on SiO2/Si substrate after 12-hour
n-BuLi exposure leading to 1T’ phase conversion.

X-ray photoelectron spectroscopy (XPS) has been shown to reliably measure the 2H

to 1T’ phase conversion in the TMDs.[64] We employed XPS to investigate the 2H to

1T’ conversion in the MoSe2 sheets. Our system was calibrated using the carbon C-C

peak (binding energy 284.6 eV). Figure 5.2a shows the Mo 3d spectra of the 2H MoSe2

monolayers. The 2H binding energy peak positions agree with the literature and show no
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obvious signs of oxidation.[161, 168] Figure 5.2c shows the Mo 3d spectra after conversion.

The XPS peak fitting shows that the monolayer sheets are predominantly the 1T’ phase

(green fitted peaks), with smaller contributions from the 2H phase (blue fitted peaks) and

from the oxidized Mo6+ state (grey fitted peaks). Previous reports have shown that the

n-BuLi conversion creates an in-plane heterostructure of these quilted phases, but that

the transport properties are dominated by the 1T’ metallic properties.[169] The same

analysis was applied to the Se 3d spectra (figures 5.2b and 5.2d pre and post respectively)

with results in strong agreement with the Mo 3d spectra. After n-BuLi exposure, the Se

3d spectra shows a predominately 1T’ phase (green fitted peaks) with smaller 2H and

oxidized contributions (blue and gray peaks).[168] The survey scans pre (figure 5.7a and

post (5.7b n-BuLi exposure are also included in the supporting information for reference,

and show the presence of the Si substrate, carbon, and oxygen.

Raman analysis also confirms the 1T’ transformation across both SiO2 and sapphire

substrates. On the SiO2 substrate before conversion (figure 5.3a, the monolayer MoSe2

sheets show the characteristic 2H Raman modes. We observe Raman signatures of the

1T’ phase after conversion. In multilayer MoSe2 sheets, we see that a variety of signature

1T’ J Raman modes emerge. The J modes are attributed to the 2ao x ao superlattice

structure of the distorted 1T’ phase.[170] This includes the J1 in-plane shearing mode,

the J2 mode which relates to the distance between zig zag chains, and the J3 mode which

represents stretching in the zig zag chain with a small out of plane component.[168, 171]

For multilayer MoSe2 on SiO2, we observe the three J 1T’ modes, as well as shifted A1g,

E1g and E1
2g peak positions consistent with prior reports on multilayer 1T’ MoSe2.[168,

172] We observe that the 1T’ conversion largely suppresses the Raman modes of the
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Figure 5.2. XPS characterization of MoSe2 monolayers before and after 1T’
conversion. a)Mo 3d spectra and b) Se 3d before n-BuLi exposure. c) Mo
3d, and d) Se 3d after n-BuLi exposure.

monolayer MoSe2 on SiO2, but still observe the shifted A1g peak and a small J3 peak.[61]

This same Raman analysis was undertaken on MoSe2 grown on sapphire (figure 5.3c.

Before conversion, the monolayer 2H MoSe2 on sapphire shows the characteristic A1g

and E1
2g modes.[168] After conversion, the multilayer MoSe2 indicates the emergence of

the J1 and J3 1T’ peaks in addition to the A1g peak and broadened E1
2g peaks. After

conversion, the monolayer MoSe2 Raman peaks are largely suppressed, but we observe
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the shifted A1g peak characteristic of the 1T’ phase conversion. 1T’ phase conversion is

also affirmed by photoluminescence (PL) analysis for both substrates (figures 5.3b and

5.3d. Before conversion, the monolayer 2H MoSe2 shows a bandgap of ~1.52 eV on SiO2

and ~1.55 eV on sapphire, consistent with literature.[173] After conversion, the monolayer

PL is suppressed across both substrates, in accordance with the near-metallic nature of

1T’ MoSe2.[167]

We also observe transport ramifications of the 2H to 1T’conversion. Figure S5.8 shows

current-voltage curves through the 2H and 1T’ films. Due to device fabrication difficul-

ties, measurements were taken with gold probes directly in contact with the multilayer

films (high contact resistance). Despite poor Schottky contacts and high contact resis-

tance lowering the overall current densities, we still observe a two order of magnitude

higher drain current for the 1T’ film vs. the 2H at equivalent source-drain gate voltage,

indicating increased carrier density as a function of lithium intercalation and 1T’ band

structure changes. Transmission and reflection measurements were conducted on both

SiO2 and sapphire substrates. Transmission spectra were taken of MoSe2 grown on sap-

phire both before and after 1T’ conversion (figure 5.4a. The 2H monolayer MoSe2 (in red)

shows absorption peaks corresponding to the A exciton (~810 nm) and B exciton (~708

nm).[174] For the 1T’ phase, these peaks disappear, in line with the near metallic band

structure.[156] The 1T’ monolayers also have greater optical transparency (higher trans-

mission in the visible wavelength range) than the 2H phase. The 2H monolayer TMDs

have anomalously high absorption, due to band nesting and Van Hove singularities in the

density of states leading to a high optical conductivity and absorption.[175] DFT calcu-

lations on the related MoS2 system have shown that lithium intercalation disrupts these

~
~
~
~
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Figure 5.3. Raman and PL analysis of n-BuLi 1T’ MoSe2 conversion on
both SiO2 and sapphire substrates. a) shows the Raman signatures of a
representative monolayer 2H sample before transformation, the resultant
monolayer 1T’ sample after transformation, and a representative 1T’ mul-
tilayer sample after transformation, all on an SiO2 substrate. b) shows the
PL of a representative monolayer MoSe2 sample before and after the 1T’
transformation on SiO2. c) shows the Raman signatures of a representative
monolayer 2H sample on sapphire before and after 1T’ transformation, as
well as a multilayer MoSe2 sample on sapphire after 1T’ transformation. d)
shows the PL of a representative MoSe2 monolayer on sapphire before and
after 1T’ transformation.

features; accordingly, the absorption is lower in the lithium-intercalated 1T’ phase.[176]

Reflection measurements were taken on MoSe2 sheets of the 2H and 1T’ phases. Figure
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5.4b shows the reflection spectra normalized by the reference SiO2 substrate. In alignment

with the optical images in figure 5.1, the reflection spectra show that the 1T’ reflection is

very similar to the SiO2 substrate reflection profile, while the 2H phase shows a distinct

reflection profile. This is a numerical representation of the reduced optical contrast of

the monolayer sheet on the 300 nm SiO2/Si substrate. Based on analysis using Fres-

nel’s law (see Supporting Information for details) we surmise that the changing reflection

optical contrast is a function of a change in the complex refractive index with the 1T’

conversion.[112] All of these results show that interesting optical and electrical property

changes result from the 2H to 1T’ phase conversion.

Reflection on SiO2 SubstratesTransmission on Sapphire Substratesa) b)

Z

Figure 5.4. Transmission and reflection characterization of the MoSe2 2H
and 1T’ phases. a) shows the transmission spectra of MoSe2 monolayers on
sapphire substrates before and after transformation while b) shows the re-
flection spectra of MoSe2 monolayers on SiO2 substrates normalized to the
SiO2 spectra before and after transformation. The 1T’ monolayer MoSe2
exhibits higher transparency than the 2H phase. Similarly, the 1T’ mono-
layer shows lower reflection compared to the SiO2 substrate than the 2H
phase, indicating a refractive index change with phase transformation.
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However, there are underlying practical difficulties to patterning the monolayer 1T’

phase. We have investigated the theoretical and experimental challenges of the n-BuLi

phase conversion via a number of techniques. Figure 5.5 shows DFT calculations of the

various energetics incurred by lithium association with the MoSe2 sheet. We consider

three conditions: a) no lithium present, b) lithium absorbed on one side of the sheet, and

c) lithium absorbed on both sides of the sheet. The 2H phase energy was set as the zero

point, and the relative energies of the 1T and 1T’ forms are presented. Based on the

recent literature, we consider that the 2H phase goes through a 1T phase intermediate

in order to transform to the 1T’ phase.[177, 178] Across all three cases we see that the

distorted 1T’ octahedral phase is more energetically favorable than the 1T octahedral

phase. With no lithium present (case a), the 2H phase is the most thermodynamically

stable, consistent with prior literature and calculations.[161, 167] With lithium only on the

top side of the sheet (case b), we calculate that there is no energetic benefit to conversion

to the 1T phase intermediate. As a result, there should be little conversion to the 1T

phase, and little, and extremely slow conversion to the 1T’. It is only when lithium is

present on both sides of the monolayer (case c), that there is a strong thermodynamic

driving force to drive the conversion to the 1T phase, and 1T’ phase as a result. In

case c, the 1T phase is lower in energy than the 2H phase by 0.54 eV, indicating ready

conversion. As the 1T’ phase is 0.2 eV lower in energy than the 1T phase, there is a

driving force for the 1T phase to convert to the 1T’ phase. This suggests that lithium

should intercalate to both sides of the monolayer, in this case between the monolayer

and the substrate, in order for measurable conversion to occur. This helps explain the

long reaction time required for the conversion (12 hours), as well as the instability of



100

the converted sheets. We observe that the monolayer sheets are often exfoliated off the

substrate. Across monolayer lithiated sheets, we also observe a height increase of almost

2 nm (shown in Figure 5.1), indicative of lithium intercalation and possible decoupling

from the substrate. Altogether, this evidence suggests that lithium intercalates under the

monolayer sheet.

Figure 5.5. DFT calculations of Li configurations on the MoSe2 monolayer
showing lithium intercalation-based changes in the thermodynamic driving
force for 1T’ transformation. Calculations show the energy differences be-
tween the 2H phase, the configuration transition phase, the 1T phase and
the 1T’ phase. a) Shows the case with no additional lithium (energies in
eV/supercell) b) shows the case with lithium coordinated on top of the
monolayer (energies in eV/Li) while c) shows the case with lithium on both
sides of the monolayer (energies in eV/Li). Case c) shows a strong thermo-
dynamic driving force for transformation to the 1T’ phase.
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Previous reports have touted the ability to controllably pattern n-BuLi-based 1T’

transformations; our theoretical and experimental results indicate that, while possible,

this approach is unreliable. Similar to previous reports, we used a PMMA mask to selec-

tively expose regions of the MoSe2 sheet to the n-BuLi solution.[59, 61] Experimentally,

the kinetics of the patterned exposed regions differ from bulk substrate exposure. When

using the same 12 hour protocol that was necessary to incur full transformation on mono-

layer MoSe2 films, we observed that patterned exposed regions were destroyed. Figure 5.6a

shows a SEM image of one such area after a 12 hour exposure protocol. Inside the exposed

trench (denoted by red lines) the monolayer flakes are no longer intact. Figure 5.6b shows

a patterned region after a 4 hour exposure protocol. Even with a short 4 hour exposure,

we observe that large exposed regions are destroyed, as confirmed by SEM. Figure 5.6c

shows a large area monolayer that was patterned with dots and received a 4-hour n-BuLi

treatment. We compare a larger dot (figure 5.6d, blue square) with a smaller dot (figure

5.6e, green square). Figure 5.6d and 5.6e show triangular shapes; these are nuclei forming

of a second layer. Based on inspection of the secondary electron image contrast (figure

5.6e, it appears that the smaller exposed areas are intact while the larger dot area (figure

5.6d is destroyed. These varying results within a single monolayer sheet indicate inhomo-

geneity in the transformation kinetics. We observed inhomogeneity across four patterning

attempts. We hypothesize these differences are due to the fluid dynamic-induced inho-

mogeneity in local concentration gradients of the n-BuLi solution, as local concentration

differences would lead to differing transformation kinetics and resulting transformation

times. Further experiments would be required to prove this concretely. Together, these
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results point to significant challenges to using patterned exposure of n-BuLi to create

patterned devices for electronics, particularly at scale.

c) d)

3 μm

100 μm 10 μm 10 μm

e)

b)5 μma)

Figure 5.6. SEM images of n-BuLi patterning of MoSe2. a) shows a
trench that was exposed to a 12 hour n-BuLi treatment. All of the MoSe2
monolayers inside the trench (trench denoted by red dotted lines) were
destroyed. b) shows a circle that was exposed to a 4 hour n-BuLi treatment.
Even with just a 4 hour treatment, the exposed area was destroyed. c)
shows a large area monolayer film that was patterned with dots; dots were
preferentially exposed to a 4 hour n-BuLi treatment. d) shows the region
highlighted in blue while e) shows the region highlighted in green. In d) the
hole shows tearing while in e) the exposed area appears intact based on the
secondary electron contrast.

Across the experimental and theoretical results, we observe that while monolayer

on-chip 2H to 1T’ conversion is possible in the MoSe2 system and presents promising

optoelectronic properties, the high reactivity and changing concentration gradients of n-

BuLi present challenges to reliability. DFT and experimental results indicate inherent
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challenges to monolayer stability, due to the intercalation of lithium between the mono-

layer and the substrate. Finally, the metastable nature of the 1T’ phase suggests that

phase-engineered 1T’ devices would be short-lived, even in protected environments.

Recent reports have touted phase engineering 1T’ phase contacts as a promising av-

enue for lowering contact resistance for TMD-based integrated circuits. However, this

approach has not been shown for monolayer MoSe2, and too little attention has been paid

to the challenges facing the reliability and reproducibility of this approach. We address

both of these deficiencies in the literature. First, we show the successful on-chip transfor-

mation of 2H MoSe2 to 1T’ MoSe2 via n-BuLi exposure. The transformation is confirmed

via XPS, Raman, transport and PL analysis. The transformation is shown on both SiO2

and sapphire substrates. We also highlight resultant 1T’ transformation-driven optical

properties changes. The 1T’ phase shows higher transparency in the transmission spectra,

indicating band structure changes with lithium intercalation. The 1T’ phase also shows

reflection spectra more like that of the 300 nm SiO2/Si substrate than the 2H phase,

indicating a complex refractive index change. However, there are challenges to harnessing

these promising optical properties. DFT calculations suggest that Li+ should diffuse to

both sides of the MoSe2 monolayer to induce a strong thermodynamic driving force for

the 1T’ phase transition. This helps explain the long transformation time required, low

stability, and low yield of the on-chip 1T’ monolayer transformation. There are additional

challenges to n-BuLi-based phase engineering; we observe inconsistent patterning results

due to inhomogeneous kinetics of the n-BuLi reaction, even within a single monolayer

sheet. Further, the 1T’ phase is inherently metastable, and should transform back to the

2H phase over time. These characteristics together challenge the vision of a wafer-scale
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patterned 2H/1T’ TMD-based integrated circuit. As a result, further investigations of

the MoSe2 1T’ phase should focus on its intriguing physical properties. Our results indi-

cate the 2D community should approach using n-BuLi-induced 1T’ phase transformations

for TMD contact resistance reduction with caution, and that other strategies to reduce

TMD contact resistance may be more fruitful. It also suggests that researchers should

explore other doping techniques, such as the charge transfer investigations described in

the following chapter.

5.3. Methods and Supporting Information

5.3.1. Methods

CVD growth: MoO3 powder (< 1 mg) is spread onto a substrate and placed in the

center of a 1” tube furnace. A small amount of the seeding molecule perylene-3,4,9,10-

tetracarboxylic acid tetra potassium salt (PTAS) was applied to the substrate and dried

at 50 C on a hot plate. It was found that the seed molecule reservoir was needed to achieve

MoSe2 growth. A larger substrate was then suspended 2 mm above the first substrate;

the suspended substrate serves as the primary deposition substrate. An alumina boat

filled with 500 mg of Se powder was placed ~3 in upstream from the hot center substrate.

190 sccm of high-purity argon served as a carrier gas, with the introduction of H2 during

growth to aid the reduction process. The time-temperature profile was as follows: 20 C

to 800 C over 18 min, turn on the 5 sccm of H2 at 675 C to start the reduction process,

hold growth at 800 C for 15 min, turn off H2, cool naturally to room temperature. The

furnace was left to cool overnight, and purged with higher flows of argon, to ensure that

no H2Se (an extremely toxic gas) remained in the system.

~
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n-butyllithium conversion: MoSe2 on SiO2 or sapphire substrates were exposed to n-BuLi

to cause the 2H to 1T’ conversion using standard air-free Schlenk line techniques to ensure

that no water or air was introduced. The chips were exposed to 1.6 M n-BuLi hexane

solution for 12 hours under an argon atmosphere at room temperature. After 12 hours

the n-BuLi was cannulated into a quench solution of 1:1 isopropanol (IPA)/hexane at 0 C.

While maintaining an argon atmosphere, each substrate was rinsed 3 times with hexane,

exposed to air and rinsed further with IPA to remove any salts. Each substrate was then

dried under a stream of argon and returned to an inert atmosphere.

Raman and PL analysis: Raman and photoluminescence spectra were taken on Horiba

LabRAM HR Evolution (at room temperature). Raman spectra were taken with a 532

nm excitation laser with a max power of 50 mW, with neutral density filters at 1% (1

min x 4). PL spectra were taken with a 532 nm excitation laser with an acquisition time

of 1s and neutral density filters at 1%.

XPS: Spectra were obtained with monochromated Al K-alpha radiation with a 500 μm

aperture at room temperature. For Mo spectra, 3d5/2 and 3d3/2 doublets were constrained

to the same FWHM, the 3d3/2 energy was constrained to 3.15 eV higher than the 3d5/2

peak, and to the 63% area ratio. For Se spectra, the 3d3/2 energy was constrained to 0.85

eV higher than the 3d5/2 peak, to a 73.5% area ratio, and to the same FWHM.

Transmission and reflection measurements: The transmission and reflection measure-

ments were made using a broadband halogen light source coupled through a Nikon in-

verted microscope at room temperature. In transmission mode, the incident light is shined

on the backside of the sample using a 1x objective and collected from the front side of the

sample using a 100x objective with NA=0.9. In reflection mode, both transmission and
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reflected light travel through the 100x objective. Collected light is then spatially filtered

through a physical slit and CCD binning on an Andor 303mm focal length spectrometer

with an Andor Newton electron multiplication charge-coupled device (EM-CCD) detec-

tor.

Density Functional Theory Calculations: We use density functional theory within the

generalized gradient approximation, periodic boundary conditions, and plane wave basis

set as implemented in the Viennaab initiosimulation package to obtain the relaxed atomic

geometries of the systems and their total energies.[179–181] All the calculations are based

on a monolayer slab of MoSe2 with 15 A of vacuum as the spacing layer between the

slab and its periodic image. Projector augmented wave potentials have been used for

each species, where the 4p states of Mo and the 1s states of Li are treated as valence

states.[182, 183] To simplify the calculations, we consider the full coverage of Li on the

top site of Mo atoms in the 1x1 conventional cell of MoSe2containing 6 atoms. The nudged

elastic band method is applied for finding the energy barriers of configuration transition

from 2H to 1T.[184] All the atomic positions are relaxed until the forces exerted on the

active atoms are less than 0.05 eV/A.

Fresnel’s Law Analysis: Using Fresnel law, optical contrast can be defined as:

Optical contrast = (Iflake – Isubstrate)/(Iflake + Isubstrate)

where I represents the reflected intensity. In line with reference [112]

I = [r01ei(Φ1+Φ2)+r12e–i(Φ1–Φ2)+r23e–i(Φ1+Φ2)+ r01r12r23e
i(Φ1–Φ2)

2

ei(Φ1+Φ2)
+r01r12e–i(Φ1–Φ2)+

r01r23e–i(Φ1+Φ2) + r12r23e–i(Φ1–Φ2)]2



107

rij = (ni – nj)/(ni + nj)

Φi = 2πnidi/λ

With subindices 0, 1, 2, and 3 referring to air, monolayer, SiO2, and Si respectively.

ni is the complex refractive index, di is the thickness of the medium i, λ is the wavelength,

and rij and Φi do not have direct physical interpretations.[112]

With the 2H to 1T’ conversion, the refractive indices for air and substrate remain

constant, leaving the only independent variable the MoSe2 monolayer refractive index.

As a result, we surmise that the changing reflection optical contrast is a function of a

change in the complex refractive index with the 1T’ conversion.

5.3.2. Supporting Figures

Figure 5.7. XPS survey scans of MoSe2 monolayers before and after 1T’
conversion. a) Survey scan before and b) survey scan after n-BuLi exposure,
corresponding to XPS data presented in figure 5.2.
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Figure 5.8. Current-voltage characterization of 2H and 1T’ MoSe2 films.
a) shows the current-voltage behavior of multilayer 2H MoSe2 before trans-
formation, while b) shows the current-voltage behavior of multilayer films
both before and after transformation.
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CHAPTER 6

Property engineering: p-type MoS2 via charge transfer doping

This chapter is based on work by Eve D. Hanson, Jingshan Du, Teodor Stanev, Akshay
Murthy, Laura M. Lilley, Yuan Li, Fernando Castro, Thomas J. Meade, Nathaniel Stern,
Chad Mirkin, and Vinayak P. Dravid.

This chapter explores the promising avenue of charge transfer doping as a technique

to exert property control over the monolayer TMD systems.

6.1. Introduction and Motivation

Integration of the two-dimensional transition metal dichalcogenides into more complex

electronics has been hindered by the lack of reliable doping techniques. Molybdenum disul-

fide, the extensively studied 2D TMD, is challenging to p-type dope. MoS2 is intrinsically

an n-type material. In addition, sulfur vacancies serve as electron donors to surrounding

Mo atoms.[185] The common practice of using elemental materials as contacts further

enhances this n-type behavior, due to Fermi level pinning at the metal-semiconductor

interface limiting the ability to hole-dope the material via gating techniques.[73, 185–

188] Traditional doping approaches are challenging to apply to a fundamental monolayer,

as there are fewer available dopant sites without disrupting the lattice. A few recent ap-

proaches have shown progress in forming MoS2 p-type field effect transistors (PFETs), but

with significant limitations. For example, MoS2 has been doped with Nb, but this requires

mechanical exfoliation, is not well controllable, and shows high off currents.[55] Thin-film
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MoOx has been used as a high work function contact and hole dopant, but required high-

vacuum deposition conditions and was only shown with near-bulk MoS2 samples.[23] In

contrast, chemical doping is a promising approach for doping low-dimensional materials,

and only recently has received attention for the transition metal dichalcogenides.[189, 190]

Monolayer materials are all surface, thus susceptible to charge transfer surface doping tech-

niques. Recent reports have shown highly controllable, high-performance PFET devices

utilizing the p-type charge transfer dopant AuCl3.[71–73]

AuCl3 has previously been used to create Au nanoparticles on the surface of MoS2 in

aqueous suspensions in order to create composite structures with synergistic functional

properties. Zou et al. show the composite structures can be used for sensing of a variety

of biologically-relevant chemicals (dopamine, ascorbic acid, uric acid), Kim et al. show

that the composite structures have enhanced electrocatalytic activity, and Su et al. report

enhanced surface enhanced Raman scattering (SERS) activity.[191–193]

Recent reports have focused on electronic property changes. Liu et al. reported a

CMOS inverter comprised of the intrinsic MoS2 n-type field effect transistor (NFET)

combined with a AuCl3-doped multilayer PFET, as well as precise tunability of the p-

type doping level, tunable by both the AuCl3 concentration and annealing time.[73] Li et

al. show an ultra-thin MoS2 p-n junction utilizing the AuCl3 p-type dopant.[72] However,

across all of these exciting reports of multilayer MoS2 systems, the chemical, structural,

and oxidation state changes incurred by the AuCl3 p-type doping process are not well

understood, particularly at the surface. Most reports have represented the doping process

as a black box, yet there are complex structural and chemical changes at play.



111

In this chapter, we provide a detailed study of the structural and chemical changes

that accompany the AuCl3 redox reaction-based MoS2 p-type doping at the all-surface,

monolayer limit. We provide a proposed coordination geometry of the Au3+ and detailed

structural information about the resultant gold nanoparticle (Au NP) formation across

a variety of characterization techniques. We show XPS and transport data to confirm

the p-type doping process. Low-temperature photoluminescence (low-T PL) measure-

ments give insight into the unique light-matter interactions of this system. Our low-T

PL measurements provide optical evidence of the p-type doping process at the monolayer

limit.

MoS2 electronics have also been hindered by the lack of controlled doping and sen-

sitization. Precise patterning is required to make devices at scale. We present a new

patterning technique to control the AuCl3 deposition. We utilize polymer pen lithog-

raphy (PPL), a facile, direct patterning technique to pattern the AuCl3 p-type doping

treatment. PPL is a low-cost, high-throughput scanning probe patterning technique that

uses an array of soft elastomeric tips to directly write chemical inks onto the surface of a

substrate.[194] We utilize AuCl3 dissolved in nitromethane as a chemical ink to directly

write the redox reaction onto the MoS2 monolayer surface. We show structural and chem-

ical characterization of the patterned dopant, to highlight both the Au nanoparticle and

Au3+ ion transfer. This patterning could potentially be used to make p-n junctions at

scale as well as to functionalize MoS2 with a variety of chemical treatments. We highlight

the wide applicability of the PPL approach to the 2D community.
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6.2. Results and Discussion

Figure 6.1 shows a schematic of the monolayer MoS2-AuCl3 redox reaction. AuCl3 is

a strong oxidizing agent, and has been used as a p-type dopant with both graphene and

carbon nanotubes.[68–70] AuCl3 is a good candidate for charge transfer doping MoS2, due

to the strong affinity between the Au3+ ion and the terminating sulfur on the monolayer

MoS2. In line with the analysis by Kim et al., AuCl3 has a strong reduction potential

relative to MoS2.[192] The potential of AuCl–4 is 1 V vs. the standard hydrogen electrode

(4.5 eV work function) giving an implied work function of ~5.5 eV, compared to the 5.2

eV fermi level of monolayer MoS2. This energy difference provides an electrochemical

driving force for the redox reaction and p-type doping.[192, 195–197]

The overall reaction is a reduction-oxidation reaction, where the Au3+ ion in solu-

tion is reduced to form Au0 nanoparticles (NPs) on the MoS2 surface, and the MoS2

layer is oxidized (electrons removed) to form a positively charged MoS2 layer. Dis-

solved in nitromethane (CH3NO2), AuCl3 disproportionates to form a square planar

[AuCl–4] (Au3+) complex and [AuCl2–] (Au1+), due to the weak ligand donor proper-

ties of CH3NO2.[198] Au3+ is a highly reactive, 16 e– system that undergoes associative

reaction mechanisms where the intermediate is a 5-coordinate species, particularly with

sulfur donor atoms.[199, 200]

Based on the literature, we propose a Au3+ center coordinates with a sulfur atom on

the surface of the MoS2 and subsequently undergoes ligand dissociation and reduction to

Au0, nucleating Au NP formation. Figure 6.1 shows this associative reaction mechanism,

[AuCl–4] associates with a sulfur atom on the MoS2 surface serving as a fifth ligand,

generating a reactive intermediate. A redox process then occurs at the surface reducing

~
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the Au3+ to a Au0 center, leaving the MoS2 positively charged and nucleating Au0 NP

formation. Previous study on AuCl3-S systems have suggested a chloride bridged electron

transfer.[201]

Figure 6.1. Proposed Au NP nucleation mechanism on MoS2 surface.
AuCl3 dissolved in anhydrous CH3NO2 undergoes ligand dissociation and
reduction on the MoS2 surface nucleating Au NP formation. MoS2 structure
where the Mo and S are represented by purple and yellow spheres, respec-
tively.

6.2.1. Chemical, structural, and optical changes with AuCl3 treatment

AuCl3 serves as a strong redox agent that induces p-type doping in the MoS2 monolayer

and complex structural and chemical changes. Figure 6.2 shows the characterization of

MoS2 monolayers after 5 mM AuCl3 treatment. In accordance with previous reports, the

monolayers were spincoated with a 5 mM AuCl3 solution in nitromethane. More details

are given in the methods section. Figure 6.2a shows a transmission electron micrograph

of a monolayer MoS2 film with Au NPs on the surface. Based on our TEM analysis, we

observe that the AuCl3 treatment leads to a distribution of Au NPs from ~10 nm to ~150

nm in size. Figure 6.2b shows a higher magnification TEM image. The film is dotted with

~
~
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smaller Au NP ( ~10 nm). There is additional strain contrast and PMMA residue. Figure

6.2c shows a higher magnification image of one of the larger Au NPs. We observe that the

particle shows dendritic-like features, indicating anisotropic Au NP growth that produces

polycrystalline NPs. Figure 6.7 shows the diffraction patterns of the MoS2 film before

and after AuCl3 treatment. Before AuCl3 treatment, the native MoS2 diffraction can be

indexed to the hexagonal MoS2 symmetry along the [001] and P63/mmc space group.

After treatment, the diffraction pattern can be indexed to both the MoS2 monolayer and

the Au (111), (200), and (220) planes. Figure 6.2c and 6.2d show a different monolayer

with the AuCl3 spincoat treatment. The SEM and AFM images indicate that there are

generally larger nanoparticles on the scale of ~50 nm, surrounded by smaller Au NPs on

the order of ~10 nm. Given the random nature of a spincoating process, there is variation

in the nanoparticle size from sample to sample. The underlying MoS2 does not show

any obvious cracks, pits, or signs of damage. Together, these results show that the 5

mM AuCl3 treatment can be safely applied without damaging the MoS2 monolayer and

that the redox reaction produces a distribution of Au NP sizes. High-resolution TEM

studies could be further undertaken to explore possible defects introduced by the AuCl3

treatment.

XPS analysis and transport measurements can be used to probe the p-type doping

process. Figure 6.3a shows a gate-sweep transport characterization of the same MoS2

monolayer device before and after AuCl3 treatment. We observe a majority n-type to

majority p-type transport change as a function of 5 mM AuCl3 treatment. This is indi-

cated by the change in source-drain current behavior with applied gate; before treatment

positive gate bias leads to a large increase in IDS due to increasing carrier concentration in

~
~
~


115

Figure 6.2. Characterization of MoS2 monolayers after AuCl3 treatment.
a) shows a TEM micrograph of a MoS2 monolayer on a lacey carbon TEM
grid that has been treated with 5 mM AuCl3 solution. 100 nm Au NPs
dot the surface. b) shows the same monolayer at higher magnification. In
addition to the 100 nm Au particles, small 10 nm particles dot the surface.
c) shows a higher magnification image of a 100 nm Au nanoparticle. The
particle shows dendritic features. d) shows the AFM image of a MoS2
monolayer treated with 5 mM AuCl3 solution. The monolayer remains flat,
and is dotted with large 50 nm NPs surrounded by smaller 10 nm NPs.
e) shows the same monolayer in SEM. The SEM micrograph shows the
continuous MoS2 monolayer and Au NP formation.
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an n-type semiconductor, while after treatment negative gate bias leads to increasing IDS

due to increasing carrier concentration in a p-type semiconductor. IDS is plotted on a log

scale. We also used XPS to measure the p-type doping effect on the chemical constituents.

Previous reports have indicated that p-type doping of MoS2 should lead to a shift to lower

binding energy for both the Mo and S constituents.[55, 202] This is because with p-type

doping, the Fermi level shifts to lower energy. The XPS core-level binding energies are

referenced to the Fermi energy; as such, a lower Fermi energy will lead to a downward

shift of the relevant core level energies. We observe a consistent downward shift of the Mo

3d and S 2p binding energies with increasing AuCl3 treatment, as shown in Figure 6.3a

and 6.3b. We observe a consistent downward shift of 0.2 eV for 5 mM AuCl3 treatment

and 0.4 eV for the 20 mM AuCl3 treatment. The carbon calibration spectra are included

in the supporting information for reference (Figure 6.8). A previous report of Nb-based

degenerate p-type doping corresponds to a downward shift of 0.7 eV.[55] Our smaller

observed shifts align with our transport that indicates non-degenerate p-type doping for

the 5 mM AuCl3 treatment with 5 min anneal.[73] These results show the successful,

non-degenerate p-type doping of monolayer MoS2 with 5 mM AuCl3 treatment.

Figure 6.9a-c shows the same Mo 3d data fit with the constituent peaks. We observe

that there is a small oxidized component (Mo3+) before exposure, as well as after the 5

mM exposure. the 20 mM exposure leads to a higher Mo3+ oxidized contribution, sug-

gesting that the redox reaction can lead to over-oxidation with too high of concentration.

Figure 6.9 shows the Au 4f spectra before and after the different AuCl3 exposures. As

expected, the native MoS2 does not show Au signal. After the 5 mM spincoating treat-

ment, we observe Au 4f contributions from the Au0 binding energy, showing that the full
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Figure 6.3. Transport and XPS analysis of AuCl3 p-type doping treatment.
a) Gate-sweep measurements of MoS2 monolayer device before and after
AuCl3 treatment. b) Mo 3d spectra before and after treatment, normalized
for comparison. c) S 2p spectra for untreated, and treated MoS2 layers,
normalized for comparison.

reduction has taken place. We also observe a large contribution from Au in the Au3+

oxidation state.[203] This suggests that the AuCl3 solution is in excess, and not all of

the solution has been involved in the redox reaction. The largest contribution is from

an intermediate Au oxidation state. The disproportionated solution, intermediate Au

oxidation states from the redox reaction, or reactions with the ambient atmosphere could

all contribute to producing intermediate charge states. For the 20 mM AuCl3 treatment

we still observe that the largest contribution is from the intermediate charge state, with

a larger contribution from the Au0 charge state aligned with a greater degree of MoS2

oxidation-Au reduction.

Optical investigations also indicate p-type doping. We conducted low-temperature

photoluminescence measurements to evaluate the AuCl3 treatment’s effects on the optical

properties of monolayer MoS2. Low temperature (low-T) PL measurements are better
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Figure 6.4. Low-temperature photoluminescence characterization of AuCl3
treatment on a MoS2 monolayer. a) AFM before treatment, b) AFM after
treatment, c) PL map before treatment, d) PL map after treatment, e)
representative PL spectra before and after treatment.

able to isolate excitonic effects, as they remove many thermally activated processes such

as phonon interactions. Low-T PL better resolves the constituent excitonic peaks, and

shows a small blue shift described by the temperature dependent Varshni relationship for

semiconductors.[204] Looking at these properties under vacuum helps remove adsorbates

from the surface, reducing unwanted absorbate interactions. Figure 6.4 shows the AFM

image of a MoS2 image before and after treatment. This particular spincoating treatment

left only a few, small (< 10 nm) Au NPs on the surface. As such, there should not be

a strong plasmonic effect on the properties. In the supporting information we detail a

case when a large number of Au NPs lead to plasmonic PL enhancement, but this is

not the focus of the current study. We observe that the optical signatures are consistent

with p-type doping. Figure 6.4 shows a representative spectra before and after treatment.

We observe a consistent blue shift after treatment and enhancement of the defect states.
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This indicates p-type doping of the monolayer. As electrons are removed, the trion peak

(A-) is suppressed, leading to greater contribution from the higher energy neutral exciton

peak (A).[205, 206] Typically excess electrons passivate sub-bandgap defect states. As

electrons are removed these defect states are no longer passivated, leading to a greater

contribution from the defect states. Defects introduced by the AuCl3 treatment could

also contribute to this defect state enhancement. We observe that the p-type doping

behavior is consistent throughout the flake, as shown in the pre and post maps. Before

treatment, the monolayer combined A/A- exciton/trion peak is centered at 1.86 eV, while

after treatment the combined A/A- exciton/trion peak is centered at 1.895 eV. The 1.895

eV peak is blueshifted relative to a previously reported monolayer MoS2 undoped sample

at low T, again indicating p-type doping.[207] This shift is homogeneous throughout the

maps.

6.2.2. Patterning AuCl3 dopant via polymer pen lithography

We employ a novel patterning technique to control the lateral extent of the AuCl3 solu-

tion on the MoS2 monolayers. Polymer pen lithography (PPL) is a direct write patterning

technique that utilizes arrays of elastomeric tips to precisely deposit chemical inks on a

substrate.[194] Supplementary figure 6.13 shows a schematic of the polymer pen pro-

cess. The PDMS tip is coated in AuCl3 in nitromethane, which is then pressed onto the

MoS2 surface, leaving behind AuCl3 solution which both forms the Au NP and dopes

the MoS2 layer. The polymer pen process is dependent on several factors: surface prop-

erties, solvent evaporation rate, and environmental conditions. We pre-tested substrates
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for hydrophobicity or hydrophilicity, but future experiments could further optimize this

process.

SEM image

20 μm 20 μm

10 μm 10 μm

a) b)

c) d) e)

50
 n

m

35 μm

Figure 6.5. PPL patterning of AuCl3 treatment on MoS2 monolayer. a)
dark field image of MoS2 region patterned with AuCl3 solution b) corre-
sponding bright field image. C) Higher-magnification optical micrograph
of patterned MoS2 monolayer, d) corresponding SEM image and e) AFM
image with height profile at bottom from white dotted line.

We utilize PPL to deposit the AuCl3 nitromethane solution on the MoS2 monolayer.

Figure 6.5 shows polymer pen patterning of the AuCl3 solution on MoS2 monolayers.

Figure 6.5a and Figure 6.5b shows the same area. Figure 6.5a is a dark field image; the

rows of patterned dots result from scattered light from the deposited Au NPs. Figure

6.5 shows that same region under bright field; on close inspection in the red highlighted
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regions, one can see that several of the Au NP bright dots, corresponding to scattering

Au NPs, are patterned directly on the MoS2 monolayers. Both images highlight the large

area patterning enabled by PPL. Figure 6.5c shows an optical micrograph of one MoS2

triangle at higher magnification, while Figure 6.5b and 6.5c show the corresponding SEM

and AFM images. All three show regular patterns of the Au NPs. On close inspection

of Figure 6.5b and 6.5c, it appears that there is some diffusion of the AuCl3 solution,

leading to smaller Au NPs surrounding the large Au NP. The height inset in Figure 6.5e

shows the large Au NPs are on the order of 50 nm, while the surrounding small Au NPs

are on the order of a few nm. This shows an ability to directly control Au NP placement.

Au

S Cl

SMoSi

Cl Overlay

Figure 6.6. SIMS characterization of AuCl3 patterning on MoS2 monolay-
ers. The different squares correspond to different mass isotopes, while the
last area, titled “Overlay”, overlays the S, Cl, and Au signal to highlight
the chemical patterning on the MoS2 monolayers. Scale bars represent 5
μm.
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Figure 6.6 shows Secondary Ion Mass Spectroscopy (SIMS) characterization of a pat-

terned sample. Each SIMS map corresponds to a single mass isotope; this identifies the

chemical composition of the signal. The Mo(98) signal was taken under positive ion mode,

while the Si(32), S(28), Cl(35), and Au(197) maps were taken under negative ion mode.

From the Si, Mo and S maps, one can observe several triangular MoS2 flakes. The Cl and

Au signal show the patterned region, corresponding to the PPL patterning of the AuCl3

solution. The overlay map shows the S, Cl and Au maps combined. From the overlay map

we can clearly see that the Au (giving purple dots in the overlay map) and the Cl signal

overlap the MoS2 flakes. The Cl spreads to a larger extent than the Au signal, suggesting

an Au NP surrounding by excess solution. Taken with Figure 6.5, these results show clear

evidence of the successful PPL patterning of the AuCl3 dopant on the MoS2 monolayers.

6.2.3. Conclusions

To conclude, we present a detailed study of the AuCl3 p-type doping process of MoS2

as well as present a new patterning technique to spatially control the AuCl3 deposition

process. We give structural analysis of the AuCl3 treatment, showing TEM, SEM, and

AFM characterization of the AuCl3 treatment on MoS2 monolayers. We show evidence

of the p-type doping via transport, XPS analysis, and low-temperature PL optical char-

acterization. As 2D materials are all surface, they are particularly susceptible to charge

transfer-doping techniques. This study will help elucidate how to better utilize these

charge transfer approaches. We also present a PPL technique to precisely pattern the
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AuCl3 p-type dopant and resulting Au NP deposition. This technique is potentially ex-

tendable to a wide array of charge transfer inks and TMDs, presenting a new way to

precisely sensitize the 2D TMDs.

6.3. Methods and Supporting Information

6.3.1. Methods

MoS2 CVD growth: MoS2 was grown via the previously reported MoO3-based CVD

technique.[208] In addition, a small amount of seed molecule perylene-3,4,9,10-tetracarboxylic

acid tetra potassium salt (PTAS) was applied to the substrate to enhance growth.[209]

MoS2 mechanical exfoliation: Monolayer MoS2 samples were made using mechanical ex-

foliation from bulk crystal on 285nm SiO2 capped, p-doped silicon substrates. Suitable

samples were identified by optical microscopy and thickness was confirmed independently

through atomic-force microscopy. Chosen samples were first annealed at 400 C in Ar/H2

to remove residue from the exfoliation process.

AuCl3 solution preparation: Solutions of either 5 mM or 20 mM AuCl3 were prepared

in anhydrous nitromethane, forming yellow solutions. They were stored in oven-dried 20

mL scintillation vials with an over-pack of Drierite and kept in the dark.

AuCl3 doping process: AuCl3 solutions were spin coated onto substrates at 4000 RPM for

30 seconds. The substrates were then put on a hot plate at 50C for 5 min to encourage

nitromethane evaporation and further reduction-oxidation.

XPS analysis: XPS spectra were obtained with monochromated Al K-alpha radiation

with a 900 um aperture and calibrated to the C-C peak at 284.6 eV. Doublet peaks were

constrained to the same FWHM. The relationships for doublet peaks were applied as
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follows: For Mo 3d spectra, the 3d3/2 energy was constrained to 3.15 eV higher than the

3d5/2 peak, for Cl the 2p1/2 was constrained to 1.6 eV higher than 2p3/2, for the S 2p

spectra, the 2p1/2 peak was constrained to 1.15 eV higher than 2p3/2. For the Au 4f

spectra, the 4f5/2 energy was constrained to 3.7 eV higher than the 4f7/2 peak.

AuCl3 patterning procedure: Polymer pen arrays were fabricated following a previous

report.[210] A nitromethane solution containing 5 mM of AuCl3 was drop-casted onto a

polymer pen array as the ink. The array was attached to the Z scan head of an AFM

(Park System XE-150) against the substrate that supports MoS2 flakes. Then, the tips

of the pen array was brought in contact with the MoS2 flakes to transfer the ink down to

local areas.

Low temperature PL: Photoluminescence measurements were performed using a continu-

ous wave 532nm laser, with a set laser power of 50 μW and 300 μW and spot size of ~1

micron using a 100x objective with NA of 0.70. Collection was performed using an Andor

Spectrometer on a 300 lines/mm grating. Measurements were performed before and after

5 mM AuCl3 treatment.

~
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6.3.2. Supporting figures

Figure 6.7. Diffraction patterns of MoS2 monolayers before and after AuCl3 treatment.

Figure 6.8. XPS carbon calibration spectra. The first panel shows the three
spectra overlaid, while the remain spectra show the fitting for the C-C peak.
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Figure 6.9. XPS analysis of AuCl3 treatments. a) Shows the Mo 3d scan
for MoS2 without treatment, while b) shows after a 5 mM AuCl3 treatment
and c) shows after a 20 mM treatment. d) shows the Au 4f scan for MoS2
without treatment, while e) shows the Au 4f scan after a 5 mM treatment
and f) shows the Au 4f scan after a 20 mM AuCl3 treatment.

6.3.3. Supporting analysis

6.3.3.1. Higher concentration Au NPs lead to enhanced light-matter interac-

tions. When depositing a large concentration of Au NPs, the spincoating AuCl3 treat-

ment can also increase light-matter interactions with the MoS2 monolayer. Figure 6.10d

shows an averaged low-temperature photoluminescence spectra of a mechanically exfoli-

ated MoS2 sheet before and after 5 mM AuCl3 treatment. Both before and after treat-

ment, there are signatures of the A/A- peak and a broad defect peak.[211] We observe

that the average A/A- exciton PL emission intensity is enhanced over 3-fold after the

AuCl3 treatment producing a high concentration of larger Au NPs.
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Figure 6.10. Low-temperature photoluminescence measurements of AuCl3
treated MoS2 monolayers. a) optical image of the monolayer flake before
treatment, b) AFM image of the flake after treatment, c) PL map before
and after treatment map after treatment, d) representative spectra before
and after treatment, showing a three fold intensity enhancement.

Figure 6.10a shows an optical image of the monolayer flake pre treatment and b

shows an AFM image of the same flake post treatment. Figure 6.10c shows the PL

map pre (top) and post (bottom) treatment. The maps show the intensity of emission

from the direct band gap A/A- exciton. The map post-treatment shows a strong PL

enhancement throughout the flake, with increased enhancement along the bottom edge.

This enhancement can be explained by plasmonic enhancement from Au NPs. Figure

6.10b AFM shows a concentration of Au NPs on the order of 15 nm throughout the flake.

Figure 6.11 shows a height profile along two directions. We observe in the AFM image a

greater density of larger Au NPs ( ~30 nm) along the bottom border. Correspondingly,

we see additional PL intensity along the bottom border of the monolayer region.

We surmise that the enhanced intensity is due to the plasmonic behavior of the Au

NPs. It is well established that Au NPs can increase MoS2 photoluminescence yield

via plasmonic enhancement.[148, 212, 213] PL plasmonic enhancement is due to both

~
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Figure 6.11. More detailed AFM analysis of AuCl3 treated monolayer from
Figure 6.10, showing aggregation of larger Au NPs on the bottom edge.

enhanced MoS2 absorption and emission.[214] The monolayer sheet has a very small ab-

sorption cross-section; monolayer MoS2 generally shows an absorption efficiency around

3%.[215] Plasmonic particles on the surface of the monolayer sheet can enhance the local

electric field, increasing the local light absorption.[214] We performed discrete dipole anal-

ysis (DDA) calculations to better understand which size of Au NPs should contribute to

plasmonic enhancement. Figure 6.12 shows the results of these calculations. Figure 6.12a

shows the simulated absorption curves of various Au NPs. For modeling simplicity, the

nanoparticles were modeled as spheres. Previous reports have indicated that dendritic-

type particles (nanourchins or nanostars) should following similar trends, with a redshift

due to hybridization between dipoles and high-order multipoles.[216] Plasmonic enhance-

ment should be greater with greater absorption curve overlap. Based on these absorption

curves, while all nanoparticles may be able to contribute to absorption, the amount of

plasmonic enhancement should increase with size (up to 100 nm). This conclusion is rein-

forced by the electric field distribution curve calculations. Figure 6.12b shows an example
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calculated structure; we modeled a single nanoparticle on a MoS2 monolayer. Figure 6.12c

shows the resulting electric field distributions. The numbers below show the maximum

electric field enhancement (E/Eo)2. In accordance with the absorption curves, the elec-

tric field maximum on the MoS2 layer increases with size up to 100 nm. This aligns with

our observation of more enhancement along the bottom edge of the monolayer, where a

concentration of larger ~35 nm particles aggregated.

Figure 6.12. DDA calculations of plasmonic properties. a) shows simulated
absorption curves for the Au NPs superimposed on the MoS2 monolayer A
exciton energy b) shows the simulated image and c) shows the electric field
enhancement by nanoparticle size (532 nm incident light).

~
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6.3.3.2. PPL process and optical properties. Figure 6.13 shows the PPL patterning

process. The PDMS tip is coated with the AuCl3 nitromethane solution, then the tip is

brought in contact with MoS2 surface, leaving behind solution which participates in the

redox reaction, leaving behind Au NPs and a p-type doped MoS2 surface.

PPL Array

AuCl3 in nitromethane

substrate
MoS2

Press down

Retract

PP
L 

Pr
oc

es
s

Figure 6.13. Polymer pen lithography (PPL) process is comprised of the
following: the PDMS tip is coated with the AuCl3 nitromethane solution,
then the tip is brought in contact with MoS2 surface, leaving behind solution
which participates in the redox reaction, leaving behind Au NPs and a p-
type doped MoS2 surface.

6.3.3.3. PPL process optical characterizations. Preliminary optical characteriza-

tion confirms that the PPL process can p-type dope the MoS2 monolayer. We investi-

gated the optical properties of the patterned samples. For the fully patterned samples, we

observed a similar optical shift of the combined A/A- peak position. Figure 6.14 shows
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a MoS2 monolayer before and after PPL AuCl3 treatment. We see via AFM analysis

that the patterning has successfully been applied to the monolayer. The Au NPs are on

the order of 15 nm, surrounded by sub 5 nm particles (shown in Figure 6.14). Given the

small area of the MoS2 monolayer, it appears that the patterned dots were applied to the

entire surface. This aligns with the SIMS data, which indicates the current PPL process

deposits Au NPs surrounded by dopant circles with a radius of ~1 μm. Given the dense

PPL pattern, the treatment was applied everywhere on the monolayer sheet (shown by

the 1-2 nm Au nanoparticles everywhere on the surface). Figure 6.14c and 6.14d show

the PL intensities for a line scan across the sheet before and after treatment respectively

(energy scale is on the x-axis, line scan distance is on the y-axis). The treatment leads to

a relatively homogenous p-type doping of the layer similar to the spincoating treatment,

as indicated by the PL blueshift and defect state enhancement. The PL shows a 15 meV

blue shift (a smaller shift than for the spincoating treatment), as shown in Figure 6.14e.

~
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Figure 6.14. Optical characterization of the PPL-treated MoS2 monolayer.
a) AFM pre treatment, b) AFM post treatment showing large-area pattern-
ing, (inset) zoomed in AFM treatment showing a height profile of a 15 nm
nanoparticle surrounded by <5 nm Au NPs. c) PL line scan before treat-
ment, d) PL line scan after treatment, e) averaged representative spectra
before and after treatment showing the exciton blue shift after treatment
consistent with p-type doping.
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CHAPTER 7

Future directions in the field

7.1. Thesis summary

This thesis presents several case studies in 2D oxide and chalcogenide synthesis and

property engineering. Chapter 1 introduces the 2D oxide and chalcogenide field, current

synthesis techniques, and current chemical-based property engineering techniques.

In chapter 2, the evaporative thinning synthesis technique was applied to a ternary

chalcogenide system for the first time to produce a Bi-rich, selenium and tellurium-doped

monolayer sheet. This shows the wide adaptability of the evaporative thinning technique

to produce high-quality monolayer materials. The chapter also presents a case study in

careful stoichiometry characterization at the nanoscale; this is critical given the large shifts

in electronic properties that can be induced by small stoichiometry shifts. Additionally,

a preferential evaporative thinning mechanism and resulting structure is presented.

Chapter 3 demonstrates a novel physical vapor deposition synthesis for few-layer

MoO3. We present an electron beam dose-based property engineering technique to intro-

duce substoichiometry into the structure (MoO3–x), thereby introducing gap states into

the electronic structure and n-type doping the material. In-situ transport measurements

are combined with core-loss and monochromated low-loss STEM studies to develop a

detailed structure-property relationship between Mo oxidation state and resistance. We

present a radiolysis-based mechanism for the oxygen vacancy introduction, and conduct
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DFT studies to inform the oxygen defect configurations. We report that the terminal oxy-

gens are most susceptible to vacancy introduction. In sum, we present a new synthesis and

dose-based property engineering technique to bring few-layer MoO3 and substoichiometric

MoO3–x into the 2D materials family with exquisite electronic property tunability.

Chapter 4 presents CVD-based growth of the transition metal dichalcogenides and

heterostructures. Led by Dr. Jeffrey Cain, we develop a robust method for growing a

wide variety of TMDs (MoS2, MoSe2, WS2, WSe2), as well as their constituent alloys and

heterostructures. Substitutional doping and alloying presents one method of engineering

TMD electronic structure and properties. While this approach is promising, there are

limitations to the level of the property-engineering control that can be achieved by current

CVD growth methods. In chapter 4, I describe the motivation for additional chemical-

based methods of electronic property control.

Chapter 5 and chapter 6 present two different property engineering techniques to mod-

ify TMD optoelectronic properties. Chapter 5 presents lithium intercalation of monolayer

MoSe2, via treatment with the aggressive chemical n-butyllithium, as a way to engineer

the monolayer MoSe2 phase directly on a chip. The 2H to 1T’ transition is accompanied

by a variety of optical and electronic structure changes. Interestingly, the lithium-treated

1T’ phase is more transparent (higher transmission in the visible spectrum) than the

semiconducting 2H phase due to lithium intercalation-based band structure changes. De-

spite these promising physical and optical properties, we also highlight the challenges in

this highly-touted on-chip phase engineering approach. The n-butyllithium shows inho-

mogeneous kinetics that makes patterning inconsistent, and lithium intercalation between

the monolayer and substrate suggests the monolayer is unstable. Together, this indicates
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that while the lithium intercalation 1T’ phase holds interesting properties and promise,

on-chip phase engineering is not a robust process for device construction. It also indicates

that intercalation chemistry based-property engineering may be challenging to control

and implement at the on-chip monolayer limit for electronics applications. Alternatively,

chapter 6 presents a charge-transfer based property engineering technique to p-type dope

monolayer MoS2. We present structural and chemical characterization of the on-chip

AuCl3 doping process to understand the redox chemistry at play. Further, we present a

polymer pen lithography (PPL) technique to pattern the AuCl3 deposition process.

Together, these works advance both the synthesis and control of the all-surface 2D

chalcogenides and oxides. As in Brattain’s Nobel Lecture describing the importance of

surfaces, we work to better understand and control these surface systems to describe

novel phenomena. The following section outlines future research directions to build on

the presented works.

7.2. Future directions

7.2.1. Future directions for chapter 2: evaporative thinning of Se-doped Bi2Te3

Chapter 2 showed the generalizability of the evaporative thinning synthesis technique

to ternary compounds. Evaporative thinning is a versatile technique that could be ap-

plied to a variety of binary and ternary compounds to produce 2D sheets. Other groups

have shown that evaporative thinning can be used to synthesize 2D MoS2 and black

phosphorus.[217, 218] For evaporative thinning to be applied, the target material must
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evaporate congruently (as individual molecular uniques). In general, the evaporative thin-

ning synthesis method should be employed as a technique for challenging to synthesize

2D chalcogenide materials.

In addition, chapter 2 synthesized a novel monolayer Bi-rich compound in the Bi-Te-

Se system. This structure should be further investigated for transport properties. With

its predicted structure similar to the Bi-rich Bi7Se3 compound, we would expect to see

semi-metallic transport and potential spin-splitting; this may be modified by quantum

confinement effects.[11, 95]

7.2.2. Future directions for chapter 3: synthesis and property engineering of

few-layer MoO3

7.2.2.1. MoO3-based 2D heterostructures. Chapter 3 described a novel synthesis

and electron-beam based property engineering technique to bring few-layer MoO3 and

the substoichiometric form MoO3–x into the 2D family. Few-layer MoO3–x shows great

potential to be integrated into 2D heterostructures and devices. With its extremely high

work function, few-layer MoO3–x could be integrated with other 2D materials to hole-

dope adjacent materials.[2, 22] This could be used to both lower contact resistance of

the adjacent material as well as could be used to create p-n junctions (adjacent p-type

doped material, and n-type MoO3–x). Fabrication of these 2D heterostructures could

be instigated via both direct growth of the MoO3–x material on a previously created

2D substrate, or via physical stacking of the MoO3–x on a different 2D material. As a

result, fully 2D p-n junctions could be formed to create diodes, solar cells, and complex

transistors.
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7.2.2.2. In-situ transport techniques applied to 2D nanoarchitectures. We re-

ported in chapter 3 in-situ transport measurements of the modified 2D MoO3–x nanosheets.

This in-situ transport technique could be more generally applied to newly developed 2D

materials and nanoarchitectures. The advantage of this technique is that it does not re-

quire the frequently-damaging processing required for electron-beam lithography or pho-

tolithography. It can be used to better probe the pristine properties of the 2D materials,

particularly those that are processing-sensitive.

7.2.2.3. Energetic-beam based 2D property engineering. In chapter 3 we pre-

sented an electron dose-based technique to introduce oxygen vacancies into the MoO3

network, forming MoO3–x. This electron dose-based vacancy introduction is potentially

extendable to other 2D chalcogenides and oxides, as radiolysis generally leads to anion

vacancies.[130] Preliminary anion defect engineering has been shown in MoS2, but could

be extended to other members of the 2D chalcogenide and oxide family to engineer their

electronic properties.[219] As an additional benefit, the electron dose can both be tuned

and spatially controlled via electron beam lithography, providing a local property engi-

neering technique for 2D structures.

Ion beam-based property engineering should also be explored as a possible economically-

attractive alternative. Ion beams are frequently used in the semiconductor industry for

local surface manipulation and implantation doping. The energetic ion beam could simi-

larly be used to introduce anion vacancies into 2D oxides and chalcogenides to alter their

optoelectronic properties.
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7.2.3. Future directions for chapters 4-6: TMD property engineering

7.2.3.1. 1T’ TMD phase engineering. In chapter 5 we highlight both the promise

and limitations presented by on-chip n-BuLi-based TMD phase engineering. While we

caution against using the on-chip n-BuLi phase engineering for contact resistance reduc-

tion and complex device fabrication, there are interesting physics to explore within the

1T’ monolayer TMD systems. We suggest that 2D researchers continue their efforts on

the energetically-accessible MoTe2 1T’ system (only 35 meV separate the 2H and 1T’

phases).[165]

Additional efforts could be focused on finding a more controllable n-type dopant to

incur the 1T’ phase transformation in the TMD systems. Within our lab, we attempted

using lithium hydride without success, but it is possible that other strong n-type dopants

could be used to incur degenerate doping, and potentially the 1T’ transformation.

7.2.3.2. MoS2-AuCl3 p-type doping and polymer pen controlled deposition.

7.2.3.3. Redox chemistry property engineering. In chapter 6 we present a redox-

chemistry based approach to p-type dope the TMDs, changing the majority carrier type.

We present detailed structural and chemical characterization of the p-type doping process.

To date, this approach has only been showed for MoS2. As a first step, future work should

extend the AuCl3 doping system to the other n-type TMDs (MoSe2, WS2), to study the

resulting electronic, structural, and chemical changes.

This type of redox chemistry should be further pursued to create a library of chemical

engineering tools, in conjunction with the library of 2D materials. Together, this will

enable a much broader variety of properties, devices, and physics to be explored. There

are a variety of similar high work function metal chlorides that should be investigated,
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such as PdCl3, RhCl3, and IrCl3.[220] These have previously been shown to p-type dope

graphene, and have not been explored to date in the 2D chalcogenide or oxide systems.

7.2.3.4. Polymer pen lithography as sensitization platform. Polymer pen lithog-

raphy has the potential to be a wide-ranging platform for 2D sensitization and local

engineering. In particular for the MoS2-AuCl3 system, future work should continue to

optimize the PPL process and utilize the PPL process to locally dope the monolayer to

create large-scale p-n junctions. The PPL system could also be used with a variety of

functional chemistries. The Mirkin group has previously published on utilizing the PPL

platform to pattern a variety of biological, chemical, and nanoparticle functionalizations,

highlighting the widespread applicability of the patterning platform.[210, 221–223] Fu-

ture work should investigate utilizing these chemistries to create complex and precisely

patterned nanocomposites for synergistic properties with the 2D monolayers. Of partic-

ular interest are surface functionalization that takes advantage of the terminating thiol

or oxide group; thiol chemistry is a well-developed field, particularly for biologically rele-

vant functionalization.[65, 224, 225] In addition, PPL is compatible with a combinatorial

approach that could allow for a large variety of chemistries and functionalizations to be

investigated in parallel. With PPL’s patterning tunability, the sensitizing elements (such

as nanoparticle antennas) could be tuned by sensitizer size/shape, array periodicity, array

size, and array shape.

In order to take advantage of the PPL platform, a variety of system parameters need

to be controlled and optimized, such as:

• Surface properties: The underlying substrate has been shown to largely control

the surface wetting properties of monolayer TMDs.[226] As such, the underlying
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surface wetting properties should be tightly controlled to create reliable pattern-

ing conditions.

• Chemical ink solvent: The solvent has to be carefully controlled, to have the

proper evaporation rate to be reliably patterned via microcontact printing, as

well as to interact in the desired fashion with the target chemistry. This latter

part should be carefully considered; for example, in our preliminary experiments

AuCl3 in dimethyl sulfoxide (DMSO) showed much lower p-type doping than

AuCl3 in nitromethane, despite similar solvent polarities.

• Environmental conditions: Previous reports have shown that environmental hu-

midity can be absorbed into the PDMS tip array, thereby altering the tip prop-

erties. Analytical descriptions can be used to estimate these effects and adjust

the patterning procedure accordingly.[227]

With this approach, a wide variety of surface property engineering techniques could be

developed and patterned on 2D surfaces.

7.3. Outlooks on 2D chalcogenides and oxides

The field of 2D chalcogenides and oxides has rapidly advanced over the last five years.

However, there are several key challenges that the field as a whole needs to overcome to

significantly advance to new physical breakthroughs and potential technological viability.

Similar to how Brattain’s groundbreaking research into p-n junctions was enabled by

the painstaking work of metallurgists purifying the germanium crystal growth and doping

techniques, future breakthroughs in 2D materials will be enabled by advances in synthesis,

doping, and patterning.
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7.3.0.1. Materials synthesis and control. Materials quality is critical to downstream

investigations. Recent advances have centered on new vapor-phase synthetic techniques

to achieve one of two aims: wafer-scale growth, or heightened lateral control for het-

erostructures. Recent reports by Sahoo et al. and Zhang et al. both describe physical

vapor deposition-based methods to create lateral superlattices via block-by-block epitax-

ial growth.[228, 229] These types of precise superlattices lend themselves to new physical

studies of complex, interacting quantum confinement effects. However, the yield of these

high-precision structures is low. On the other end of the scale, Kang et al. have pioneered

wafer-scale growth of MoS2 and WS2 via metal organic chemical vapor deposition.[47] A

grand challenge of the field will be bringing both of those characteristics to a single growth;

large-scale growth with precise material quality and structure control. To enable that to

happen, materials scientists will need to develop deep understanding of the mechanisms

underlying these particular growths in order to engineer the developing reaction, control

defect states, and engineer resulting properties. This will build a robust 2D platform that

will allow for new types of experiments and investigations to take place.

7.3.0.2. Extrinsic doping. Additional effort needs to be made in property engineering

and doping of the 2D chalcogenides and oxides. This thesis represents one set of efforts,

but limitations of the current state-of-the-art are readily apparent. Better tunability

control at both small and large conductivity ranges are required, such as tuning the

transport from degenerately n-type doped to degenerately p-type doped within the 2D

plane (similar to Si-electronics). The most promising current approach for such wide

swings, the chemical-based property engineering methods described in the introduction

as well as chapter 6, currently suffer from short lifetimes. Future efforts should more fully
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expand the library of dopants, build out experimental and theoretical understanding of

their mechanistic behavior and impact on target 2D materials, as well as develop new

chemistries or capping layers to make these chemical reactions longer-lasting and robust.

7.3.0.3. Patterning. Devices require precise spatial control of electronic properties.

This could require both patterned materials growth and patterned doping techniques.

I present one such approach, polymer pen lithography, but new ways to pattern both ma-

terial placement during growth and ways to pattern heterojunctions and applied chemical

doping techniques will enable further levels of control and optimization.

7.3.0.4. Synergistic multidimensional composites and nanoarchitectures. New

opportunities arise from combining the best properties of 2D oxides and chalcogenides

with other dimensional architectures (0D, 1D, 3D) to create synergistic composites and

nanoarchitectures. Developing synergistic relationships between MoS2 and Au has been

an early research area in this regard: beyond the efforts described in chapter 6, I have also

contributed to work encapsulating Au nanoparticles with MoS2 leading to stronger light-

matter interactions, photodetection and hydrogen evolution performance.[148, 212] This

approach could be extended across the nanoscale library; 2D materials serve as an ideal

planar platform to build up more complex structures with sensitizers such as quantum dots

or carbon nanotubes. Emergent properties can also arise at multidimensional interfaces,

providing an avenue to novel emergent phenomena. There is a large phase space of

nanoarchitectures and composites that could be explored; initial targets should be lead

by calculations investigating potential synergistic properties between composite materials.
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7.3.1. Summary

Over the last decade, the 2D chalcogenides and oxides have presented an exciting frontier

of discovery for new materials properties and physics. The next decade will present new

challenges across materials synthesis and quality, property engineering, patterning, and

nanoarchitecture fabrication to explore novel structures, physics, and devices.
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APPENDIX A

Broader impacts: applying insights from the pharma innovation

model to battery materials commercialization

Adapted with permission from Eve D. Hanson, Samir Mayekar, Vinayak P. Dravid,
Applying Insights from the Pharma Innovation Model to Battery Commercialization -
Pros, Cons, and Pitfalls, MRS - Energy and Sustainability, 4, 2017.[230]

With the decline of large corporate research institutions such as Bell Labs, there is

an increasing onus on universities to translate their fundamental discoveries into commer-

cializable products. This applied research and development (R&D) process is particularly

challenging for advanced materials. With this broader mandate in mind, I examine the

challenges to commercializing advanced materials, with a focus on battery materials. I

also propose strategies that technologists and entrepreneurs can use to improve their odds

at success.

A.1. Introduction

Better batteries are critical to the world’s clean energy future. Achieving more eco-

nomical and efficient rechargeable energy storage (< $125 kilowatt-hour[231]) would en-

able long range electric vehicles (EVs) to economically compete with gasoline cars,[232]

a key step in electrifying transportation and reducing the transportation sector’s 25%

share of US CO2 emissions.[233] Improved energy storage can help balance an intermit-

tent electricity load, allowing more intermittent renewable energy generation sources to
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come online.[234] Improving battery technology is instrumental to achieving these goals.

Rechargeable, energy-dense batteries were made possible in 1991, with the introduction

of lithium-ion batteries by Sony.[235] The lithium-ion battery’s rechargeable nature and

eventual higher energy density allowed for the design, manufacture, and sale of entirely

new classes of devices. Based on this energy density, lithium-ion batteries are the current

battery technology of choice for electric vehicles (EVs) and most consumer electronics.[236]

Further improving lithium-ion battery performance is a crucial enabler to achieve the out-

lined sustainability goals.

A.1.1. Introduction to lithium-ion batteries

Since this commercial introduction 25 years ago, both industrial and academic researchers

have conducted an impressive amount of work on lithium-ion battery chemistries. En-

couragingly, lithium-ion battery energy storage has steadily increased, while costs have

steadily decreased over the last 25 years. These benefits stem from consistent improve-

ments in manufacturing, design, safety, and chemistry. Figure A.1 shows this trend,

with gravimetric energy density on the y-axis and volumetric energy density on the x-

axis.[237, 238] The figure shows steady but incremental progress over the last 20+ years,

with an average gravimetric energy density increase of 4% per year. The concurrent de-

crease of cost per kilowatt-hour is shown on the right of figure A.1.[239–241] Lithium-ion

batteries for electric vehicles have recently shown an even faster reduction in cost, as they

have moved from a niche application to a mass-manufactured commodity product.[242]
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Figure A.1. Over the last 20+ years, lithium-ion battery gravimetric and
volumetric energy density have gradually improved, while over the last 20+
years, consumer electronics lithium-ion battery cost per kilowatt-hour has
steadily decreased.[240, 241] Reproduced with permission from [230].

A.1.2. Limitations of current battery commercialization model

Large chemical companies and battery manufacturers have historically led lithium-ion bat-

tery commercialization, yet this state of affairs has significant limitations. The incremental

enhancements in lithium-ion cell capacity delivered by multinational chemical companies

fall dramatically short of consumer demands.[243, 244] One reason for these shortcomings

is that Original Equipment Manufacturers (OEMs) tend to put significant price pressure

on battery suppliers, with little regard for innovation. Second, in the age of activist in-

vestors and market consolidation (see: Dow/DuPont merger), Wall Street pressures on

earnings result in R&D budgets being squeezed so that only the most market-ready (in-

cremental) approaches are explored, limiting the likelihood of step-change improvements.

The traditional commercialization model also hinders US competitiveness. Because most

battery manufacturers are in Asia, the economic benefit of US battery research advances
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tends to be absorbed by these foreign manufacturers. Conversely, small US companies and

startups are challenged by the tight-margin, commoditized, large volume battery business.

This situation leads to a US battery commercialization gap, with a dearth of US compa-

nies commercializing US battery research gains. The technology transfer literature has

established that both policy and market drivers impact innovation pathways.[245, 246]

As such, we examine both the policy and market factors that hinder US competitiveness.

A.1.3. Comparisons to pharmaceutical industry

The pharmaceutical industry has many characteristics similar to the battery industry, such

as high technology risk, long timelines to success, and large capital requirements. Wall

Street pressures have also squeezed big pharmaceutical R&D programs.[247] However,

unlike the battery industry, the pharmaceutical industry has a vibrant commercialization

ecosystem, with a healthy pipeline of startup companies developing new drugs and a va-

riety of different sized industry players enhancing market competition.[247] This enables

more drugs to be explored, come to market, and ultimately help more patients, all while

producing economic growth. This paper examines the particulars of both the pharmaceu-

tical and battery industries to inform proposals for the latter via the success of the former.

We provide tailored proposals to the battery industry’s key stakeholders (startups, large

manufacturers, investors, and policy makers) to improve commercialization outcomes. By

fostering a more successful commercialization pathway for startups and small companies,

we hope to encourage more entrepreneurial activity that can lead to critically important

improvements in battery technology.
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A.2. Materials innovation is notoriously difficult

Commercializing new materials, both inside and outside the battery space, is notori-

ously challenging. This is true both for big companies and startups, but we will focus on

startups in this report given the authors’ focus and expertise. We analyzed a sample of

36 representative startups from the battery technology space that have received greater

than $500k in funding and were founded after 1995, as shown in Figure A.2.[248] Of these,

only two have had positive exits, with returned capital that was greater than the invested

capital (greater than 1x return). Only 17 of the others reached early commercialization, as

indicated by pilot-scale manufacturing or key corporate partnership deals; they required

an average of 8 years to do so.
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Figure A.2. US battery and energy materials companies have underper-
formed venture expectations over the last ten years. The CB Insights ven-
ture capital database lists only 36 battery technology startups with 500K+
of investment founded since 2000. Of these, only 2 have returned the in-
vested capital to investors.[248] As a result, cleantech investment in Energy
Materials/Chemical/Processes has declined, representing < 30% of clean-
tech investment dollars in 2014.[249] Reproduced with permission from
[230].
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The challenges to battery commercialization that lead to these high failure rates in-

clude high upfront capital requirements, intellectual property barriers and long timelines

to success. These challenges derive from entrepreneurs needing to close the R&D gap from

a university lab-scale technology to a technology that is compatible with battery manu-

facturing techniques, while simultaneously exceeding multiple industry benchmarks. The

R&D pathway to pilot-scale battery manufacturing requires expensive labs, specialized

workers, and 4-8 years of work.[250] Further, to be considered meaningful by battery man-

ufacturers and potential customers, cycle life data must be taken for months at a time.

With such long iteration cycles, there are few opportunities to de-risk the technology in

a meaningful way, and progress takes longer to achieve. In addition, for a new material

to be attractive to the market, it must match or exceed industry benchmarks across sev-

eral key metrics (cycle life, energy density, electrode loading, etc.) simultaneously. These

technical challenges remain formidable. Characteristics specific to the battery market also

make starting a US-based small company daunting. Most importantly, the biggest target

battery applications (consumer electronics, electric cars) have highly competitive, com-

moditized markets with only 5% operating margins over the last two years.[251] OEMs

put tremendous pressure on battery suppliers to reduce prices. Additionally, there are

a limited number of battery redox materials found to date that have properties suitable

for battery operation. As a result, the permutations of battery materials available in the

near future are limited, adding to the commoditization of the industry. With such slim

margins, scale is critical to make the economics work profitably, and reaching scale is both

time and capital-intensive. Another challenge to US startups is that major battery manu-

facturers are predominately located in Asia with cheaper manufacturing capabilities.[252]
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Since protecting intellectual property (IP) is more challenging in many parts of Asia, trade

secrets and opacity characterize the industry.[253] With such secrecy about the metrics

and challenges of the industry, it is difficult for startups to address pain points with

appropriate specificity for battery manufacturers. Due to the low expected profitability

created by these challenges, venture investment in the battery sector is commensurately

low. Recent underperformance of energy materials companies indicates that this hesi-

tancy is appropriate. Figure A.2 shows the low returns for energy materials companies

and resultant venture investment declines over the last 10 years.[249] Energy companies

focused on Materials/Chemicals/Processes (a parent category of battery startups) have

returned only $123M for $764M ( 16%) invested over the 2004-2014 period (in other words,

investors lost 84% of their invested capital).[249] As a result of this poor performance, in

2013 and 2014, Chemical/Materials/Processes energy startups received less than 30% of

the cleantech investment dollars and represent only ~30% of cleantech companies receiv-

ing investment at all.[249] Given such discouraging outcomes, we look to characterize the

status quo and provide some suggestions to improve investment returns in the future.

A.3. Traditional battery commercialization model

There are three main techniques for improving upon current lithium-ion battery spec-

ifications. 1) Processing and design, or designing the end product to utilize the battery

power most efficiently. Battery manufacturers have limited control over this, given ex-

isting infrastructure investments. 2) Mechanical improvements, like packing more active

material into a given battery specification. The runway on this approach has run out

and is limited by safety standards. 3) Chemistry/materials improvements: Since battery

~
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manufacturers have the most room for improvement on the chemistry side, this is where

they currently focus.
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Figure A.3. Typical lithium-ion battery supply chain. In the lithium-ion
battery supply chain, cell components and cell assembly manufacturers typ-
ically pioneer the battery chemistry innovation.[241, 254–260] Images from
references [256–260] Reproduced with permission from [230].

The lithium-ion battery supply chain structure informs which companies focus on

battery commercialization. Figure A.3 shows a typical lithium-ion battery supply chain.

Along the supply chain, cell component and cell assembly manufacturers typically lead

the battery chemistry R&D. Cell component manufacturers, such as Johnson Matthey,

can provide a new anode or cathode material with higher performance standards to the

cell assembly manufacturers. Cell assembly manufacturers, such as Samsung SDI or LG

Chem, also have internal R&D departments tasked with improving the materials and

manufacturing processes. For example, Samsung SDI spent $500M+ on R&D in 2015,
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accounting for ~7% of total sales.[261] The current model, which is dominated by large

companies, has benefits and drawbacks. On the upside, it has brought steady improve-

ments in lithium-ion battery energy density and performance while costs have fallen.

However, these incremental improvements have not been sufficient to satisfy the more

rapid growth in consumer demands for better battery performance.[244] With entrenched

science and manufacturing methods, innovation can fall by the wayside. A classic example

is the manufacturing technique used to coat electrode materials: slot die coating. Slot die

coating was previously used for making cassette tapes. When Sony started to scale up

the first lithium-ion battery production, they decided to use flat die coaters, because the

manufacturing equipment was already available and underutilized as consumers turned

to CDs over cassette tapes.[262] Slot die coating is not necessarily the optimal technique

to coat electrode materials, yet it is still widely adopted by the battery industry due to

switching costs: it is not financially attractive for large companies to change techniques,

given their invested assets. A startup, in contrast, is much less tied to existing techniques

and can more economically provide the manufacturing foundation for larger performance

improvements.[262] The supply chain structure can also limit innovation. Since battery

manufacturers generally do not have direct access to the end consumer, they cannot raise

prices for a premium product. The battery manufacturers must sell to the OEMs. For

the OEMs, the battery is only one component in a complex product, and price, reliabil-

ity, and safety are the top concerns. There are also financial challenges to large battery

company innovation. As the industry sees more consolidation, such as the recent Dow

and DuPont merger, the industry has valued the economic value of production scale more

than innovation.[263] Wall Street activism pushes for consistent quarterly earnings, which

~
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can result in sacrificed long-term innovation for short-term financial benefit, a pressure

not felt by private startup companies. This Wall Street focus has hurt internal R&D

budgets.[263] Finally, the current model tends to benefit Asian manufacturers at the ex-

pense of US competitiveness. Battery research breakthroughs made by US universities

and national labs tend to be absorbed and commercialized by the “Big Three” battery

manufacturers in Asia (LG Chem, Samsung SDI, and Panasonic). We believe that the

US should be better set up to commercialize new battery technologies via US startups,

and reap the economic and social benefits within the US.

A.4. US battery startup commercialization model

Many US startup companies have attempted to commercialize new battery materi-

als, yet few have succeeded. Some examples include A123, 24M, Ambri, Leyden Energy,

Quantumscape, and Envia Systems. The clear majority have failed to bring new technol-

ogy to market in a financially sustainable (i.e., profitable) way. While a case study could

be built on each of these companies and its unique challenges, there are some common-

alities across these companies within the traditional venture-backed commercialization

model that they shared. A few key features:

• Finance primarily via venture capital

• Focus go-to-market plan on attacking large-scale markets ($1B+)

• Seek to capture value alone (as opposed to with corporate partners)

• Attempt to speed scientific progress via increased spending

• Raise large amounts of capital upfront ($50+M)
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Venture capital’s demands for 5-10x returns drive this approach. While this model may

work for other industries such as software, we believe there are several reasons why this

model does not work for the battery industry. First, the multiples that venture capital

seeks are extraordinarily difficult to achieve in a low-margin, commoditized market.[264]

Second, it is exceedingly expensive to build up the manufacturing capabilities and know-

how to compete with large volume incumbents. Third, there are challenges with attempt-

ing to rapidly expedite R&D efforts with large amounts of capital. In the world of software

companies with a functional business model, “money in” typically yields user growth and

more “money out.” This principle does not apply to battery companies; more capital will

not necessarily yield hastened scientific progress. For example, to improve cycle life in

a given material, iteration cycles will be long because cycle life data requires months to

collect, despite abundant capital. Greater capital does not necessarily speed cycle life

improvements. Fourth, tales of battery technology companies raising $50-$100M without

fully de-risking fundamental chemistry barriers are abundant. By the time the compa-

nies mature, they lack a viable exit pathway to grant investors and employees liquidity.

Accordingly, we believe the US startup commercialization model should change.

A.5. Pharmaceutical commercialization model

The pharmaceutical startup commercialization model is well-developed, robust, and

supports a large startup innovation ecosystem. Over $10B venture capital dollars were

invested in the medical/health/life sciences space in just 2015, across 830 deals.[265] A

variety of drivers lead the big pharmaceutical companies to support this innovation ecosys-

tem. First, the high margins inherent in the pharma industry support a vibrant ecosystem.
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Once launched, new drugs can have gross margins of up to ~90%.[266] Strict patent pro-

tection creates a built-in monopoly for novel drugs serving an unmet need/disease area,

protecting these high margins. This creates demand for potential new drugs. Second,

based on Wall Street pressures, big pharmaceutical companies have shrunk their internal

R&D departments.[247] In-house R&D is often used for tweaks or new indication testing

on existing products, as opposed to exploring fundamentally new drugs in new disease

areas. Thus, access to startup-developed drugs (via acquisitions or partnerships) is key to

maintaining the company’s growth and launching new products. Third, acquisitions allow

big pharmaceutical companies to obtain technology, diverse experience, and relevant skills

relatively cheaply, versus trying to build up those capabilities on their own. Figure A.4

shows pharma acquisition values by FDA phase between 2005 and 2012.[247] Based on

the large margins and potential profit values, the acquisition deal values are substantial:

often, in the hundreds of millions. The FDA clinical development phases serve as bench-

marks for the company’s technical progress. Each clinical development phase requires

meeting or exceeding increasingly complex clinical endpoints to continue in the process

towards market approval. This system implies that a company has increasingly de-risked

its technology, and its value often improves accordingly. It is important to note that all

the acquisitions shown in the figure are pre-revenue and that acquisitions occur at each

stage along the R&D development pathway.

Within the pharmaceutical market, a robust ecosystem of mergers and acquisitions

(M&A) activity has developed. Conferences hold formal meet and greet events for star-

tups and big pharmaceutical companies.[267] Pharmaceutical companies market their

target partnering and acquisition areas via dedicated websites and business development

~
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Figure A.4. Deal sizes of pharmaceutical startup acquisitions between 2005
and 2012. Adapted by permission from Macmillan Publishers Ltd: Nature
Biotechnology (17), copyright (2013).

brochures.[247] Acquisitions and strategic investments are widespread enough to have de-

veloped a variety of complex deal terms.[268] FDA-forced transparency in the marketplace

further benefits the M&A ecosystem. The FDA now requires that clinical trial data be

published publicly.[269, 270] This allows investors or potential acquirers to have broad

access to relevant data. That access enables them to examine the most critical scien-

tific data, and ultimately further de-risk a potential investment. Many venture capital

funds focus on life sciences/pharmaceutical investments, with scientific experts perform-

ing detailed diligence on candidate companies’ fundamental science.[271] Together, these

industry characteristics make pharma an attractive industry for startup innovation.
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A.6. Applying lessons from the pharma model to battery innovation

In this section, we propose changes to the battery startup commercialization model

based on the pharma innovation model. We will then address the potential pitfalls of the

proposed approach and arrive at final recommendations

A.6.1. Proposals for entrepreneurs

A.6.1.1. R&D strategy. Inspired by the pharmaceutical model, we recommend that

entrepreneurs focus on customer-led performance metrics as early as possible. A frequent

mistake in battery startups is to confuse academic figures of merit for industry-set figures

of merit. For example, academic research tends to focus on initial figures of merit such

as energy density, novelty, or mechanism rather than accelerated testing or commercial

compatibility. In contrast, industry requires high energy density concurrent with long

cycle life, high electrode loading and other factors. At the minimum, sending samples to

customers to receive early testing and feedback is highly advantageous and helps ensure

that startup R&D efforts are working against a market-driven goal. Joint development

agreements can also help ensure that entrepreneurs focus on the appropriate industry

metrics. In the pharmaceutical industry, joint development agreements are common,

complementing the startup’s technology with large company resources and ensuring in-

dustry validation. For better chances of success, we recommend battery startups look for

corporate partnerships and joint development agreements to leverage the resources and

market know-how of large company partners. There are a few early examples of US star-

tups leveraging large company resources; XG Sciences has a partnership with Samsung
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SDI to develop anode materials,[272] while 24M and NEC have partnered to commercial-

ize grid-scale storage systems. As part of the agreement, NEC is testing 24M products.

This provides crucial industry validation, which raises 24M’s credibility with customers

and potential acquirers.[273]

A.6.1.2. Fundraising. Due to misalignment between venture capital expectations and

battery market realities, we recommend entrepreneurs look for non-traditional sources of

capital. This could include government grants (ARPA-E research grants, SBIR grants),

corporate partnership research dollars, or philanthropic capital. Venture capital may be

sought, but entrepreneurs should recognize that venture capital expectations may not

be well aligned with the battery market’s realities. Successful entrepreneurs are realistic

about exit opportunities and fundraise strategically to make exits meaningful. In the

pharmaceutical industry, acquisitions happen all along the commercialization chain, with

more developed drugs receiving higher acquisition values. There are similar opportunities

in the battery space: a battery startup does not need to hit full manufacturing production

to be valuable. However, exits in the battery space tend to fall into two categories:

IP-driven exits that are less than $10M, and manufacturing/asset-driven exits that are

greater than $50M. In the past, these exits have not been particularly lucrative. Many

IP-focused companies will raise over $20M, overcapitalizing potential exits (e.g. Leyden

Energy). To be prudent, entrepreneurs should take on modest amounts of capital and

apply it very strategically to the most critical, market-driven R&D and sales efforts. In the

pharmaceutical industry, entrepreneurs generally fundraise according to their FDA phase

of development. Similarly, battery entrepreneurs should recognize their end goal; if they

do not plan to go into large-scale manufacturing, then capitalization must remain modest
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(< $20M) if they are to generate incremental value from technology sale or licensing. We

recognize that building complex battery technology requires significant effort and funding,

so the challenge for entrepreneurs will be attracting non-dilutive sources of funding to keep

the capital profile of the company attractive for potential licensors, partners, and buyers.

A.6.1.3. Application selection. We recommend that battery entrepreneurs attack

higher margin, niche applications first. Such beachhead or small target markets are criti-

cal to gathering customer revenue and feedback faster for new battery technologies. The

biggest emerging battery markets, such as automotive EVs, have prohibitively long time-

lines to success. Even after hitting full battery production scale (10+ year process), there

is a 7-10 year process of becoming a new technology supplier in the auto industry.[243]

These timelines will kill any startup looking for revenue. Accordingly, we recommend that

new battery startups look for initial niche applications that take advantage of unique per-

formance capabilities of their technology. This will bring in revenue sooner and help prove

out the technology. One good example of this strategy is the Canadian battery startup

Corvus Energy. Corvus Energy focuses on large-format batteries for marine applications

and has shown strong revenue growth over the past five years.[274] Another example lies

in A123, which successfully commercialized new cathode materials for the power tool

market within seven years of leaving the academic lab benchtop. A123 also proves an

informative example in the converse case, as management decided to immediately move

on to the automotive market without a middle-term market, and plunged into bankruptcy

when demand for EVs slowed and their batteries were part of a recall.[275, 276] We be-

lieve attacking a beachhead market first and growing conservatively increases a startup’s

chances of building a profitable business.
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A.6.2. Proposals for venture capital investors

We recommend that venture capitalists approach the battery industry with caution. We

recommend developing scientific benches of industry and academic researchers, similar

to pharmaceutical investors, to vet the science of prospective companies. Venture cap-

ital funds should also incorporate long time horizons into investment models to more

realistically price battery startup companies. We believe interested investors will benefit

from using common metrics to evaluate new battery companies. To provide a preliminary

framework for evaluating early-stage battery companies, we propose the following bench-

marks in Figure A.5. These metrics can help benchmark a new company’s progress and

valuation.

A.6.3. Proposals for component and cell assembly manufacturers

It is in large battery manufacturing companies’ interest to foster a healthier startup

ecosystem. This allows for more R&D ideas to be vetted and tested outside of corporate

R&D. With that in mind, we recommend that large companies leverage joint development

agreements and startup partnerships more widely. This allows large companies to gain

a window into cutting-edge research with relatively low risk. It also helps build the

pipeline for future performance improvements by tapping into startups’ R&D potential;

these performance improvements are critical in such a competitive industry. As seen

in the pharmaceutical industry, transparency (e.g. via publishing trial data and setting

endpoint requirements) can help the innovation ecosystem work more efficiently to both

large and small companies’ benefit. To help the startup ecosystem be more efficient and

targeted toward manufacturers’ R&D goals, battery manufacturers should widely release
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Figure A.5. Proposed battery technology phases and metrics for investor
evaluation of startup company progress. Reproduced with permission from
[230].

their key performance testing metrics. Battery companies should also present grand

technical challenges for innovators, both in university and startup settings. Together,

these initiatives would allow current academic and startup R&D efforts be more efficiently

focused towards solving today’s critical battery challenges.

A.6.4. Proposals for OEMs

Building off our proposals for battery manufacturers, we recommend that OEMs also sup-

port commercialization joint development agreements and partnerships. OEM products,
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particularly battery-dependent products such as EVs, will be limited if battery innovation

falters. However, battery innovation is not always a supply chain focus. Joint development

agreements that bring together the innovative startup, battery manufacturer, and OEM

will be most successful at commercializing new battery technologies to full market adop-

tion. Policy makers can help foster these partnerships via consortia that bring together

the relevant stakeholders, such as the U.S. Advanced Battery Consortium (USABC).

A.6.5. Proposals for policy makers

Given the social good brought about by improved battery performance but current market

shortcomings, we believe the battery startup ecosystem is a prime target for intelligent

government support. We have segmented out the potential policy support by battery

startup development milestone.

A.6.5.1. Benchtop to half-cell stage. The government should build additional sup-

port for early-stage startup technical development due to the dearth of private investment.

This could take place as financial support, perhaps via larger SBIR budgets with larger

grants. It also could take the form of in-kind services, such as accelerator programs within

national labs, to provide lab space, expertise and instruments to allow new companies to

build their technical know-how. The DOE is currently piloting several programs of this

kind, including Cyclotron Road and Chain Reaction Innovation.[277] We encourage these

efforts.
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A.6.5.2. Full cell stage. Downstream grants, such as applied research SBIR grants,

would be most beneficial at this stage to accelerate market-targeted technical develop-

ment. The new DOE Small Business Voucher Program is a good example of a policy ini-

tiative that can accelerate full cell battery testing and should be expanded. Additionally,

prototyping centers across the country should be the target of new government funding

mechanisms to support early stage technologies. Examples of such centers include the

Battery Innovation Center in Indiana and Polaris Battery Labs in Oregon. Such targeted

government support can accelerate startups’ technical progress.

A.6.5.3. 3rd party validated full cell. The government currently certifies battery

results, at institutions such as Crane or Argonne National Laboratory. Subsidized fees

for startups and small companies would be an easy way for the government to help US

startups achieve certified research results. Government battery testing helps startups

certify their performance data, de-risking their technology.

A.6.5.4. Industry-certified full cell. By this point, government support could be lim-

ited. We recommend that government support be focused during early stages of devel-

opment to help de-risk the technology. As the startup is de-risked, private and strategic

dollars should be easier to attract. We hope that implementation of these ideas can

aid startup success rates in the battery industry, resulting in more innovative technical

development.

A.6.6. Potential pitfalls

While we believe these recommendations are sound, it is important to note the pitfalls

of this analogical reasoning. The most important difference between the pharmaceutical
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and the battery markets are the differences in margins for new products (~90% compared

to < 5%). Big pharmaceutical companies’ continued success results in larger venture

investment, more partnerships, and greater acquisition dollars for pharmaceutical startups

as compared to battery startups. Pharmaceutical venture investment is currently 10x+

larger than energy materials/chemical/processes investment.
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Figure A.6. F500 Pharmaceutical companies have significantly higher mar-
gins than F500 battery companies, which allows them to spend more on
research and development. However, the scientific challenges of bringing a
battery or a new drug to market, represented by time to manufacturing,
are similar.[237, 248, 261, 278–283] Reproduced with permission from [230].

Figure A.6 shows the 2015 average operating margins, 2015 R&D as a percent of

revenue, and average time to early manufacturing/commercialization (not profitability)

between the battery and pharmaceutical markets. The pharmaceutical industry’s high

margins can lead to higher R&D budgets as a % of revenue and greater investment in the

innovation ecosystem. However, the battery and pharmaceutical industry both experience

long timelines to success driven by scientific challenges; it takes 12 years on average to

move a new drug from discovery through final FDA approval and market launch.[283]

The pharmaceutical industry also experiences high clinical trial failure rates (less than

~
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1% of phase one candidates make it to market) with higher risk consequences (drug

complications, death).[284] Based on our analysis, it takes battery startups an average

of 8 years to achieve early commercialization/pilot manufacturing. Other sources have

estimated the timeline of integrating a new material into the battery market as between

10-20 years.[241] The key challenge of the battery industry, especially as compared to

the pharmaceutical industry, lies in overcoming the large scientific barriers with lower

economic rewards for success.

A.6.7. Recommendations in practice: SiNode Systems case study

SiNode Systems is an early stage battery materials venture that recognizes the parallels

between technology development in life and physical sciences. SiNode is commercializing

a novel silicon anode technology based on research from Northwestern University, and the

company has maintained a lean capital profile (raising only a seed financing round) since

incorporating in 2013. SiNode has secured pilot customers in niche consumer electronics

markets, and it has launched strategic partnerships with top-tier materials companies,

battery manufacturers, and device OEMs. SiNode’s partnerships with multiple OEMs

(both in short-term niche markets and longer-term markets such as automotive) has ac-

celerated commercialization of the company’s anode technology. By working directly

with OEMs, SiNode has gained leverage over its supply chain and formed partnerships

with battery manufacturers recommended by the OEMs. The OEM relationships have

opened the door to new sources of funding and supply chain partnerships that have sig-

nificantly reduced SiNode’s technical and scale-up risk. In addition, the company has

received non-dilutive funding from the US Government’s SBIR program and other public
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sources, including the US Advanced Battery Consortium. The SiNode experience offers

a case study in building value from strong technology partnerships, lean capitalization,

and non-dilutive funding.

A.7. Conclusions

Higher energy density and lower cost lithium-ion batteries are critical to a carbon-

neutral future. Yet there are daunting technical and market hurdles to bringing the

advanced materials required for better battery performance to market. As a result, despite

the US’ world-leading academic battery research, most battery commercialization over

the last 25 years has come from incremental advances implemented by large international

battery companies. To address this US battery commercialization gap, we examine the

status quo of battery commercialization. Interestingly, the pharmaceutical industry has

many similar technical hurdles to the battery industry but has a robust startup innovation

ecosystem. We take inspiration from the pharma model’s successes to inform suggestions

to improve the battery innovation ecosystem. We identify elements of the pharma model’s

success that apply to the battery industry and provide tailored proposals to entrepreneurs,

investors, large battery companies, and policy makers. Together, we hope these ideas

spur the battery ecosystem to more successfully commercialize transformative battery

technologies.
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