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ABSTRACT

Kinetics and Behavior of Hydrothermal Crystal Growth in Potassium Tantalate Niobate

Particles

Tiffany Ly

Nanoparticle synthesis is capable of producing particles with any combination of struc-

ture, chemistry, size, shape, and surface. All of the different combinations of these physical

properties can produce nanoparticles with almost countless materials properties suited for

many applications. Given this interest in using nanoparticles in so many different fields,

including electronics, catalysis, and biomedicine, there is also immense interest in under-

standing the correlation between the physical property of nanoparticles and their resulting

functional properties. If any of these properties are phase-, composition-, size-, shape-,

or surface-dependent, then methods to synthesis nanoparticles with these traits need to

be developed. Therefore, understanding how thermodynamic and kinetic conditions in-

fluence nanoparticle growth behavior is essential for these studies. In this dissertation,

this was done primarily through studying the growth behavior of oxide nanoparticles in

hydrothermal syntheses.
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A kinetic regime model was proposed based upon the observation of two different

growth morphologies on hydrothermally synthesized KTaO3 nanoparticles. Secondary

electron imaging demonstrated that there were two dominant growth mechanisms: ter-

race nucleation, where surfaces are rough, and terrace growth, where surfaces are smooth.

In the proposed model based upon standard step-flow growth, the rates of both mecha-

nisms were established to be dependent on the chemical potential, or driving force, of the

synthesis environment—terrace nucleation dominates under a higher driving force, and

terrace growth dominates with a smaller driving force. This analysis illustrated the mech-

anism behind the formation of irregular rough particles as well as a method to achieve

smooth well-faceted particles by enhancing the smoothing regime with terrace growth.

The composition and chemical behavior of nanoparticle surfaces have significant ef-

fects on their growth behavior as well. Hydrothermally grown KNbO3, KTaO3, and

KTa1-xNbxO3 particles were studied to examine the complex relationship between surface

composition, phase, chemistry, and energetics. These may all be used as parameters to

model the rates nanoparticle growth mechanisms and identify what conditions favor cer-

tain growth regimes. Two different composition-dependent growth modes were identified,

where one type formed smooth surface facets, while the other resulted in roughened sur-

faces. Electron microscopy characterization, density functional theory calculations, and

mathematical growth models were used to illuminate the role of surface properties and

chemisorption on nanoparticle morphology. Surface energy reduction by chemisorption

can increase the rate of terrace nucleation, driving the roughening of the lower surface

energy nanoparticle surfaces.
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Properties of the synthesis environment can have considerable influence on the proper-

ties of the products grown. Potassium fluoride was added to the hydrothermal syntheses

of KTa1-xNbxO3 and KTaO3 to investigate the effects of an additional mineralizer. One re-

sult demonstrated that potassium fluoride increased the solution stability of the tantalum

precursor and therefore decreased its reaction rate, resulting in a change in the composi-

tion heterogeneity of tantalum, and niobium in the solid solution particles. When added

in sufficient quantities to the solution, potassium fluoride also promoted the formation of

particles with defect enhanced kinetic Wulff shapes in contrast to the typical nanocuboids

produced. The increase in chemical potential of the solution because of fluoride enabled

the formation of planar defects in the bulk, which accelerated growth in-plane to form

particles with characteristic flat rectangular flake geometries. Thermodynamic modeling

with density functional theory calculations suggested that potassium fluoride caused the

formation of a defect phase Kn+1TanO3nF.

A two-step heat sequence in a hydro-sauna environment was used to grow well-faceted

LnScO3 particles. The dominant growth mechanisms and primary phases produced under

different processing temperatures were identified to optimize the heating sequence tem-

peratures. First, a high temperature was used to provide the appropriate thermodynamic

conditions to nucleate the perovskite phase and increase size monodispersity. The second

step lowers the temperature to enter the smoothing regime, where terrace growth encour-

ages the formation of smooth, flat facets on the particle surfaces. The successful synthesis

of LnScO3 particles with improved size and shape control was a demonstration of how

crystal growth concepts can be used to design nanoparticle synthesis methods.
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surface morphology as the reaction progressed from 1 to 4 hr. Image

reproduced from [1]. 135

7.13 SEM images of LaCrO3.

(left): LaCrO3 studied by Hou et al. grown with different urea

amounts: (a) 1.0 g, (b) 1.2 g, (c) 1.4 g, (d) 1.66 g, (e) 1.8 g, and (f)

2.0 g.

(right): LaCrO3 synthesized by Wang et al. with different urea

amounts: (a) 0 g, (b) 0.2 g, (c) 0.4 g, (d) 0.6 g, (e) 0.8 g, (f) 1.0 g, (g)

1.2 g, (h) 1.4 g, (i) 1.6 g, and (j) 1.8 g.

Images reproduced from [18] and [19]. 136
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7.14 TEM images of SrTiO3 dendrites synthesized hydrothermally with

different amounts of KOH: (a) 1 M, (b) 0.7 M, (c) 0.3 M, and (d) 0.1 M.

Image reproduced from [20]. 139

7.15 TEM images of BaTiO3 dendrites synthesized hydrothermally with

different amounts of KOH: (a) 1 M, (b) 0.7 M, (c) 0.3 M, and (d) 0.1 M.

Image reproduced from [21]. 140

8.1 SEM images of hydrothermally synthesized NaNbO3. All samples were

heated at 180 ◦C for 8 hr with a 14 M NaOH solution and the following

concentrations of Nb2O5: (a) 0.2 M, (b) 0.1 M, (c) 0.05 M, and (d)

0.03 M. Reproduced from reference [22] 147

8.2 SEM image of NaNbO3 synthesized with 14 M NaOH and an undisclosed

amount of Nb2O5 at 240 ◦C for 24 hr. Reproduced from [23]. 148

8.3 SEM images of (a) NaTaO3 and (b) NaTaO3 doped with 1.5 mol% La.

Reproduced from [24]. 149

8.4 SEM image of NaTaO3 synthesized by solid-state synthesis exhibiting

characteristic step structure on the surface. Reproduced from [25]. 149

8.5 SEM image of La-doped NaTaO3 synthesized by hydrothermal synthesis.

Reproduced from reference [26]. 150

8.6 Concentrations of K (black), Nb (red), and Ta (blue) calculated from

EDS spectra sampled from different parts of a Li- and Ta- modified (K,

Na)NbO3 sample showing positive or negative correlation with the Na

concentration. Reproduced from [27]. 151
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CHAPTER 1

Introduction

1.1. Motivation

Every year thousands of scientific articles are published on the topic of nanoparticles

(NPs). Compared to bulk materials, the characteristic length scale of NPs, typically 1–

100 nm, gives them unique properties that make them well-suited for a diverse range of

optical, electronic, catalytic, and biomedical applications. [14,28,29] A large portion of

the attention on NPs has been focused on metal oxides in particular because the variety

of crystal structures and compositions available for selecting and tuning certain func-

tional material properties. [30–32] Beyond crystallography and chemistry, other physical

characteristics of NPs, including their size, shape, and surface properties, are also largely

responsible for dictating their material properties. If the size, shape, and surface can be

selected through synthetic methods, then the study of size, shape, or surface-dependent

NP properties can be simplified and accelerated. However, NP synthesis is complex, and

minor changes in the components or thermodynamic conditions of a synthesis system can

drastically influence the growth behavior of the NPs produced. The goal of this disser-

tation is to understand some of these relationships between synthesis environment and

growth mechanisms.

Nanoparticles take on different categories of shapes depending on the synthesis envi-

ronment. In a system at thermodynamic equilibrium, the particles will take on the lowest
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energy shape, which has been calculated as the thermodynamic Wulff construction. [33]

When a system deviates from thermodynamic equilibrium, a wide-range of kinetic shapes

can take form. This is especially the case in solution-based systems, such as the hy-

drothermal method primarily studied in this thesis, which depend on supersaturation of

the solution to precipitate nuclei to grow. In some instances, the kinetic Wulff shape

of a grown particle may resemble its thermodynamic Wulff shape, but these occurrences

are only coincidental and do not indicate that equilibrium conditions were met. Kinetic

shapes are determined by the rates of growth of different crystallographic surfaces and by

the rates of growth of different growth processes. While thermodynamic quantities such

as surface energies can be used to calculate the equilibrium shapes of particles, growth

velocities are more variable, making it a challenge to predict kinetic shapes. In order to

understand growth velocities and other important kinetic processes during crystal growth,

models that provide insight into molecular, chemical, and physical processes that manifest

into different crystal growth processes and modes need to be developed. The development

of these models requires the effects of different aspects in a synthesis system need to be

analyzed.

In this work, these regions are divided into four regions as shown in Figure 1.1. Re-

gion I is the aqueous solution, which contains all of the precursors, solvents, and other

components of the synthesis. Region II encompasses the interaction region between the

solution and surface, where interactions such as adsorption or chemisorption can occur.

Growth processes such as terrace nucleation and terrace growth are contained in Region

III at the crystal surface. Region IV is the bulk, which is where composition, structure,
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and microstructure is taken into account. The effects of each region will be addressed

throughout this dissertation.

Figure 1.1. Schematic of four key regions in a solution-based nanoparticle
synthesis system. Region I is the solution; Region II is the near surface,
where adsorption can happen; Region III is the surface where terraces nu-
cleate and grow; Region IV is the bulk. [3]

1.2. Organization

This dissertation aims to unite crystal growth theory with experimental NP growth

behavior. This is done by first presenting important background information about crys-

tal growth theory, thermodynamic and kinetic growth conditions, and growth processes,

including terrace nucleation and terrace growth in Chapter 2. Chapter 2 additionally

includes information about all of the techniques used to synthesize, characterize, and cal-

culate properties of the materials studied in this work. In Chapter 3, the consequences

of the competition between the rates of terrace nucleation and terrace growth are ex-

plored through a time-resolved study of the hydrothermal synthesis of KTaO3 NPs. More
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significantly, the terracing and smoothing regimes are defined based upon the physical

characteristics NPs adopt when grown under each regime, and these regimes are linked

to certain thermodynamic quantities and kinetic conditions of the synthesis environment.

The model was expanded to include the effects of surface energy in Chapter 3, where the

material system was also expanded to include KNbO3 and the solid solution KTa1-xNbxO3.

The surface composition, chemistry, and behavior were studied and linked through obser-

vations and calculations on tantalum-rich and niobium-rich surfaces of the three materials,

and the energetic effect of chemisorption was identified as a consequential factor in con-

trolling the growth morphology of the materials. Chapter 5 introduces a new mineralizer,

potassium fluoride, to the synthesis to these materials to great effect. The new mineralizer

was able to change the precursor reaction kinetics when added at low concentrations, and

it was able to introduce shape-altering planar defects when added at high concentrations.

The structure and formation criteria of these defects were studied with density func-

tional theory calculations. After establishing relationships between growth environment

and behavior through those three case studies, the concepts understood about growth

regime kinetics are applied to a new material and synthesis method in Chapter 6, where

well-faceted LnScO3 NPs were grown by using a two-step hydro-sauna heat treatment to

optimize the terracing and smoothing regimes during synthesis. With the broader goal in

mind to connect crystal growth theory with experiment, Chapter 7 reviews the products

of hydrothermal synthesis in literature in the context of broader categories of thermo-

dynamic and kinetic growth modes, including thermodynamic growth, step-flow growth,

roughened growth, and diffusion-controlled growth. Finally, several paths of future direc-

tions for this work are outlined and discussed in Chapter 8.
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CHAPTER 2

Background and Methods

2.1. Background

A major challenge in any NP synthesis is predicting or controlling the shapes of the

particles produced. The shapes are largely dictated by the growth condition, and it can

be another challenge to distinguish between thermodynamic and different types of kinetic

control over growth. Fortunately, crystal growth theory can be used as a foundation for

understanding how nanoparticles may grow under certain conditions, or alternatively used

to identify which growth behaviors are dominant in a certain reaction. In this section, we

provide some relevant background about particle shapes and growth processes that may

be encountered in this thesis.

2.1.1. Kinetic Wulff Shape

The thermodynamic Wulff construction is a very useful tool for understanding crystal

shapes, but it is only applicable to certain conditions, i.e. thermodynamic equilibrium

for free-standing, single crystalline particles. [33] Nanoparticle synthesis conditions typ-

ically deviate from these assumptions, which is why the kinetic Wulff construction and

the kinetics of growth processes are the focus of this thesis. Nanoparticles are usually

synthesized in a supersaturated system that deviates from thermodynamic equilibrium.

In a solution-based system, which is the focus of most of this work, this supersaturation
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is defined as:

∆µ = µsat − µeq (2.1)

where ∆µ is the chemical potential difference between the chemical potential of the su-

persaturated solution (µsat) and the chemical potential of the equilibrium solution (µeq).

This supersaturation is responsible as the chemical potential driving force behind the

nucleation and growth processes discussed throughout this thesis. We will describe many

alternative ways it can be defined for specific material synthesis systems.

The kinetic Wulff shape is the broad category of crystal shapes that form under

kinetically-controlled growth conditions. It is mathematically constructed by taking the

envelope of the slowest growing facets:

S = x : x · n̂ ≤ λ(t)v(n̂) (2.2)

where v is the growth velocity dependent on time t for each facet defined by n̂. This is

analogous to the thermodynamic Wulff construction, except growth velocities are used

instead of surface energies. [33] The term kinetic Wulff shape is usually only reserved for

crystals with smooth, well-defined facets and polyhedron shapes. Under many circum-

stances of NP synthesis, the products that are produced are irregularly shaped or possess

rough surface morphologies. A goal of this dissertation is to understand the driving forces

and kinetics behind this type of behavior, and how they can be controlled. This begins

by considering how crystals grow on a surface level by examining growth terraces.



34

Figure 2.1. Schematic illustrating the terrace nucleation (yellow) and
growth processes (blue). The purple block represents the surface of a grow-
ing crystal with an existing growth terrace. The red block is a precursor
species in solution that will participate in either nucleating a new terrace
atop the existing one, or it will deposit onto the surface and contribute to
the growth of an existing terrace.

2.1.2. Step-Flow Growth Processes

A schematic of the terrace nucleation and growth processes is provided in Figure 2.1.

Terrace nucleation is the process where the reaction results in the formation of a new

growth terrace atop an existing surface of a crystal, and terrace growth happens when the

reaction adds to an existing terrace across a surface. A growth terrace can be modeled as

a 3D hemisphere to describe the rate of formation mathematically. For a 3D hemisphere

terrace nucleating on a crystal surface, the total work or free energy change for nucleation

can be defined as:

∆E =
2

3
πR3∆µ+ 2πR2γ (2.3)

where R is the radius of the terrace nucleus, ∆µ is the chemical potential change of

forming the nucleated material, and γ is the surface energy. There is a critical radius

(R∗) for terraces nucleated at the surfaces of particles. The critical nucleation energy at
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this radius can be evaluated as:

∆E(R = R∗) =
8πγ3

3∆µ2
(2.4)

The terrace nucleation rate can be written as an Arrhenius function:

NR = f0 exp
∆E

kBT
(2.5)

where f0 is a pre-exponential factor that is dependent on the diffusion of molecules and

solutes in solution and other factors.

In contrast to terrace nucleation, terrace growth is not dependent on a nucleation

type process, and therefore its rate does not have a statistical thermodynamic exponential

dependence. However, terrace growth is still driven by the supersaturation, or chemical

potential, of the solution environment. Terrace growth occurs when species diffuse to an

existing growth terrace on a crystal surface and reacts, thereby contributing to the lateral

growth of the terrace across the facet. The rate of terrace growth (GR) can be defined as:

GR = C∆µ (2.6)

where C is a coefficient that includes diffusivity and other environmental terms.

2.2. Methods

2.2.1. Hydrothermal Synthesis

Among the many nanoparticle synthesis methods, hydrothermal synthesis is a popular

solution-based method for many reasons. The term hydrothermal synthesis traditionally
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refers to a reaction that occurs in water (“hydro”) in a sealed vessel or autoclave at a

temperature greater than the boiling point of water (“thermal”). It is often chosen for

its many practical advantages over other synthesis methods, including the capability of

producing highly crystalline products in relatively mild conditions (∼100-300 ◦C) with

decent control over the size and shape of the nanoparticles in a single step. Because size

and/or shape dependent properties can significantly affect the functional properties of

nanoparticles, synthesis methods with reasonable size and shape control are attractive

choices in nanoparticle research regarding applications for nanoparticles, such as biomed-

ical applications, catalysis, or energy technologies. [14, 28–30] Therefore, hydrothermal

synthesis has been successfully used to produce a wide range of materials, including many

different simple and complex oxides, semiconductors, and other classes of materials in a

variety of shapes and sizes. [31,32,34]

A typical hydrothermal synthesis “recipe” is composed of three main parts: water,

reactants, and mineralizer(s). Water acts as both a solvent and transportation medium in

the reaction. As a solvent, water hydrates or complexes precursors to form more reactive

compounds for the chemical reaction. Mineralizers aid in the dissolution of precursors,

and the choice of mineralizer, often basic or acidic compounds that alter the pH of the

solution, can significantly impact the phase, size, and morphology of the nanoparticles

produced. Pourbaix diagrams, or Eh-pH diagrams, which map the thermodynamic equi-

librium phases relative to its redox potential and pH are useful guides for choosing the

type and quantities of mineralizers used in a synthesis. [10, 35, 36] When these compo-

nents are heated in a sealed autoclave, the system reaches an autogenous pressure, which
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is the pressure reached without an externally applied force and is dependent on the com-

position of the reactants, filling factor, and temperature. High pressures can effect the

density, dielectric properties, and solvent properties of water in the hydrothermal system.

However, for most of the syntheses used in this work, the fill factors are low enough such

that the pressure changes and effects are relatively minimal in comparison to those of

temperature. More information about the relationships between temperature, pressure,

and fill factors can be found in references. [35,37]

The hydrothermal syntheses used in this work to produce KTa1-xNbxO3 (x = 0–1)

nanoparticles were modified from syntheses developed by Goh et al. [38,39] and Kumada.

[40] In these syntheses, solid Ta2O5 and/or Nb2O5 were added to 15 M KOH and heated

to 150–200 ◦C in an autoclave. KOH acts as both the mineralizer and reactant in the

reaction, and therefore its concentration is an important parameter in the thermodynamic

factors and kinetics of nanoparticle growth. Specific precursor quantities and heating

times are detailed in later sections. In all cases, the temperature of the oven was ramped

to the target temperature as quickly as possible without a specified heating rate. After

hydrothermal treatment, the product was washed several times with deionized water until

the supernatant liquid was measured as neutral using pH strips. Then, the product was

dried overnight in an oven set at 80 ◦C.

Some additional modifications of the syntheses were also performed in order to study

the effects of different concentrations and mineralizers on the properties of the products.

If there were additional compounds added to the solution, the solids and KOH solution

were stirred for at least 30 min to ensure uniform mixing.
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2.2.2. Electron Microscopy

Electron microscopy was the primary analytical tool used to study the nanoparticles

synthesized in this work. It is a powerful characterization tool for studying the crystallog-

raphy, morphology, chemistry, and other properties of materials. The small wavelength of

high energy electrons (∼80–300 keV) enables high resolution imaging to study even the

atomic structure of materials. As shown in Figure 2.2, many different signals can also be

generated by and collected from the interaction of an electron beam with sample material.

Electron microscopes are categorized into two different electron beam illumination modes

that can generate and collect these signals: parallel beam and convergent beam. The first

describes transmission electron microscopy (TEM), where a parallel beam of electrons is

transmitted through a sample. The second is scanning transmission electron microscopy

(STEM), where a converged beam of electrons forms a probe that rasters across a sam-

ple instead. Both types were utilized to characterize different properties of the oxide

nanoparticles. Because electron microscopy encompasses so many different techniques, a

brief overview of the particularly relevant techniques will be discussed here.

In TEM, when high energy electrons interact with a sample material, they are trans-

mitted or scattered in different ways depending on the energy of the electrons and prop-

erties of the material. The transmitted electrons form a projected image of the sample

that can be used to characterize the sample. An objective aperture can be inserted at

the back focal plane to select between the direct or diffracted electron beams to produce

bright field (BF) and dark field (DF) images, respectively. In addition to an image, the

scattered electrons form a diffraction pattern (DP) at or near the back focal plane of the
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Figure 2.2. Signals generated from the interaction of high energy electrons
and a sample. The arrows show only general directions of strongest detec-
tion for each type of signal. Schematic adapted from [4].

objective lens. TEM BF/DF imaging and electron diffraction characterization of mate-

rials can yield crystallographic information about the sample, especially when used in

combination, such as its crystallinity, crystallite orientation(s), and microstructure.

When multiple electron beams are used to form an image (e.g. when no objective

aperture is used), the interference between phase differences of the electron beams causes

phase contrast in the image. Although phase contrast is often present during TEM imag-

ing, it is the dominant form of contrast present in and most commonly associated with

high resolution transmission electron microscopy (HRTEM) images. HRTEM is a very

effective method for characterizing the atomic structures of materials. Furthermore, us-

ing HRTEM to analyze the atomic surface structures of nanoparticles through “profile

imaging” has been a successful method for determining the surface terminations of many
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different nanoparticle materials. [41–45] Although high resolution imaging is one of elec-

tron microscopy’s major advantages and the development of aberration correctors have

significantly improved the spatial resolution of modern TEMs, interpreting phase con-

trast in HRTEM images is not trivial. A TEM has many sources of different aberrations,

such as spherical aberration caused by imperfect lenses and chromatic aberration caused

by energy spread of the electron beam, that can be treated as a reciprocal space phase

shift of electron waves. This phase shift term affects the contrast transfer in the image

plane of a microscope. HRTEM image simulation methods, such as multislice simulation

(Section 2.2.3) have been developed to aid in the accurate interpretation of contrast and

information in HRTEM images.

In contrast to a TEM, a STEM forms a digital image pixel-by-pixel by rastering a

probe back-and-forth across an area of the sample. The transmitted electrons can be

collected simultaneously by different detectors in the microscope. A variety of detectors

can be used in a STEM for imaging, including secondary electron (SE), annular dark field

(ADF), and on-axis bright field detectors. SE imaging was the primary imaging technique

used for studying the nanoparticles synthesized in this work. Although secondary electron

microscopy is more commonly associated with scanning electron microscopes, it can also

be performed in a STEM with the advantage of higher resolution granted by the higher

operating voltages of a typical STEM. Secondary electrons are generated when the high

energy electron beam ejects electrons from the conduction or valence bands of a material.

The ejected electrons have small mean escape paths (λ ≈ 1 nm) because of their low

energies (≤ 50 eV), hence SE imaging is a surface sensitive technique well-suited for

characterizing the surface topography and morphology of a sample. BF imaging in a
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STEM is similar to BF imaging in a TEM: an on-axis detector is used to capture the

signal from the direct beam of transmitted electrons similar to how the objective aperture

is used to select instead of using an aperture to select the direct electrons. In contrast,

ADF imaging is rather different than TEM DF imaging because the annulus shaped

detector detects electrons scattered in multiple directions and angles. The collection

angle can be varied to enhance different types of contrast. For example, heavy elements

cause electrons to scatter at higher angles via Rutherford scattering, so using a high angle

annular dark field (HAADF) detector maximizes Z-contrast over diffraction contrast in

the resulting image.

In addition to imaging and diffraction techniques, analytical electron microscopy tech-

niques were also performed to characterize the composition of nanoparticles. Energy dis-

persive X-ray spectroscopy (EDS) uses the characteristic X-rays generated during electron

microscopy to identify the elements present in a sample. Characteristic X-rays are pro-

duced as a result of the interaction between high energy beam electrons and atoms in

the sample material. A transfer of energy from a high energy electron to a core shell

electron causes the core electron to be excited and ejected from the inner shell, leaving a

hole. When this hole is filled by an electron from the outer shell of the atom, the excited

atom is returned to the ground state. This process is accompanied with the emission of

a corresponding characteristic X-ray or Auger electron. Characteristic X-rays correspond

to the energy difference between the location where the hole is filled and the outer shell

from where the electron came. In a STEM, the collection of these characteristic X-rays

can be spatially resolved to form EDS maps of the sample.
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Microscopes at both Northwestern University and Argonne National Laboratory were

used to conduct electron microscopy experiments. SE imaging and EDS were primar-

ily performed on the Hitachi HD-2300 STEM. HRTEM was performed on the Argonne

chromatic aberration-corrected TEM (ACAT), an FEI Titan with a CEOS Cc/Cs image

corrector. The FEI Talos F200X TEM/STEM was used for additional TEM BF and DF

imaging, as well as electron diffraction. All microscopes were operated at 200 kV. TEM

samples were prepared by either drop casting powder suspended in a solvent (e.g. ethanol

or isopropyl alcohol) onto a TEM grid or dipping a grid into the dry powder.

2.2.2.1. Extracting length measurements from TEM images. In order to more

accurately measure their sizes and quantify the surface area for statistical distributions

presented in later chapters, a method of obtaining 3-dimensional information from 2-

dimensional images was needed. The majority of the particles synthesized in this the-

sis were shaped as nanocuboids, which provides a convenient set of orthogonal axes to

use in this calculations. Figure 2.3 shows a schematic of the measurements taken on a

nanocuboid (grey cube). In order of construction: the black lines (Lblack) represent the

edge lengths of the nanocuboid; the red lines (Lred) are drawn along the orthogonal axes

of the cuboid; the yellow lines are drawn as a triangle where each corner meets the end

of a red line; the purple semicircles are drawn across the yellow lines; the green lines are

drawn from the center of the red axes and perpendicular to the yellow lines; the blue lines

(Lblue) connect the intersections of the red-yellow lines and green-purple lines. The ratio

between the blue line and the red line adjacent to it are used to calculate the 3D length
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(L) of the black line from the 2D projection:

L = Lblack
Lblue
Lred

(2.7)

This geometric construction uses the relationships between a series of right triangles to

determine a 3D length scale from a 2D image of a projection.

Figure 2.3. Schematic of geometric construction used to calculate 3D
lengths from 2D projections of nanocuboids in images.

2.2.3. Multislice Simulation

HRTEM image simulation methods were developed in order to address the problem of

accurately determining crystal structure information from experimental images. Because

experimental HRTEM images are 2D intensity maps of a sample, they do not contain phase

information that is necessary for 3D structure solution. Moreover, sample properties and

aberrations in the microscope affect the intensity and phase of electron waves that form



44

images, contributing to the complexity of interpreting phase contrast HRTEM images.

Two of the most commonly used image simulation approaches are the multislice and Bloch

wave methods. The multislice method described by Cowley and Moodie was employed in

this work to study nanoparticle surfaces and microstructure. [46]

Figure 2.4. Diagram of the multislice method process. At each slice, the
phase grating is applied to calculate the amplitudes and phases of the elec-
trons. Then, the beams are propagated through vacuum to the next slice
to repeat the process. Image adapted from [4].

The multislice method was derived as a way of solving the Schrödinger wave equation

for electrons traveling through a solid, enabling the calculation of analytical expressions

for the amplitudes of diffracted beams and consideration of dynamical diffraction effects.

It applies the phase grating approximation, which assumes the crystal affects only the

phase of the electron wave traveling through it and not the amplitude. Therefore, in the

multislice algorithm, a crystal can be modeled as a sequence of x-y diffraction planes, or
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slices, separated by vacuum with incident electron waves from the z-direction. At each

slice, the amplitude and phases of electron beams generated by an incident beam are calcu-

lated using the phase grating solution, then these beams are propagated to the next slice.

The propagation function accounts for the lateral spread of electron waves across the x-y

plane between each slice. An advantage of the multislice method is that computationally

fast Fourier transforms can be used in place of computationally expensive convolutions.

The iterative multislice method is summarized by the schematic in Figure 2.4.

The MacTempasX software package developed by Roar Kilaas was used to perform

all simulations in this work. [47] For structure solution, a crystal structure is assumed

and simulated for the experimental conditions, such as sample thickness, defocus, and

microscope operating parameters. In most of the image simulations shown in this disser-

tation, the parameters were set as follows: the voltage was 200 kV; Cs was 0.008 mm;

convergence angle was 0.60 mrad; defocus spread was 60 Å; astigmatism was at least 20 Å;

mechanical vibration was at least 0.5 Å. The relative match, or goodness-of-fit, between

the simulated image and experimental image are compared. If the simulated image does

not match, simulation parameters or the guess structure are changed, and the process is

repeated.

2.2.4. X-Ray Diffraction

Powder X-ray diffraction (XRD) was used to characterize the crystal structures of the

nanoparticles studied. During XRD, X-rays are scattered by the crystalline lattice of

a material. The locations of the peaks will depend on the angle of incidence, angle of

the detector, wavelength of the X-rays, and structural properties of the material. The
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relationship between these variables is summarized by Braggs’ law:

2dhkl sin θ = nλ (2.8)

where dhkl is the interplanar spacing between (hkl) planes, θ is the angle of incidence

relative to the sample for maximum constructive interference, n is a positive integer, and

λ is the wavelength of the X-rays. During a powder XRD acquisition, the angle θ is varied

by the simultaneous movement of both the X-ray source and detector. The angles where

maximum intensity, or diffraction peaks, are observed in the DP correspond to specific

dhkl of specific phases. Using this method, a DP can be fingerprinted to identify the

phases present in a sample. In addition to fingerprinting the phases of material present in

a sample, powder XRD patterns can also be refined to determine information such as unit

cell dimensions, phase fractions, and crystallite size and shape via Rietveld refinement.

XRD was performed using several different instruments, all equipped with Cu Kα X-

ray sources. These include a Rigaku DMAX diffractometer operated at 40 kV and 20 mA,

Rigaku Ultima diffractometer operated at 40 kV and 44 mA, and Smartlab 3 kW Gen2

operated at 40 kV and 44 mA. Diffraction patterns were matched to phases using the MDI

JADE data analysis program. [48] Rietveld refinement was performed with GSAS-II. [49]

2.2.5. Density Functional Theory

Density functional theory (DFT) calculations were used to calculate the formation and

surface energies of many different materials in this work. It is a quantum mechanical

model that uses the Hohenberg-Kohn theorems and Kohn-Sham equations to determine

the behavior of electrons in a solid. However, solid materials are composed of many
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electrons that influence the behavior of each other, and the impracticality of solving so

many equations manifests as the many-body problem for a solid crystal. The foundations

of DFT were developed by Hohenberg, Kohn, and Sham as a method of approaching

the many-electron problem. [50, 51] They theorized that electron density can be used

as the fundamental variable instead of the electron wave functions to calculate material

properties, and that the electron density that minimizes the total energy of a system

defines its ground state.

One of the Hohenberg-Kohn theorems relating the total energy of an interacting inho-

mogeneous electron gas (E) in the presence of an external potential (Vext) to a functional

of the electron density (ρ) can be represented mathematically as:

E =

∫
Vext(~r)ρ(~r)d~r + F [ρ] (2.9)

where F [ρ] is a universal functional of the density. The Kohn-Sham equations reduce the

many-body problem into many single-body problems. The total energy of a system can

be calculated then as:

E = To[ρ] +

∫
Vextρ(~r)d~r +

1

2

∫
ρ(~r)ρ(~r′)

|~r′ − ~r|
d~rd~r′ + Exc[ρ] (2.10)

where To is the non-interacting kinetic energy and Eext is the exchange-correlation energy.

The exact exchange-correlation functional cannot be calculated exactly, so many different

approximations have been developed for DFT. The generalized gradient approximation

(GGA) is one of them and considers the electron density and its gradient. One of the most

popular forms of the GGA used in DFT is the Perdew-Burke-Ernzerhof (PBE) functional.

[52,53] All of the calculations performed in this work used the PBEsol functional, which



48

is a revised version of the PBE functional for solids and surfaces. [54] The improvements

of this functional for calculating the equilibrium properties of solids and their surface

energies is why it was selected for this body of work.

All of the DFT calculations in this work were done using the WIEN2k package, an all-

electron augmented plane wave plus local orbitals code. [55,56] In this approach, a unit

cell is partitioned into two types of regions: atomic spheres, which are defined by specified

muffin-tin radii, and interstitial regions. The regions inside the muffin-tin radii are defined

by local orbitals, or linear combinations of radial functions times spherical harmonics.

The interstitial regions are defined using a plane wave expansion. The accuracy of the

calculations performed using the WIEN2k code are defined by the parameter RmtKmax,

where Rmt is the smallest muffin-tin radius in the unit cell and Kmax is the magnitude

of the largest K-vector in the basis set of plane waves. Increased accuracy of DFT

calculations is correlated with increasing computational time, so RmtKmax is selected to

balance the numerical accuracy needed within reasonable computational times.
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CHAPTER 3

Kinetics of Growth Regimes of Hydrothermally Synthesized

Potassium Tantalate (KTaO3) Nanoparticles

3.1. Introduction

Nanoparticle synthesis can be approached with many goals in mind to produce materi-

als with the right combination of composition, structure, and size for a specific application.

This flexibility is why nanoparticles and their nanoscale properties have been studied to

enhance their performance in fields like catalysis, energy, and drug delivery. [14, 28–31]

Therefore, shifting the focus of nanoparticle synthesis design beyond size control to obtain

control over the shape NPs—in both broad features, such as Wulff shape or aspect ratio,

as well as fine details, such as surface morphology, atomic arrangements, or growth terrace

densities—is highly worthwhile to explore shape and surface dependent properties. The

goal of this chapter is to study the kinetics of growth processes on NP surfaces produce

particles with either rough or smooth morphologies. This understanding of why certain

features are formed under specific conditions can lead to future studies on how to design

the conditions to favor the growth of desired shapes and surfaces.

In Chapter 2 we described the crystal growth of NPs in terms of two simultaneous pro-

cesses: (1) nucleation of terraces on particle surfaces, and (2) lateral growth of terraces. In

combination with particle nucleation, the rates of these three processes can affect the size

distribution, shape, and surface morphology of the NPs, but controlling them rates poses
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a complex problem. Each process depends on many variables, including thermodynamic

quantities (e.g. temperature, pressure, and chemical potential) associated with both the

synthesis environment and materials used, which often have confounding effects, further

complicating the study of NP growth processes.

The hydrothermal synthesis of KTO NPs was selected as the topic of this study.

KTO is an incipient ferroelectric, a material that remains cubic until very low tempera-

tures, making it structurally simpler to study with crystallographic characterization meth-

ods. [57] It has been synthesized using several techniques, including solvothermal, [58,59]

hydrothermal, [38, 60–62] supercritical, [63] and solid-state methods. [64, 65] The rela-

tively simple hydrothermal synthesis, which is composed of only two reagents and lacks

the addition of surfactants, is an ideal candidate for studying the kinetics of NP growth

processes and the relationship between the solution (Region I) and surface (Region III)

in this context as described in Chapter 1.

In this chapter, a general mathematical model for growth kinetics is proposed based

upon observed growth regimes of hydrothermally synthesized KTO NPs from XRD studies

of the reaction rates and electron microscopy studies of their surface chemistry and mor-

phology. Characterization of the evolving surface morphology over time with secondary

electron imaging revealed two kinetically distinct growth regimes. The kinetic distinc-

tion is a result of the different rates of two growth mechanisms, terrace nucleation and

terrace growth, which have different effects on the observed NP morphology. In the first

regime, the rate of terrace nucleation dominates over that of terrace growth, resulting in

rough, stepped surfaces. In the second regime, where the rate of terrace growth is instead

higher, the surfaces become smooth. The proposed model uses classical step-flow growth
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concepts to establish relationships between the two growth mechanisms and the chemical

potential change throughout the reaction. HRTEM provided further insight into the role

of different chemical species on the terrace nucleation and growth rates by characterizing

the surface chemistry and structure.

The work presented in this chapter was done with some assistance provided by Jianguo

Wen for the HRTEM imaging and Ahmet Gulec for the EDS analysis.

3.2. Methods

The hydrothermal synthesis of KTO NPs used was based on that described by Goh

et al. 0.0025 mol of Ta2O5 powder (1.1 g) and 25 mL of 15 M KOH solution were added

to a 125 mL Teflon-lined autoclave. [38] The autoclave was heated to 150 ◦C for 1–4 hr.

For additional general hydrothermal synthesis procedure, please reference Chapter 2.

Powder XRD was performed on a Rigaku DMAX diffractometer equipped with a Cu

Kα source operated at 40 kV and 20 mA. Phase fractions of each compound present were

quantified from diffraction patterns by Rietveld refinement. [49]

SE imaging was performed on a Hitachi HD-2300 STEM operated at 200 kV. The

practice of stereology was applied to extract random and statistical measurements of areal

growth terrace densities from SE images. Figure 3.1 visually shows the terrace counting

procedure. A linear probe (red line) was drawn and guided across a nanoparticle face

(red arrows) in an image. At every instance where the line intersected with a terrace for

the first time, it was counted and annotated to prevent miscounting (yellow lines). A

“terrace” was considered to be a feature of high contrast on the nanoparticle facet. The
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Figure 3.1. Schematic demonstrating the areal terrace density counting pro-
cess. The red line is the linear probe, the red arrows define the direction in
which the probe is moved across an image to count terraces, and the yellow
lines identify tallied terraces. [1]

opposite edge of a counted terrace was not tallied. Using this approach, the linear probe

prevented bias in the measurements by aiding the eye in counting intersections only.

HRTEM was performed on the ACAT to characterize the NP surfaces with profile

imaging. [41–45] The electron beam dose was kept below 100 e−/nm2s to minimize beam

damage of the sample. HRTEM images were simulated using the MacTempasX software

package, [47] which uses the multislice method [46] and nonlinear imaging theory, [66] to

interpret image contrast. EDS was performed on a JEOL ARM200CF STEM operated

at 200 kV.

3.3. Results

In this section, we will begin by describing the general crystallography and reaction

kinetics determined from XRD before examining the morphology and surface features.

After this, characterization results of the surface chemistry and structure will be presented.
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3.3.1. Growth Kinetics and Surface Morphology

Figure 3.2. (a) XRD patterns of the hydrothermal synthesis products at
time steps between 1 and 4 hr of synthesis. Between 1 and 2 hr, the pat-
terns show signals from both the reagent L-Ta2O5 (blue bars, PDF 00-025-
0922) and the product KTO (black bars, PDF 04-005-7249). At 2 hr, the
conversion to KTO is almost complete, and by 4 hr, the pattern matches
only KTO. (b) Mole fractions of yielded KTO (black squares) and remain-
ing reactant Ta2O5 in product after different lengths of synthesis times.
Blue lines indicate different rates of consumption of Ta2O5. Phase fractions
were calculated with Rietveld refinement. (c) Logarithmic plot of the yield
showing two different growth rates. [1]

Table 3.1. Rietveld refinement R-factors and goodness-of-fit for XRD pat-
terns shown in Figure 3.2. [1]

Time (hr) Rwp (%) Rexp (%) Goodness-of-fit (χ2) KTO (wt%)

1 9.19 3.22 8.13 10.1

1.125 11.06 6.16 3.22 17.2

1.25 9.42 3.25 8.41 33.7

1.5 7.24 3.37 4.61 56.6

1.75 6.52 3.36 3.77 75.8

2 7.00 3.33 4.41 91.5
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Powder XRD patterns of the products after 1–4 hr of reaction time were acquired to

identify and quantify the phases present at different times during the synthesis. These

are shown in Figure 3.2a and were indexed to match L-Ta2O5 (PDF 00-025-0922) and

cubic perovskite KTaO3 (PDF 04-005-7249); no secondary phases were observed. The

yield of KTO (black squares) and consumption of Ta2O5 (blue circles) over time were

quantified from the XRD patterns using Rietveld refinement, as shown in Figure 3.2b,

and Rietveld refinement details can be found in Table 3.1. Based on the quantification of

the diffraction patterns, the reactant Ta2O5 is almost completely (∼94 mol%) converted

to KTO after 2 hr. Furthermore, there is a change in the rate of reaction between 1.25 and

1.5 hr, as indicated by the change in rate of consumption of Ta2O5 (blue lines). Although

the assumptions of the Johnson-Mehl-Avrami-Kolmogorov (JMAK) equation were not

satisfied by this synthesis, [67–70] the reaction yield can still be fit to the functional form

of the equation to analyze changes in the growth kinetics, i.e.:

XKTO = 1− e−ktm (3.1)

where Xkto is the fraction of product yielded at time t, k is a rate constant, and m is a

constant that provides information about the growth process based upon JMAK theory.

If this is plotted in the form ln(− ln(1−XKTO)) as a function of ln t, the data may be fit

to linear functions with slope m, as shown in Figure 3.2c. The time period between 1–2 hr

was chosen for this analysis because the system underwent a nucleation incubation period

before 1 hr, and the reaction was almost complete after 2 hr. This data is well described

by two linear fits—one for 1–1.25 hr and one for 1.25–2 hr—each with a different slope

(∼ 6 and ∼ 3, respectively) suggesting two kinetically different growth regimes.
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Figure 3.3. SE images of the KTO NPs after 1–4 hr of hydrothermal syn-
thesis. Images show nanocuboids ∼200 nm in size with sharp corners and
edges and evolving surface morphology with time. [1]

Similar to the reaction rate, the nanoparticle morphology also evolved over time.

Figure 3.3 shows SE images of the samples, which were ∼200 nm sized cuboids. Between

1 and 1.75 hr, the nanoparticle facets were populated with many growth terraces, giving

a relatively rough appearance. After 2 hr, the facets appeared smooth and resembled the

final product imaged after 4 hr. The heights of the terraces were on the order of 1—3 unit

cells of bulk KTO.

The areal terrace density distribution on the nanoparticles was measured for each time

step between 1 and 1.75 hr (Figure 3.4a). The 2 hr time step was excluded here because
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Figure 3.4. (a) Histograms of the areal terrace density measured on
nanoparticle facets for 1, 1.25, 1.5, and 1.75 hr products. Histograms show
narrowing distribution ranges and decreasing densities with time. (b) NP
size distributions for synthesis times between 1 and 2 hr. Distributions
broaden with increasing time, and the average size increases with increas-
ing time until 2 hr, where the average size decreased from that of 1.75 hr. [1].

the surfaces appeared completely smooth. These plots demonstrate that the areal density

of terraces (i.e. roughness) decreased and distribution range narrowed with time. The

NP size distribution at each time step was also measured between 1 and 2 hr, and these

are provided in Figure 3.4b as histograms. In contrast to the terrace density, the size

distribution broadened and the average size increased as the synthesis progressed until

2 hr, where the average size decreased from 1.75 hr.

3.3.2. Surface Chemistry

The evolving surface morphology suggested that the NP surface structure and chemistry

may play an important role in establishing a general growth model. A high resolution

profile image of a NP oriented along the [110] zone axis from the 4 hr sample is shown

in Figure 3.6a. The surface 1–2 nm of the NPs showed an approximately uniformly dis-

tributed phase with a differing lattice spacing and symmetry than bulk KTO. There was
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also some structural disorder in the region between this surface phase and the bulk, which

may be attributed to overlapping terraces of the NP and mismatch between the surface

and bulk phases. Similar features were also observed on the 1 hr NP sample. Images

of areas with well-ordered structure and little evidence of beam damage (i.e. dose rate

less than 100 e−/nm2s) were used to determine the surface chemistry and structure. To

interpret the contrast of the images and investigate possible structure matches for the sur-

face, multislice HRTEM image simulations were performed mimicking the microscope and

sample conditions using several potential structures to match the contrast and periodicity

of these regions.

A range of possible structures were considered; taking into account that because both

precursors and KTO contain Ta5+ and no reductants were used, only phases containing

Ta5+ were chemically reasonable, i.e. potassium tantalate, tantalum(V) oxide, and tan-

talum(V) hydroxide. The structures were further narrowed based upon EDS data that

Figure 3.5. (a) Annular dark field image of KTO NP oriented on the [110]
zone axis. Yellow line indicates [100] direction of EDS line scan. (b) Raw
counts of EDS line scan where potassium signal is black, tantalum is blue,
and oxygen is red. (c) Quantified EDS line scan from raw data in (b). Line
scans show increasing tantalum signal at the edge of the particle. Line scan
data was smoothed using a moving average filter. [1]
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Figure 3.6. (a) Profile-view HRTEM image (with a dose rate of 30 e−/nm2s)
of a 4 hr KTO NP oriented along the [110] zone with a multislice image
simulation of B-Ta2O5 inset (white brackets). (b) Image simulation of B-
Ta2O5 with the atomic structure superimposed, where the large blue atoms
are Ta and small red atoms are O. [1]

suggested the surfaces were potassium deficient and tantalum-rich (Figure 3.5). Of all

the possibilities, B-Ta2O5, a high-pressure polymorph of tantalum(V) oxide belonging to

space group 15 (C2/c), [71] was the best match. A multislice simulation of B-Ta2O5

oriented along the [103̄] zone axis is shown as an inset in Figure 3.6a (white brackets).

Figure 3.6b shows the B-Ta2O5 atomic structure superimposed on the image simulation,

where bright spots correspond to Ta atoms (blue) and dark spots correspond to O atoms

(red). There is a lattice mismatch between the simulated B-Ta2O5 and bulk KTO of

approximately 7% and −9% along the [103̄] and [010] directions, respectively. While this

mismatch is relatively large, such values for a thin surface region are not unreasonable.

This misfit strain may partially explain why the high-pressure B-Ta2O5 phase termi-

nates the surface as opposed to the low temperature stable phase, L-Ta2O5. [72] Epitaxial

strain stabilization of nonequilibrium stable phases has been demonstrated in many differ-

ent cases including oxide thin films. [73,74] We note that the published L-Ta2O5 structural
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information has longer bond lengths and did not match the experimental images. The

literature reports the B-Ta2O5 phase to be only stable at high temperatures and pres-

sures; [71] it has also been hydrothermally synthesized under pressure and temperature

conditions of 20 MPa and 570 K. [75] Both reports demonstrated that the B-Ta2O5 phase

is metastable at room temperature. Even though the reported syntheses of B-Ta2O5 were

performed at higher temperatures and pressures than used in the syntheses used here,

we can show that our hydrothermal conditions are still reasonable for forming this phase.

By considering the mechanical properties of tantalum(V) oxide, the volume change under

20 MPa compared to the KTO hydrothermal synthesis conditions can be determined. The

bulk modulus of L-Ta2O5 has been calculated to be between 140–144 GPa, [76] so the

average value (142 GPa) is used in the following calculation. The volume change under a

uniform pressure may be calculated according to the formula:

∆V

V
=

∆P

B
(3.2)

where ∆V is the volume change, V is the original volume, ∆P is the change in pressure,

and B is the bulk modulus. Using this formula, the aforementioned literature values,

and considering the extreme case of atmospheric pressure during KTO synthesis, ∆V
V

was

calculated to be 0.014%. Because this is such a small change, the lower pressure conditions

were considered reasonable enough to feasibly form B-Ta2O5.

The experimental results and slope change in Figure 3.2b and 3.2c indicated that there

were two growth regimes, an overall evolution over time of the surface morphology from

rough surfaces with high areal terrace density to smooth surfaces with low terrace density,

as well as an excess of Ta2O5 at the surface in the form of a high temperature and pressure
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stable phase, which has a good epitaxial and tantalum coordination match to the KTO

substrate. We will now show how these results can be understood in terms of a general

growth model based upon conventional step-flow growth.

3.3.3. Growth Mechanisms and Model

The appearance of terraces on the NP surfaces and their subsequent smoothing is indica-

tive of changing kinetics of growth processes. As described in Section 3.1, the growth of

NPs can be described by two stages: (1) nucleation of terraces on NP surfaces and (2)

lateral growth of terraces. Before proceeding to model the rates of these two processes,

it is important to define several thermodynamic terms for this specific synthesis. In this

case, the change in chemical potential (∆µ) per molecule added to the NP is dependent on

the chemical potential difference between the initial reactants (Ta2O5 and KOH) and the

final product (KTO). ∆µ can vary with many factors, including reagent concentration,

temperature, pressure, and volume.

In this synthesis, since the molar ratio of the reagents KOH:Ta2O5 is 150:1, the con-

centration of KOH is essentially constant over the course of the synthesis reaction. Given

the incubation period of 1 hr, it was also assumed that the species were sufficiently

mixed so that the overall ∆µ was not affected by dissolution rates and concentration

distributions. Furthermore, because the hydrothermal synthesis was performed at a con-

stant temperature and pressure inside a closed vessel of fixed volume, these variables

may also be considered constant. Thus, ∆µ primarily varied with the concentration—i.e.

supersaturation—of Ta2O5 in solution, which decreased over time as the reaction yield
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increases, meaning that ∆µ became less negative over time. A direct relationship be-

tween ∆µ and the Ta2O5 concentration was difficult to calculate under the circumstances

because the reaction took place in a sealed autoclave under relatively high temperature

and pressure, and the solubility of Ta2O5 is low. [111] This prevented the direct study of

the solute species present, the free energies of those species during the reaction, the exact

chemical reaction mechanisms occurring, and the specific thermodynamic conditions of

the system. As also mentioned earlier, and will become clearer below, there are other

specific quantities for which only reasonable estimates are possible at present, e.g. step

energies in solution at elevated temperature and pressure. However, in this case, the

specific solutes present and any intermediate reactions occurring are of little consequence

compared to the overall reaction from the initial reactants to the final product, which is

the key reaction that results in the growth of NPs. This overall reaction generates the

effective ∆µ, the relative value of which may be reasonably related to the concentration

of Ta2O5 given the assumptions made above.

The results of the HRTEM characterization and multislice image simulations provided

further evidence that the concentration of Ta2O5 controls the kinetics of the NP synthesis.

Figure 3.6a demonstrates that the surface of KTO is terminated by B-Ta2O5, a tantalum

oxide phase rather than a potassium tantalate phase, which has been observed in other

KTO surface studies. [77,78] This further suggests that the tantalum species in solution

was a major factor in controlling ∆µ during the reaction.
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In Chapter 2, we showed that the terrace nucleation rate could be modeled as a simple

Arrhenius equation, as shown below.

NR = f0 exp
∆E

kBT
(2.5 revisited)

A geometric model for terrace nucleation was used to determine the energetic quantities

contained in the activation energy (∆E). Here we will use a similar approach by modeling

the terraces as 2D flat nuclei such that the activation energy is dependent on the step

edge energy (γe) of the terrace, i.e.:

∆E =
−π(NEγe)

2

NS∆µ2
(3.3)

where NE is the number of atoms per unit length of a terrace and NS is the number of

atoms per unit area of a terrace. Notably, ∆E is inversely proportional to the driving

force (∆µ). In contrast, recall that the rate of terrace growth (GR) is linearly dependent

on ∆µ:

GR = C∆µ (2.6 revisited)

In order to more directly compare the rates of terrace nucleation and terrace growth, the

process of terrace annihilation is defined when a terrace grows across a facet and reaches

the edges, annihilating itself. The rate of annihilation (AR) is proportional to the terrace

growth rate:

AR =
1

A
GR (3.4)

where A is the size of the specific nanoparticle face.
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NR and AR were simulated for the KTO hydrothermal system with a reaction tem-

perature of 150 ◦C and nanoparticle facet size of 200 nm. Figure 3.7 shows these NR

(solid) and AR (dashed) plotted against ∆µ using estimated step edge energies of 0.4

and 0.2 eV/atom, respectively, to demonstrate the rate dependence on both material

properties and synthesis conditions. These energies were estimated using known values

in literature for similar materials. Additional estimations used in these simulations can

be found in Section 3.3.3.1. NR and AR intersect at a value ∆µcritical where the dom-

inating growth process changes, and ∆µcritical generally tends to be on the same order

as γe. Notably, ∆µ is on a negative scale where a large supersaturation or high driving

force corresponds to a large negative value and small supersaturation or low driving force

corresponds to a less negative value. The terracing and smoothing regimes are indicated

on either side of ∆µcritical by yellow and blue shaded regions. When ∆µ < ∆µcritical,

NR > AR and more terraces will be nucleated than annihilated, resulting in the appear-

ance of rough, terraced surfaces. When ∆µ > ∆µcritical, NR < AR and more terraces will

be annihilated than nucleated, resulting in a smooth appearance. As discussed earlier,

∆µ became less negative as the synthesis of KTO progressed, which meant that it moved

from left to right in the plot of Figure 3.7a—moving from the terracing regime to the

smoothing regime, as observed in Figure 3.3. While the exact value of ∆µ cannot be

calculated for this particular synthesis, the most important relationship is where ∆µ is

relative to ∆µcritical, thereby determining which growth mechanisms dominates.

The transition between the two growth regimes is also dependent on the NP size

because the annihilation rate increases with decreasing NP facet area, as well as the

reaction temperature. Figure 3.7b and d show ∆µcritical calculated for a series of reaction
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Figure 3.7. Terrace nucleation rate (solid) and annihilation rate (dashed)
simulated as a function of ∆µ for a reaction temperature of 150 ◦C and
nanoparticle size of 200 nm using estimated γe of (a) 0.4 eV/atom and (c)
0.2 eV/atom. NR and AR intersect at ∆µcritical, which is where the dominant
growth regime switches between terracing and smoothing. Corresponding
plots of ∆µcritical as a function of nanoparticle size for different synthesis
temperatures γe of (b) 0.4 eV/atom and (d) 0.2 eV/atom. [1]

temperatures and NP sizes when γe is 0.4 and 0.2 eV/atom, respectively. ∆µcritical becomes

more negative with decreasing temperature and NP size, widening the ∆µ range where

the smoothing regime will dominate. In contrast, with increasing temperature and NP
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sizes, ∆µcritical increases, which increases the ∆µ range where the terracing regime will

dominate.

3.3.3.1. Estimations for model simulation. Several additional estimates based upon

classical growth models and literature values were necessary to generate the plots shown

in Figure 3.7 from Equations 2.5 and 3.4. The unknown variable in Equation 2.5 is

the pre-exponential factor. A reasonable estimate for the frequency factor (f0) in a phase

transformation is the Debye frequency of a lattice, which is about 1013 Hz. [79] In addition,

the frequency factor has been found to be about 1011 Hz for gaseous or biomolecular

reactions. [80] For this solution-based system, a value of 1012 Hz was used as an average

of those two frequencies.

Similarly, the primary concern for the terrace growth and annihilation functions is the

coefficient C. Drawing from thin film growth models, C is also dependent on the diffusion

of reagents to the surfaces of the particles, which can be estimated by the frequency factor

(f0) . It may be further assumed that molecules diffusing to the surface will either remain

on the surface and diffuse to a terrace or desorb, which can be accounted by an Arrhenius

term including activation energies for both surface diffusion (Esd) and desorption (Edes).

Then, the geometry of the terrace can be accounted for by including NE and NS defined

earlier. Lastly, a temperature dependence term must be added for the chemical potential

term, such that the coefficient C has the final form:

C = f0 exp

(
Edes − Esd

kT

)(
NE

NS

)(
1

kT

)
(3.5)

All energy related values were estimated based upon activation and step edge energies of

similar materials from literature. [79,81]
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3.4. Discussion

The model presented illustrates a case where the two processes—nucleation and growth

of terraces—can dominate at different points during a synthesis owing to changes in ∆µ.

Therefore, by controlling ∆µ during a synthesis, various properties of the product can be

tuned, including surface morphology and size distribution. As evidenced by Figures 3.3,

3.6, and 3.7, nanoparticle surfaces can be relatively rough or smooth depending on which

growth process is dominating. When the driving force is great (i.e. large negative ∆µ),

terrace nucleation is the prevailing process and NP surfaces will be rough. When the driv-

ing force is small (i.e. less negative ∆µ) the NP surfaces will be smooth instead because

terrace growth is dominant. The correlation between driving force and relative surface

roughening is representative of a kinetic de-roughening process, where the decreasing ∆µ

caused the growing surfaces to smooth over time. Either surface morphology can be ad-

vantageous depending on the needs of an application. For example, NPs with rougher

surfaces can be beneficial for applications where high surface area is needed, as in catal-

ysis. [28] Smooth, well-controlled surfaces and shapes are also important for identifying

surface and shape-dependent properties. [30]

In addition, the change in slope shown in Figure 3.2b and c can be explained by

applying the proposed growth model. The two different linear fits implied that there were

two growth regimes with different kinetics during the synthesis of the nanoparticles, and

that the regime changed when the dominant growth mechanism also changed. In this

case, this occurred at 1.25 hr, and the rate change may be correlated to moving from

the terracing regime to the smoothing regime. Based upon the proposed growth model,
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terrace nucleation was the dominant mechanism between 1 and 1.25 hr, and terrace growth

dominated after 1.25 hr.

Beyond the surface morphology, the size distribution of NPs may also be affected by

these growth processes. Typically, a monodisperse product can be achieved by increasing

the NP nucleation rate at the beginning of the synthesis so that most of the nucleated

particles grow at the same rate for the same length of time. However, Figure 3.4b shows

that the size distribution of the NPs here broadens with time. Furthermore, between 1.5

and 2 hr, there is an increasing population of NPs below 100 nm in size. The broadening

size distribution can be attributed to the different nucleation and growth rates in the two

regimes described. As nucleated NPs form at later time steps, they will remain small

and smooth in appearance because the terrace growth process is dominating over the

terrace nucleation process. Terrace nucleation is growth normal to NP surfaces, which

will increase NP size, whereas terrace growth is growth parallel to NP surfaces, which

will instead smooth the surfaces. Therefore, to achieve monodisperse NPs, it is not only

important to nucleate most of the NPs at the same time but also to isolate the regime

where terrace growth dominates from the NP nucleation time period.

3.5. Conclusions

A growth model describing on the kinetics of terrace nucleation and growth regimes

on NP surfaces based upon conventional growth theory was proposed based on experi-

mental observations of hydrothermally synthesized KTO NPs. In this synthesis, the NPs

first undergo a regime of high terrace nucleation rate, followed by a regime of high ter-

race growth rate. The terrace growth dominant regime coincides with a regime where
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heterogeneous nucleation also dominates, resulting in smooth, faceted NPs. The balance

of terrace nucleation and growth rates can control many characteristics of the products,

including the relative roughness or smoothness of the surfaces, how faceted the NPs are,

and the size distribution. The rates of the growth processes are dependent on the chemical

potential change of the synthesis environment. By tuning the chemical potential difference

through different variable, size and shape controlled syntheses of NPs may be achieved.

The proposed model may be used to better explain the observed behavior in other cases

of hydrothermally synthesized perovskite oxide NPs. We discuss these in more detail

in Chapter 7. It may also be used to inform nanoparticle synthesis design to produce

smooth, well-faceted, and shape-controlled NPs, as shown in Chapter 6.
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CHAPTER 4

Chemisorption-Driven Roughening of Hydrothermally Grown

Potassium Tantalate Niobate (KTa1-xNbxO3) Nanoparticles

4.1. Introduction

In the previous chapter, the nanoparticle growth processes in terms of terrace nucle-

ation and terrace growth were experimentally observed during the hydrothermal synthesis

of KTO NPs. It was demonstrated that the competition between the rates of these two

processes directly affected the morphology of the nanoparticle surfaces, and this kinetic

competition led to two different growth regimes. The terracing regime is designated when

terrace nucleation dominates and is characterized by the growth of rough surfaces, while

the smoothing regime occurs when terrace growth dominates, resulting in flat NP sur-

faces. The terrace nucleation rate (NR) and terrace growth rate (GR) are affected by

many variables, including the overall driving force of the reaction, chemical potentials

of each component in the system, and other thermodynamic quantities. Therefore, it

is important to understand these relationships so that these variables may be tuned for

specific shapes, as will be demonstrated in Chapter 6. [5]

The growth behavior of KTO nanoparticles is an example of how the properties of

the solution (Region I) and the surface (Region III) can be directly related in a syn-

thesis as described in Chapter 1. This chapter takes another step in understanding the

relationship between material properties, synthesis environment conditions, and growth
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behavior by examining the consequences of interactions between species in solution and

the growing surface. The role of chemisorption in enhancing the formation rate of growth

terraces is explored through the study of hydrothermally synthesized KTO, KNO, and

KTN particles. KTO and KNO are perovskite oxides that share many similarities, in-

cluding their hydrothermal synthesis “recipes.” They can also form the solid solution

potassium tantalate niobate (KTN), which has itself been studied for its compositionally

tunable dielectric, ferroelectric, and electro-optic properties. [61,82–86]

A series of nanoparticles were synthesized in the KTa1-xNbxO3 (x = 0–1) family of ma-

terials, and it was observed that their particle surfaces possess different compositions and

structures that can significantly change the kinetics of crystal growth processes. Two dif-

ferent composition-dependent growth modes were identified: Nb-rich surface experienced

chemisorption-driven roughened growth, whereas Ta-rich surfaces grew smooth, flat sur-

faces via step-flow growth. Electron microscopy characterization, DFT calculations, and

mathematical growth models were used to illuminate the role of surface properties and

chemisorption on the NP growth morphology.

The work presented in this chapter was done in collaboration with Jianguo Wen, who

provided assistance with HRTEM, and Ryan Paull, who helped perform the thermogravi-

metric analysis coupled with gas chromatography-mass spectroscopy.

4.2. Methods

Hydrothermal synthesis was used to synthesize KNO, KTO, and KTN NPs. Following

Kumada et al. [40] to form KNO NPs, 0.0121 mol Nb2O5 and 0.363 mol KOH were added

to a 45 mL Teflon-lined autoclave with 26 mL deionized water and heated to 200 ◦C
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for 12 hr. The KTO NPs were synthesized following Goh et al. [38, 39] and Chapter 3,

where 0.0025 mol Ta2O5 and 25 mL KOH were heated in an autoclave to 150 ◦C for 4 hr.

KTN NPs were formed using two methods to produce samples KTN-1 and KTN-2. The

KTN-1 sample was synthesized by modifying the KTO synthesis; a 1:1 ratio of Ta2O5 and

Nb2O5 (0.0025 mol total) and 25 mL 15 M KOH were heated in an autoclave to 200 ◦C

for 12 hr. KTN-2 NPs were synthesized by first dissolving 0.00125 mol Nb2O5 in 8 ML of

4 M KOH by heating them in a Teflon-lined autoclave at 200 ◦C for 16 hr. The resulting

clear solution was combined with 0.00125 mol Ta2O5 and 18 mL of 20 M KOH to form

an overall 15 M KOH solution, which was subsequently heated to 200 ◦C for 24 hr in an

autoclave. In all cases, after cooling to room temperature, the products were washed and

centrifuged with deionized water several times before being dried overnight at 80 ◦C.

Powder XRD was performed on a Rigaku Ultima diffractometer with a Cu Kα source.

SE imaging and EDS were performed on a Hitachi HD-2300 STEM operated at 200 kV,

and HRTEM was performed using the ACAT at Argonne National Laboratory. HRTEM

images were simulated with the MacTempasX software package. [47]

DFT calculations were performed using the WIEN2k package, an all-electron aug-

mented plane wave plus local orbitals package code. [55,56] Energies of the constructed

surface slabs were calculated with the modified Perdew-Burke-Ernzerhof generalized gra-

dient approximation functional (PBEsol). [54] To confirm that the PBEsol functional was

appropriate for calculating the energies of these materials, the enthalpy of formation for

niobium oxide was calculated and compared to the literature. Rmt were set to 1.79, 1.71,

1.25, and 0.5 bohr for Ta, Nb, O, and H, respectively. The cutoff parameter RmtKmax was

set to 2.5 and 6.25 for structures with and without hydrogen, respectively, to keep Kmax
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consistent between calculations with different smallest Rmt. The k-point mesh density

was also consistent between bulk and surface calculations. For the P phase calculation, a

k-point mesh of 10 × 10 × 10 was used for the bulk and 2 × 6 × 1 for the surface. For

the B phase calculations, a k-point mesh of 7 × 6 × 7 was used for the bulk and 4 × 3

× 1 for the surface. Esurf was calculated according to the equation:

Esurf =
Eslab − nbulkEbulk − nH2OEH2O

2 Area
(4.1)

where Eslab is the total energy of the slab, Ebulk is the energy of the bulk M2O5 (M = Ta or

Nb), nbulk is the number of bulk unit cells, EH2O is the energy of a single water molecule,

nH2O is the number of water molecules, and Area is the area of the surface slab. EH2O

was calculated by isolating a single water molecule in a 10 Å cell to avoid interactions

and performing the calculation with 1 k-point. Surface energies were converged within

0.01 J/m2 against RmtKmax, k-point mesh density, slab size, and vacuum. Adsorption

energy per water molecule (Eads) was calculated using the equation:

Eads =
Ewet − Edry − nH2OEH2O

nH2O

(4.2)

where Ewet is Eslab when nH2O >0, and Edry is Eslab when nH2O = 0.

Thermogravimetric analysis coupled with gas chromatography-mass spectrometry was

performed on a Netzsch Jupiter F3 STA. The samples were heated from room temperature

to 900 ◦C at a rate of 10 ◦C/min in nitrogen atmosphere.
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4.3. Results and Discussion

In this section, we will begin by presenting the results of material characterization of

the several NP samples synthesized. The compositional, structural, and chemical conclu-

sions reached through characterization were used in the formulation of structure models of

the NP surface phases. Then, the energetic effects determined from calculations performed

on these models were used to summarize the growth behavior of the studied materials

through kinetically defined growth regimes.

Figure 4.1. Powder XRD patterns of the KNO, KTO, KTN-1, KTN-2 sam-
ples. The KNO sample was matched to both cubic and orthorhombic phases
KNO phases, while the KTO, KTN-1, and KTN-2 samples were matched
to the cubic perovskite phases. [2]
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XRD characterization of the samples confirmed that the perovskite phases were pro-

duced during hydrothermal synthesis, as shown in Figure 4.1. The KNO sample matched

to both cubic and orthorhombic KNO phases (PDF 04-014-0625 and 04-015-8615), while

the KTO sample matched the cubic KTO (PDF 04-007-9567) phase. Both KTN-1 and

KTN-2 matched well to the cubic KTO and KNO phases.

Although the samples produced were similar in phase, the morphology and compo-

sition of the NPs showed several significant differences. SE images of all of the samples

are provided in Figure 4.2. The average sizes of the KNO, KTO, KTN-1, and KTN-2

NPs were about 400, 200, 350, and 300 nm, respectively. While the KTO NPs had sharp

corners and smooth facets, the KNO NPs had rounded corners and significantly rougher

facets. The two KTN samples differed significantly as well. Figure 4.2 shows that the

KTN-1 surfaces resembled the rough KNO NP facets, whereas the KTN-2 sample shared

the smooth, flat facets of the KTO NPs.

EDS maps obtained for the two KTN samples to characterize the distribution of Ta

and Nb throughout the samples showed even more differences and are provided in the last

column of Figure 4.2. Both samples were compositionally heterogeneous and had compo-

sition gradients between Nb (yellow) and Ta (blue) in opposite directions. KTN-1 had a

Ta-rich bulk and Nb-rich surface, while KTN-2 had a Nb-rich bulk and Ta-rich surface.

The opposite composition profiles indicate a difference in reaction kinetics between the

two synthesis approaches, where the element composing the interior corresponded to the

faster reacting compound. This is illustrated in the schematic provided in Figure 4.3.

The relative reaction rate can be simply related to the relative chemical potentials of

the aqueous Ta or Nb species throughout the reaction, which are in turn related to the
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Figure 4.2. SE images (scale bars = 200 nm) of KNO, KTO, KTN-1, and
KTN-2 NPs with average sizes of 400, 200, 350, and 300 nm, respectively.
All four samples were cuboidal in shape. The KNO and KTN-1 NPs
had rough surface morphologies, while the KTO and KTN-2 samples had
smooth and flat surfaces. EDS maps of KTN-1 and KTN-2 samples showed
different composition gradients between Nb (yellow) and Ta (blue). The
KTN-1 NPs had a Ta-rich bulk and Nb-rich surface, whereas the KTN-2
NPs had a Nb-rich bulk and Ta-rich surface. [2]

concentration of each species in solution. During the KTN-1 synthesis, the tantalum oxide

became a more reactive species compared to niobium oxide in the KOH solution, thus the

Ta species more readily reacted with KOH and became the first to be depleted, leaving

the Nb species to react second and form a Nb-rich surface at the end. In contrast, the

chemical potential of Nb in solution was deliberately increased for the KTN-2 synthesis

by pre-dissolving Nb2O5 powder in a less alkaline solution before the final reaction. The
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Figure 4.3. Schematic demonstrating how different reaction rates can cause
heterogeneous composition gradients in nanoparticles. ki represents the
reaction rate for the KTO (i = 1) or KNO (i = 2) chemical reaction.

increased ∆µNb caused it to react first, leading to Ta enrichment of the final surface after

Nb was depleted from solution. It is probable that the reaction between Nb2O5 and KOH

to form KNO involves the formation of an intermediate species stable in basic solutions,

such as the Lindqvist ion (Nb6O8−
19 ). [39,87,88] During the Nb2O5 powder pre-dissolving

procedure for the KTN-2 synthesis, the Lindqvist ion was most likely formed in solution,

reducing the total number of reactions required to form the final perovskite phase. In

contrast, when the same pre-dissolving procedure was performed with Ta2O5 powder, the

Ta2O5 remained solid, indicating that its aqueous form is less solution stable than that

of Nb2O5, contributing to its higher reaction rate to forming the perovskite phase.

Notably, the surface composition and morphology of each KTN sample matched the

composition and morphology of the pure KNO and KTO samples: the Nb-rich surfaces

(KNO and KTN-1) were rough, and the Ta-rich surfaces (KTO and KTN-2) were smooth.

Terraced and smooth surface morphologies were previously explored in Chapter 3 using

a step-flow growth model for KTO NPs, where two kinetically distinct growth regimes

were identified at the early and late stages of growth. A similar approach was used here

to identify the origins of the rough surfaces imaged on the KNO and KTN-1 samples.
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Instead of a chemical potential dependent and time-correlated growth regime shift between

terracing and smoothing growth behavior, a link between the surface composition and

growth behavior is most likely.

Figure 4.4 shows HRTEM profile images of the surfaces of KTO, KNO, and KTN-1.

The KTO image is reproduced from Chapter 3 and includes the multislice simulation of

the surface B-Ta2O5 phase inset. In comparison to KTO, the surface oxides in both KNO

and KTN-1 were clearly different. To identify the structure and phase of their surfaces,

multislice HRTEM image simulations were first used to determine possible surface phases

by matching the image contrast of the surfaces shown in Figure 4.4. In addition to the

corresponding B-Nb2O5 phase, other potassium niobate, niobium (v) oxide, and niobium

(V) hydroxide phases were simulated to match the Nb-rich surfaces. The phases that best

matched were P-Nb2O5 and R-Nb2O5, which are two crystallographically similar medium

temperature-stable Nb2O5 phases. [89–92]

Then, surface energy calculations were performed with DFT using these possible

matches to determine the most stable surface phase. Model surface slabs were constructed

following Pauling’s rules adapted for oxide surfaces [93] and according to the zone axis

that best matched the HRTEM image contrast based on multislice simulations. The

surfaces were truncated along the exposed facets indicated in Figure 4.4 by the dotted

yellow lines. The best match and most stable surface phase was identified as P-Nb2O5

because the R phase only relaxed into high energy, unreasonable structures. Multislice

image simulations of P-Nb2O5 are inset in Figure 4.4 for both KNO and KTN-1. For

completeness, surface slabs of B-Ta2O5 and the analogous B-Nb2O5, which did not match

the experimental observations, were also constructed and relaxed for comparison.
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Figure 4.4. (a) HRTEM surface profile images of KTO, KTN-1, and KNO
NPs oriented on the [110] zone (scale bars = 2 nm). Multislice simulations
of B-Ta2O5 and P-Nb2O5 surface phases are inset into images (white brack-
ets). (b) B-Ta2O5 and (c) P-Nb2O5 structures with surface terminations
corresponding to the yellow dotted line in (a). Red atoms are oxygen; black
atoms are hydrogen; blue octahedra are Ta octahedra; purple octahedra
are Nb octahedra; yellow polyhedra are tetrahedra; dark red polyhedra are
5-fold coordinated polyhedra. [2]

The nanoparticles were all synthesized under highly alkaline aqueous conditions, which

can cause hydration of the surfaces. In order to account for all possible surface conditions,
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thermogravimetric analysis coupled with gas chromatography-mass spectroscopy (TGA-

GC-MS) was used to analyze the surface adsorption chemistry of the KTO, KTN-1, and

KNO samples. The results are plotted against temperature in Figure 4.5. The top row

shows the mass loss percentage across all three samples during the heating sequence, and

the shaded regions plotted in the bottom row correspond to the GC-MS data identify-

ing signal corresponding to water (blue) and carbon dioxide (red). The KTO sample

experienced the most mass loss (0.22 %). In contrast, the KNO and KTN samples only

underwent a 0.05 % and 0.08 % change, respectively.

The GC-MS results show that most of the mass loss may be attributed to adsorbed

water and carbon dioxide species in all three cases. Water loss occurred primarily between

the temperatures of 30-600 ◦C, and carbon dioxide loss occurred between 200-550 ◦C. The

Figure 4.5. TGA-GC-MS analysis of KTO, KTN-1, and KNO particles.
The top row shows mass loss across all three samples during the TGA
heating sequence from room temperature to 900 ◦C. The GC-MS results
are shown across the bottom row, where the shaded blue region indicates
mass loss corresponding to water, and the red shaded region corresponds to
carbon dioxide. [2]
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water loss signal shows two distinct regions; one centered around 100 ◦C, and the other

above 200 ◦C. These two regions may be attributed to physisorbed and chemisorbed water

loss, respectively, because chemisorbed water has higher binding energies than physisorbed

water. In the higher temperature region, the ratios of H2O/CO2 loss are 0.7, 1.2, and 1.1

for KTO, KTN, and KNO, respectively. Because of the limits established by the synthesis

set-up and TGA-GC-MS instrument, it is difficult to prevent immediate adsorption of ex-

situ species upon exposure to air and therefore also a challenge to quantify the initial

populations of adsorbed species on all the sample surfaces. However, the temperature

dependent desorption of the overall species suggested that the Nb-rich surfaces of KTN-1

and KNO have significant water chemisorption.

Surface slabs for P-Nb2O5, B-Nb2O5, and B-Ta2O5 were constructed under several

different conditions: dry and wet (with both dissociated and undissociated water bonding

configurations). The lowest surface energies for both dry and wet calculations on the three

types of surfaces are provided in Table 4.1 as well as the adsorption energies for water

molecules on the surfaces. The dry P-Nb2O5 surface had the lowest surface energy overall.

In all cases, chemisorbed water reduced surface energy, but it was particularly favorable for

the P-Nb2O5 structure, where the surface energy decreased by about 0.5 J/m2 compared

to 0.3 J/m2.

The large stabilizing effect water chemisorption had on the P-Nb2O5 surface energy

played a role in the terracing behavior of the Nb-rich surfaces during growth. We can

recall the geometric model introduced in Chapter 1 to elaborate on why surface energy

is an important quantity to consider when studying the kinetics of growth processes. In

this model a terrace was constructed as a 3D hemisphere such that the change in energy



81

Table 4.1. Calculated surface energies for P-Nb2O5, B-Nb2O5, and B-Ta2O5

surfaces under dry and hydrated conditions.* [2]

Surface energy (J/m2)

Surface phase Dry Wet Adsorption energy (eV/molecule)

P-Nb2O5 0.98 0.49 -2.1

B-Nb2O5 1.2 0.93 -0.92

B-Ta2O5 1.3 1.0 -1.2

*The adsorption energy per water molecule for the wet surface conditions are included.

for nucleating a terrace (∆E) is:

∆E =
2

3
πR3∆µ+ 2πR2γ (2.3 revisited)

The nucleation activation energy at the critical nucleus size is therefore:

∆E =
8πγ3

3∆µ2
(2.4 revisited)

This energy quantity can be used to calculate the the terrace nucleation rate according

to the following equation:

NR = f0 exp
∆E

kBT
(2.5 revisited)

Based upon this analysis, the effect of Esurf on NR can be clearly delineated An increase

in Esurf causes an increase to the required ∆E for terrace nucleation, thereby decreasing

the rate of nucleation. A smaller surface energy has the opposite effect and causes the

rate NR to increase.
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Figure 4.6. (a) Rates of terrace nucleation (yellow) and terrace annihilation
(blue) plotted as functions of both surface energy and chemical potential.
(b) Plot illustrating the dependence of the terracing (yellow) and smoothing
(blue) growth regimes on the ∆µ of the system and the surface energy of the
nanoparticle. The terracing regime is defined where the terrace annihilation
rate dominates at low surface energy and high chemical potential driving
force. In contrast, the smoothing regime is defined for where the surface
energy is high and driving force low, so terrace annihilation is the dominant
growth process. [2]

The DFT calculations showed that the P-Nb2O5 surface phase had a lower surface

energy than the Ta-rich surface phase (B-Ta2O5), and that this energy was further reduced

by water chemisorption. Therefore, the lower surface energy increased the rate of terrace

nucleation, resulting in the observed rough surface morphology. This is mathematically

demonstrated in Figure 4.6a, where the terrace nucleation rate and terrace annihilation

rate (AR) are plotted as functions of ∆µ and surface energy. (For more information

about AR, please refer to Chapter 3.) The terracing and smoothing regimes are defined in

Figure 4.6b where the rate of either terrace nucleation or terrace annihilation dominate,

respectively. The surface energy and ∆µ are competing factors in a nanoparticle growth

environment that control which growth behavior the NPs will exhibit.
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The results presented show that not only do the surface phase and composition play

a role in the growth of NPs but also how chemisorption and surface energy can affect the

growth morphology of NPs. The role of hydroxyl groups on the synthesis and properties

of KNO and KTO NPs have been studied previously; [38–40, 62] however, the effect of

hydroxyl groups on the surface has not been as extensively explored. In the case explored

in this chapter, the chemisorption of water had little effect on the Ta-rich surfaces but had

a significant role in decreasing the surface energy of the Nb-rich surfaces. These surfaces

are experimental examples of how reduced surface energies can push the growth behavior

into the terracing regime, resulting in chemisorption-driven surface roughening.

4.4. Conclusions

In this chapter, we presented an energetic and kinetic argument using the combined

results of HRTEM images, multislice simulations, and DFT calculations to explain the

morphological differences between hydrothermally synthesized KNO, KTO, and KTN

NPs. The surface morphology was correlated with composition such that Nb-rich surfaces

had terraced and rough surfaces whereas Ta-rich surfaces had smooth facets. We have

shown that the Nb-rich surfaces of KNO and KTN-1 were terminated with a lower surface

energy phase (P-Nb2O5) rather than the analogous niobium phase (B-Nb2O5) to that

which terminates the KTO surface (B-Ta2O5). DFT calculations used to compare the

surface energies of the two surface phases additionally demonstrated the surface stabilizing

effect of water chemisorption on the P-Nb2O5 terminated surfaces.

Classical crystal growth models were used to rationalize the effects of these ener-

getic quantities on the kinetics of growth. Mathematical models of the terrace nucleation
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growth process demonstrated that lowering the surface energy decreases the activation

energy for terrace nucleation, therefore increasing the rate of terrace nucleation and pro-

moting the growth of a rougher surface morphology, as observed on the KNO and KTN-1

samples. These results are a demonstration of how different surface properties, including

composition, phase, and chemistry, play significant roles in the synthesis and growth of

nanoparticles.
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CHAPTER 5

Complex Fluorine Chemical Potential Effects on the Shape and

Compositional Heterogeneity of KTa1-xNbxO3 Nanoparticles

5.1. Introduction

One type of shape that can form under kinetic conditions is the kinetic Wulff shape,

and it is determined by the growth rates of different crystallographic surfaces rather

than their surface energies. [33] Unlike the thermodynamic Wulff shape, [33] which is

the lowest energy shape a crystal will form under equilibrium conditions and only varies

with surface energy and volume, many different kinetic Wulff shapes can take form for the

same material in kinetically controlled systems. As explored in previous chapters, changes

to the solution, surface effects, and other factors are capable of influencing the rates of

different growth mechanisms. Another source of kinetic enhancement or abatement is the

presence of defects in the bulk, which is the last unexplored important region for solution-

based nanoparticle growth described in Chapter 1. Defects such as stacking faults and

twin boundaries can enhance growth in particular directions, and this phenomenon has

been observed in nanoparticles of many different material systems. [14,94–98]

In this chapter, we investigate this type of growth behavior by introducing potassium

fluoride (KF) into the hydrothermal synthesis of KTN and KTO particles. KF was added

to the aqueous hydrothermal solution for several reasons. It can act as another mineralizer

and change the relative solution stabilities of the reagents during reaction, and it can also
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act as a driving force behind the formation of bulk planar defects in the product. The

supersaturation (∆µ) of the system is sensitive to the extent and stability of precursor

solubilization as well, so this influence on their relative reaction rates extends to the

composition of the products grown.

The more complex results caused by the addition of KF were modeled using thermody-

namic formation energy calculations performed with density functional theory to account

for the increase in ∆µ as well as the potential incorporation of KF into the material.

These calculations confirmed that the experimental conditions were sufficient for forming

Ruddlesden-Popper-like planar bulk defects in the particles. These defects promoted the

formation of a defect enhanced kinetic Wulff shape by breaking the cubic symmetry of

the perovskite structure and accelerating growth according to the geometry of the defect,

resulting in anisotropic rectangular flakes.

The work presented in this chapter was done in collaboration with Jianguo Wen, who

performed HRTEM on the samples.

5.2. Methods

All of the NP samples were grown following the hydrothermal synthesis described in

previous chapters adapted from Goh et al., [38] where 0.0025 mol M2O5 (M = Ta and/or

Nb), 25 mL 15 M KOH and different amounts of KF were added to a 125 mL Teflon-lined

autoclave, heated to 200 ◦C for 1–12 hr. The molar ratio KF/KOH was varied between

0.15 and 0.35. The solution was stirred well for at least 30 min before hydrothermal

treatment to ensure all of the precursors were well mixed.
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Powder XRD was performed on a Rigaku Ultima diffractometer and Smartlab 3 kW

Gen2 both operated at 40 kV and 44 mA, and the diffraction patterns were used to

fingerprint the phases yielded in each synthesis. Electron microscopy was performed

using a Hitachi HD-2300 STEM, FEI Talos F200X TEM/STEM, and the ACAT. The

MacTempasX software package was used to simulate HRTEM images with the multislice

method. [46,47,66]

X-ray photoelectron spectroscopy (XPS) was performed on an ESCALAB 250Xi with

an Al Kα source, and spectra were acquired with a spot size of 500 mum averaged over

5–20 scans.

Density functional theory calculations were performed with WIEN2k [55,56] with the

PBEsol functional. [54] The Rmt were set to 2.26, 1.8, 1.72, 1.56, and 1.63 for K, Ta,

Nb, O, and F, respectively, and the RmtKmax was set to 7. k-point meshes of 7 × 7 ×

7 and 9 × 9 ×9 were used for the perovskite and KF structures, respectively. For the

Ruddlesden-Popper defect structures, the k-point mesh was set to 8 × 8 × 8 (n = 1 and

2) and 7 × 7 × 1 (n = 3).

5.3. Results

A series of KTN NPs were synthesized with increasing concentrations of KF, and

different effects were identified at low and high KF/KOH ratios. The effects changed

properties ranging between the composition, morphology, and microstructure of the par-

ticles. In this section, the effects at low KF concentrations will be presented first to show

the influence of KF on the reaction kinetics to forming the products. Then, the high KF

concentration effects will be explored through additional experiments with and theoretical
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Figure 5.1. (a) Powder XRD patterns of the KTN particles synthesized
with KF/KOH = 0.15–0.35. All samples matched well to the perovskite
phases of KTO (PDF 04-007-9567) and KNO (PDF 04-014-0625). (b) SE
images of nanocuboidal KTN particles synthesized with KF/KOH = 0.15–
0.30. Corresponding maps show different distributions of niobium (yellow)
and tantalum (blue) throughout the particle as KF/KOH increased. [3]

calculations of KTO synthesized with KF to determine how fluoride ions interact with

the precursors during growth.

XRD patterns shown in Figure 5.1a confirm the formation of the perovskite phase

in each synthesis. SE images of the samples in Figure 5.1b show that the particles
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were mostly cuboidal in shape, and corresponding EDS maps show the distributions

of niobium (yellow) and tantalum (blue) were not homogeneous across all the samples.

When KF/KOH < 0.25, the particles had a tantalum-rich interior and niobium-rich sur-

face. Higher concentrations of KF caused the composition to invert; the interior became

niobium-rich and the surface became tantalum-rich. This resembles the composition trend

observed in Chapter 4 when two different approaches were used to synthesize KTN, and

this composition inversion confirms that the reaction rate between KOH and the niobium

and tantalum oxide precursors to form the product KTN could be affected by a critical

concentration of KF.

Significant morphology changes corresponding to increasing KF/KOH were also ob-

served. The nanocuboids in Figure 5.1b were typical of the particles grown when KF/KOH

< 0.25. Furthermore, the characteristic smooth and terraced morphologies of the tantalum-

rich and niobium-rich surfaces, respectively, matched the composition-dependent growth

behavior studied in Chapter 4. The most significant effect of adding KF to the synthesis

was observed when KF/KOH > 0.20, where anisotropically shaped particles also formed.

In contrast to the nanocuboids, these particles were flat rectangular flakes on the order of

several hundred nanometers wide and ∼100 nm thick, and EDS maps of these particles

did not show any significant composition segregation between niobium and tantalum (Fig-

ure 5.2). While the formation of geometrically anisotropic KTN particles would not be

unusual for the material because KNO is polymorphic, KTO is an incipient ferroelectric

that remains cubic at low temperatures. Anisotropic rod-like KNO particles, commonly

of the tetragonal and orthorhombic KNO phases, have been produced with hydrothermal

synthesis. [40,99]
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Figure 5.2. (top) SE images of KTN particles synthesized with KF/KOH
= 0.25–0.35. Particles exhibit rectangular flake geometries ∼ 100 nm thick.
(bottom) Corresponding EDS maps of images above where niobium is yellow
and tantalum is blue. [3]

This result would be unexpected in KTO as a cubic material and implies a breaking

of the cubic symmetry. To investigate further, KTO was synthesized with two KF/KOH

ratios (0.20 and 0.30) below and above the concentrations where composition inversion

in the nanocuboidal KTN samples occurred. Two different reaction times were used in

each case: a shortened time period (1 hr) to capture the nucleation morphology after the

nucleation incubation period and a longer time period (2–12 hr) to compare the particle

morphologies after growth. It should be noted that 2 hr was selected as a longer time

period for the KF/KOH = 0.20 sample because previous studies on KTO particles showed
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Figure 5.3. (a) SE images of KTO synthesized with different KF/KOH
ratios after different reaction times. When KF/KOH = 0.2 (left column),
particles were nucleated with cuboidal morphology (1 hr) and subsequently
continued to grow into larger nanocuboids (2 hr). When KF/KOH = 0.3
(right column), particles nucleated with irregular flake morphologies (1 hr)
and grew into large rectangular flakes (12 hr). (b) XRD patterns of KTO
synthesized with KF/KOH = 0 for 4 hr and KF/KOH = 0.30 for 1 and
12 hr. All samples matched the KTO perovskite phase (PDF 04-007-9567).
[3]

that the hydrothermal synthesis is almost complete after 2 hr (Chapter 3). As shown in

Figure 5.3a, the morphologies of the particles after both nucleation and growth differed

greatly between the two KF/KOH conditions. When KF/KOH = 0.20, the cuboidal

morphology persisted after nucleation (1 hr) and growth (2 hr) as expected. Conversely,

when KF/KOH = 0.3, the particles nucleated as irregular flakes (1 hr) that subsequently

grew into large rectangular flakes (12 hr). XRD patterns of the two samples grown with

KF/KOH = 0.30 and a standard KTO sample synthesized with no KF are compared in

Figure 5.3b. They confirm that the cubic perovskite KTO phase (PDF 04-007-9567) was

formed in all cases. The broad amorphous peak at 30◦ in the 1 hr sample XRD pattern
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indicated that not all of the tantalum oxide precursor was reacted, suggesting a slowed

reaction rate.

Since the structure remains cubic, another mechanism was responsible for the change

in morphology. As mentioned in Section 5.1, bulk defects can lead to enhanced growth in

certain directions, i.e. defect-enhanced kinetic Wulff shapes. To explore this further, the

microstructure of the KTO rectangular flakes were characterized with TEM to identify

defects that could cause this growth behavior. Figure 5.4a shows a BF image of a particle

oriented on the [113] zone, and the high contrast indicates that the particles were highly

strained. Significant strain agrees with the fact that the particles were not grown under

conditions close to thermodynamic equilibrium. The HRTEM image in Figure 5.4b shows

Figure 5.4. (a) BF image of the KTO particle on the [113] zone axis. Par-
ticle shows strain contrast arising from planar defects. (b) HRTEM image
and corresponding FFT of the KTO particle on the [001] zone axis with
several defects. The defect outlined by the yellow box is enlarged in (c),
showing contrast matching a RP-like planar defect. A multislice HRTEM
image simulation of the defect structure is inset. (d) Image simulation with
a RP-like unit cell (n = 2) superimposed. Yellow atoms are F, green atoms
are K, red atoms are O, and blue atoms are Ta. [3]
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a particle oriented along the [001] zone. When imaged along this zone, most of the

contrast is localized around defects, implying that the defects had planar geometries

oriented along the {001} planes. One of the defects, highlighted by a yellow rectangle, is

enlarged in Figure 5.4c. This defect shows misalignment of the lattice planes and contrast

characteristic of a Ruddlesden-Popper-like shift between perovskite layers. A multislice

HRTEM image of a defect Ruddlesden-Popper-like structure is inset into the image in

Figure 5.4c and enlarged in Figure 5.4d where the unit cell is superimposed as well.

The Ruddlesden-Popper (RP) phase is a structure with interwoven layers of perovskite-

like slabs with the general formula An+1BnX3n+1. Anion substitution for oxygen with

fluorine is common in oxides, [100–102] and RP-like layer defects have been experi-

mentally observed in ABO3 perovskite oxides. [103–106] XPS was used to confirm the

incorporation of fluorine into the oxide. The spectra of three samples (KTO-KF, KTN-

KF-Nbsurf, and KTN-KF-Tasurf) synthesized with KF were compared against three control

samples with the same bulk and surface compositions (KTO-KF, KTN-Nbsurf, and KTN-

Tasurf). The KTO-KF, KTN-KF-Nbsurf, and KTN-KF-Tasurf samples were synthesized

with KF/KOH ratios of 0.2, 0.05, and 0.25, respectively. F 1s spectra for the samples

synthesized with KF (black line) are plotted against their respective control samples (grey

fill) in Figure 5.5. The background has been subtracted in each spectrum, and the spectra

were all normalized to the B-site (Ta and Nb) peak integrated intensity for comparison.

Higher KF/KOH ratios corresponded to higher peak intensities in the F 1s spectra. The

spectra were quantified to determine the minimum and maximum F incorporation of the
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samples, and the control samples were also quantified for a baseline F signal. The quantifi-

cation results (Table 5.1) show that some F is incorporated into the synthesized material

and that the amount scales with the concentration of KF used during synthesis.

Figure 5.5. F 1s XPS spectra of KTO, KTN-Nbsurf, and KTN-Tasurf. The
spectra of the samples synthesized with KF are plotted with a black line,
and the control; samples are plotted with grey fill. [3]

Table 5.1. XPS quantification results. [3]

Sample KTO-Nbsurf KTO KTN-Tasurf

Element

KF/KOH
0 0.05 0.2 0 0.25

K 19.6 21.1 20.4 20.6 21.0

Ta 3.4 4.1 13.3 7.9 6.8

Nb 14.2 11.1 – 7.4 9.2

O 54.0 54.6 58.3 56.9 57.3

F 0.4 0.3 0.6 0.2 0.8

C 8.4 8.8 7.4 7.1 5.0
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Figure 5.6. (a) RP-like Kn+1TanO3nF (n = 1) unit cell used for DFT cal-
culations. Yellow atoms are F, green atoms are K, red atoms are O, and
blue octahedra are Ta. (b) ∆Gtotal(n = 1–3) normalized per mol F calcu-
lated for different KF/KOH. When normalized, ∆Gtotal(n = 1–3) all fall
on the same line where the free energy is negative when KF/KOH > 0.10.
(c) Schematics of accelerated growth directions in the presence of planar
defects (yellow). [3]

DFT calculations were used in combination with experimental thermodynamic quanti-

ties to calculate the formation energy of an RP-like Kn+1TanO3nF (n = 1–3) defect phase

and assess its feasibility under the experimental synthesis conditions. The relaxed crystal

structure of the lowest energy RP-like unit cell for n = 1 is shown in Figure 5.6a with

(KF:KO) RP-like rock salt interwoven layers sandwiched between perovskite slabs. The

following reaction equation was considered to compare the relative formation energy of

Kn+1TanO3nF versus that of the KTO:

nKTaO3 + KF 
 Kn+1TanO3nF (5.1)
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The total free energy change (∆Gtotal) was calculated as:

∆Gtotal = ∆Greaction −∆µKF (5.2)

where ∆Greaction is normalized per mol F to compare the relative formation energies for

n = 1–3:

∆Greaction =
1

5n+ 2

(
∆GKn+1TanO3nF − n∆GKTaO3 −∆GKF

)
(5.3)

where ∆GKn+1TanO3nF is the Gibbs free energy of the RP-like defect material, ∆GKTO is

the Gibbs free energy of the bulk KTO, and ∆GKF is the Gibbs free energy of KF. ∆µKF

is defined as:

∆µKF = 2RT ln (mγ (m)) (5.4)

where R is the gas constant, T is the temperature, m is the molality of KF in the aqueous

solution, and γ(m) is the mean ionic activity coefficient for KF, which varies with the con-

centration. [107] Equation 5.3 was calculated with DFT, and Equation 5.4 was calculated

using literature tables. [108,109] The total free energy change of the reaction is plotted

in Figure 5.6b at different KF/KOH molar ratios, and demonstrates that when KF/KOH

> 0.10, Kn+1TanO3nF may form. Enhanced growth due to these defects, such as the

examples drawn in Figure 5.6c, is the source of the symmetry breaking and anisotropic

growth.

5.4. Discussion

In comparison to the change in shape observed at high KF/KOH ratios, the cause

of the more subtle composition effects at lower KF/KOH ratios is more clearly isolated
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to solution effects. The difference in rates of perovskite formation from the chemical

reactions between KOH and Nb2O5 versus KOH and Ta2O5 were studied in Chapter 4.

It was shown that Nb2O5 reacted more slowly compared to Ta2O5; however, Nb2O5 could

react first if it was dissolved in a basic KOH solution before synthesis. Moreover, the

same dissolution procedure could not be replicated with Ta2O5. The inverted Ta-Nb

composition gradient effect of the pre-synthesis dissolution procedure was mirrored here

by the addition of high concentrations of KF (Figure 5.1), implying that KF, or more

specifically the fluoride, similarly affected the dissolution of the oxides in solution. The

solubility of niobium oxides and relative insolubility of tantalum oxides have been studied

in the literature, commonly using the Lindqvist ion (M6O8−
19 , M = metal) and its different

types of oxygen sites (i.e. bridging and terminal) as models for explaining the metal

oxide dissolution behavior. [87,110–113] Protonation is an important step toward oxide

dissolution; the more basic bridging oxygen site in Nb6O8−
19 increases its proton affinity,

while the more basic oxygen site in Ta6O8−
19 is a terminal site, which is a less stable

protonation site. [110]

Substitution of oxygen atoms with fluorine can change these properties. A study

of tantalum fluoride complexes showed that most of these complexes are composed of

bridging oxygen atoms and terminal fluorine atoms. [114] The terminal oxygen sites were

determinant in the solubility of tantalum oxide, so if the terminal oxygen is substituted

with fluorine, which has a higher proton affinity than oxygen, then the stability of the

protonation site can increase. Increased protonation stability increases the solubility of the

oxide and thereby increases the stability of the dissolved species in solution. A more stable

species in solution is less energetically favored to react, which can explain the observations
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of composition in the KTN particles synthesized in this study. Increasing concentrations

of fluoride ions in solution increases the stability of the tantalum species in solution and

decreases its reactivity, therefore also decreasing its reaction rate. The reaction rate was

slowed enough at high enough KF concentrations such that the composition distribution

of niobium and tantalum invert because the rate of reaction of the niobium species was

faster.

The formation mechanism of the KTN and KTO rectangular flakes is related to the

changes in growth kinetics driven by the chemical potential of KF in solution. DFT

and thermodynamic calculations demonstrated that when KF/KOH > 0.10, an RP-like

oxide structurally similar to a planar defect could be formed through the incorporation of

fluorine into the particles. If a planar defect forms in a crystal, it can kinetically enhance

the growth of a particle adjacent to the defect. The driving force of formation is increased

by higher KF concentrations, and experimentally the rectangular flakes were produced

when KF/KOH > 0.20. Kinetically enhanced growth at twins and stacking faults has

been characterized in the literature in many nanoparticle materials, and in some cases

resulted in a variety of plate-like particles. [14,94–98,115] Growth is enhanced at those

sites because of more favorable local coordination of atoms along the plane of planar

defects.

The TEM images in Figure 5.4 showed the structural characteristics of the planar

defects. In general, the RP-like defects formed aligned to the {001} faces of the particles

and accelerated growth along the plane of the defect. This directional kinetic enhancement

resulted in the rectangular flakes imaged in this study. In addition, the varying defect sizes

and contrast shown in Figure 5.4 indicated that the defects were relatively nonuniform
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and often not simple single plane defects. Variations in the excess fluorine incorporated

in the material can affect the size and structure of the detects. For example, the defect

highlighted and simulated in Figure 5.4c structurally matched an RP-like defect with

n = 2, but the formation of the RP-like Kn+1TanO3nF oxide defect with n = 1 or 3

(or even n > 3) is also equally energetically likely based upon the formation energies

shown in Figure 5.6. It is also important to note that in addition to the rectangular

flakes, nanocuboids were grown in all samples even in solutions with high KF/KOH.

The variation in kinetic Wulff shapes suggests that these hydrothermal syntheses had

mixed growth control between different kinetic conditions, and that continuing variations

in ∆µKF as the reaction progressed contributed to the variety of particle shapes and

nonuniform defects formed.

5.5. Conclusions

In modeling nanoparticle synthesis, it is critical to understand the role of different

experimental conditions on the kinetics of reactions and growth to understand and ac-

curately predict outcomes. KF played several roles in the synthesis and growth of KTN

and KTO particles in this chapter. In the solution, fluoride ions increased the solution

stability of tantalum species and decreased its rate of reaction to forming the perovskite

product. Because the Ta species reacted slower than the Nb species, this resulted in a

composition gradient inversion in the KTN particles produced when KF/KOH > 0.20. As

demonstrated experimentally and modeled thermodynamically, KF was also incorporated

into the particles as RP-like planar defects. These planar defects accelerated anisotropic
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growth and resulted in the formation of defect enhanced kinetic Wulff shaped particles

characterized by their large, flat rectangular flake geometries.
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CHAPTER 6

Controlled Two-Step Formation of Faceted Lanthanide

Scandate (LnScO3) Nanoparticles

6.1. Introduction

In this dissertation, we have analyzed and discussed nanoparticle growth processes,

regimes, and their kinetics primarily through several case studies on the KTO, KNO,

and KTN hydrothermal synthesis systems. We move on from the KTN materials in this

chapter to demonstrate how these concepts can be applied to a different material system

and synthesis method to improve shape and size control of the particles produced. The

new materials of focus are the lanthanide scandates (LnScO3) (Ln = La, Nd, Sm, and Gd),

which are oxides that are garnering interesting in many fields. For example, they have

been studied as dielectrics, [116,117] flexoelectrics, [118] and substrates. [119] The wide

range of lattice parameters these materials can adopt by varying the lanthanide cation

residing in the A-site makes them particularly appealing as substrate materials. [119]

These materials are orthorhombic perovskites with space group Pbnm, and we will be

describing them with the pseudo-cubic unit cell defined by the 〈110〉 and 〈001〉 directions

of the orthorhombic unit cell.

This chapter describes the “hydro-sauna” synthesis method in which a humid environ-

ment is used to synthesize LnScO3 particles in a water vapor-assisted sol-gel process. [5]
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The original method was developed in an autoclave and was able to successfully synthe-

size crystalline GdScO3 particles at temperatures as low as 300 ◦C. [120] However, the

sealed environment limited the quantity of product that could be produced in a reaction,

and the method was unable to yield well-faceted particles and instead grew irregularly

shaped particles. The lack of shape-control made this system an appropriate candidate

for testing whether the terracing and smoothing crystal growth regimes can be enhanced

at different times during a synthesis to encourage the formation of smooth facets.

Both drawbacks of the original hydro-sauna synthesis are remedied here by switching to

a tube furnace reaction system and using a two-step heating sequence. In this chapter, we

describe how to identify the dominant growth processes based upon the reaction conditions

used in a series of heating experiments. After a thermodynamic and chemical analysis

of these results, a two-step heating sequence was developed to optimize the appropriate

growth process in each segment. The first step in the heating sequence provides the

appropriate thermodynamic conditions to nucleate the desired oxide phase, and the second

step encourages step-flow growth to smooth the particle surfaces and form well-faceted

particles.

The work presented in this chapter was accomplished in collaboration with Ryan

Paull, who performed the syntheses and XRD, and Zachary Mansley, who performed the

microscopy. [5]

6.2. Methods

The synthesis of LnScO3 particles was accomplished through the decomposition of a

mixed cation hydroxide gel in a humid environment. The gel was made by first preparing
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a rare-earth nitrate precursor by dissolving 4 mmol Ln2O5 and Sc2O3 in 20 mL 15.8 N

nitric acid. The nitrate precursor was heated at 80 ◦C until all of the liquid evaporated,

then it was dissolved in 20 mL deionized water. The mixed cation hydroxide gel was

precipitated by adding the precursor dropwise into 50 mL 10 M NaOH solution. The gel

was subsequently cleaned by repeated rinsing and centrifuging with deionized water. The

gel was moved to an alumina boat placed in a tube furnace. A humid environment was

created in the tube furnace by flowing argon gas through a bubbler filled with deionized

water placed upstream.

Two heating sequences were used to study the growth behavior of the particles when

subjected to different thermal environments. The first was a one-step heat treatment

where the gel was reacted at a temperature between 200 ◦C and 450 ◦C for 2 days. Based

upon the results of these heat treatments, two different temperatures were selected for

the second heating sequence to optimize nucleation and growth. In the two-step heating

sequence, the gel was first reacted at 450 ◦C for 2 days, then the temperature was reduced

to 300 ◦C for 1 day.

Powder XRD was used to identify the phase(s) yielded after synthesis and performed

on a Rigaku Ultima diffractometer equipped with a Cu Kα source operated at 40 kV and

44 mA. The morphology of the products were characterized by SE imaging performed

on a Hitachi HD-2300 STEM operated at 200 kV. The crystallographic features of the

particles were characterized with HRTEM performed on a JEOL ARM300F GrandARM

S/TEM operated at 300 kV.
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6.3. Results

The results of two sets of experiments are presented in this section. The first set of

experiments show the thermodynamic conditions of the synthesis system and the effect

they have on the phase of the products as well as the kinetics of different growth processes.

The second set of experiments utilize the results of the first experiments to develop an

optimized synthetic approach to producing particles with improved size and shape control.

6.3.1. One-Step Reaction

Figure 6.1. XRD patterns of products yielded from performing the GdScO3

synthesis at different reaction temperatures 200–450 ◦C. The calculated pat-
tern for perovskite GdScO3 is plotted on the bottom, and the secondary
phases are Gd2O3 (red double dagger‡), GdOOH (purple dagger†), and
Gd(OH)3 (blue asterisk*). At 200 ◦C, only Gd(OH)3 was produced. Be-
tween 250–300 ◦C, GdScO3 and GdOOH were yielded. For temperatures
350 ◦C and above, the primary product was GdScO3 and the secondary
project was a small amount of Gd2O3. [5]
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The first set of experiments were performed using the GdScO3 synthesis to character-

ize the dominant growth mechanisms at different reaction temperatures. Powder XRD

patterns of the product after reacting at a temperature between 200 ◦C and 450 ◦C for

2 days are shown in Figure 6.1. There were three characteristic groups of products cor-

responding to the reaction temperature. At low temperatures (200 ◦C), the only product

was Gd(OH)3. A combination of GdScO3 and GdOOH were formed at intermediate tem-

peratures between 250 ◦C and 300 ◦C. At higher temperatures (350–450 ◦C), the product

was composed of primarily GdScO3 with a secondary phase of a small amount of Gd2O3.

SE images of the higher temperature products are shown in Figure 6.2. The particles

grown at 350 ◦C tended to have more well-defined facets and larger sizes in comparison to

the particles grown at 450 ◦C. Small particulates of GdScO3 were also present in several

of the samples.

Figure 6.2. SE images of GdScO3 synthesized at 350, 400, and 450 ◦C. The
particles grown at 350 ◦C had a larger average size and well-defined facets
compared to the particles grown at higher temperatures. Small particulates
of GdScO3 were present in some samples. [5]
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6.3.2. Two-Step Reaction

Based upon the results from the one-step set of experiments, the reaction temperatures

450 ◦C and 300 ◦C were selected for the two-step heating sequence experiments. The

four LnScO3 (Ln = La, Nd, Sm, and Gd) oxides were all synthesized using this two-step

heating sequence, and XRD patterns of the products are shown in Figure 6.3. The XRD

patterns confirm that the primary phase in all four syntheses was LnScO3, and there were

trace amounts of secondary phases (Ln(OH)3 and Ln2O3).

Figure 6.3. XRD patterns of LnScO3 (Ln = La, Nd, Sm, and Gd) samples
grown via the two-step heat treatment (450 ◦C for 2 days, then 300 ◦C for
1 day). The calculated patterns for each perovskite phase are shown on the
bottom of each plot. The perovskite phase was the primary product in each
case, and there were trace amounts of Ln2O3 (red double dagger‡) and/or
Ln(OH)3 (blue asterisk*) in the NdScO3, SmScO3, and GdScO3 samples. [5]

Figure 6.4 shows SE images of the four oxide samples synthesized with the two-step

reaction. The particles exhibit more well-defined and larger facets than the particles

grown with a one-step heat treatment (Figure 6.2). The shapes of the particles were more
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closely examined with HRTEM in Figure 6.5, where a NdScO3 particle is imaged on the

[001] pseudo-cubic zone axis. The whole particle is shown in Figure 6.5a, and the bottom

right corner is enlarged in Figure 6.5b. The corresponding FFT of the whole particle

shows that the particle surfaces primarily terminated with the {100}- and {110}-type

pseudo-cubic surfaces (Figure 6.5c).

Figure 6.4. SE images of LnScO3 (Ln = La, Nd, Sm, Gd) particles synthe-
sized with the two-step heating sequence (450 ◦C for 2 days, then 300 ◦C
for 1 day). The particles have well-defined facets and smooth surfaces. [5]
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Figure 6.5. (a) HRTEM image of a NdScO3 particle grown with the two-
step heat sequence. (b) HRTEM image of the bottom right corner of the
particle imaged in (a). (c) FFT of the entire NdScO3 particle showing the
surfaces were terminated with {100}- and {110}-type pseudo-cubic surfaces.
[5]

6.4. Discussion

Water plays several roles in this hydro-sauna system. It was previously hypothesized

in the initial development of the hydro-sauna method that the transformation of the mixed

cation hydroxide gel into crystalline oxide was a vapor-assisted reaction. [120] Under dry

conditions, there was limited mass transport and the gel matrix collapses under capillary

forces from evaporating liquid during reaction. In contrast, humid conditions help preserve

the gel matrix and assist in the diffusion of reactants through the gel such that the chemical

reaction to form the perovskite product could proceed.

The second role of water is its control over the phase of the products produced through

the competition between several dehydration and hydration chemical reactions. The two
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competing chemical reactions are:

LnSc(OH)6 · x H2O 
 LnScO3 + (x+ 3) H2O (6.1)

LnSc(OH)6 · x H2O 
 Ln(OH)3 + ScOOH + (x+ 1) H2O (6.2)

Equation 6.1 is responsible for forming the desired product (LnScO3), while Equation 6.2

yields undesired products, such as hydroxides, oxyhydroxides, or binary oxides. An equiv-

alent way to represent the competition between these two reactions is:

Ln(OH)3 + ScOOH 
 LnScO3 + H2O (6.3)

The sign of the Gibbs free energy change of this reaction (∆Greaction) determines whether

the forward or reverse reaction will proceed, and it is sensitive to the amount of water

present in the system. When ∆Greaction < 0, the forward reaction will proceed to yield

the desired products (LnScO3 and water). When ∆Greaction > 0, the undesired products

(e.g. hydroxides, oxyhydroxides, and binary oxides) will form instead.

A simple analysis of this chemical reaction with Le Chatelier’s principle clarifies the

role of water and temperature in this system. When the concentration of water is in-

creased in the system, the reverse reaction will be favored (i.e. ∆Greaction increases) to

produce the undesired products. However, water is a necessary component of the hydro-

sauna environment, so another parameter must be changed to favor the forward reaction.

Temperature can alternatively influence the thermodynamic relationship of water to the

system. A higher temperature increases the vapor pressure of water, thus decreasing its

chemical potential as a result of the greater entropic contribution of the water vapor.



110

Table 6.1. One-step GdScO3 reaction temperature, products, and sign and
estimated relative magnitude of ∆Greaction.

Temperature (◦C) Products ∆Greaction

200 Gd(OH)3 > 0

250–300 GdScO3, GdOOH < 0

350–450 GdScO3, Gd2O3 � 0

The sign and relative magnitude of ∆Greaction could be estimated for different reac-

tion temperatures based on the products of the one-step single temperature experiments

identified by XRD in Figure 6.1. These results are summarized in Table 6.1. At 200 ◦C,

∆Greaction was positive and only produced the hydroxide. As temperature increased,

∆Greaction became increasingly negative and produced the desired perovskite oxide. It

should be noted that the secondary product phase is also dependent on temperature;

GdOOH was formed at intermediate temperatures, and Gd2O3 was formed at the highest

temperatures used. This was attributed to more significant dehydration of the secondary

phase at higher temperatures because of the increased entropy of vapor phase water. It

also indicates that the dehydration process from Gd(OH)3 to GdOOH may be a necessary

step for subsequent reaction to GdScO3. This supports the hypothesis that the formation

of LnOOH was a necessary step for the hydrothermal synthesis of LnMnO3. [121] However,

the formation of LnOOH was not observed in the syntheses of the other three perovskite

oxides (LaScO3, NdScO3, and SmScO3), where the only secondary phase identified was

Ln(OH)3. It is possible that LnOOH could rehydrate into Ln(OH)3 upon cooling to room

temperature, but further study is necessary.
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Temperature also played a role in determining the shape and size of particles grown.

The three relevant growth processes are: (1) particle nucleation from the gel, (2) terrace

nucleation, and (3) terrace growth. The terrace nucleation and growth processes were

explained and explored in more depth in Chapters 1 and 3. [1] All three processes can

occur simultaneously, so it is the mechanism with the highest rate that will dominate and

determine the final shape and size. The preferred growth processes at different tempera-

tures can be inferred from the magnitude of the driving force ∆Greaction. The driving force

is highest (∆Greaction � 0) at high temperatures, and this results in high rates of both

particle nucleation and terrace nucleation. With these dominant growth mechanisms, the

particles produced tend to have small sizes and irregular shapes with less well-defined

facets. A high rate of particle nucleation also increases the size monodispersity of the

particles because most of them are nucleated at nearly the same time. This corresponds

with the size, size distribution, and morphology of particles imaged at 450 ◦C in Fig-

ure 6.2. At lower temperatures the driving force decreases slightly (∆Greaction < 0), so

the rate of nucleation decreases such that the dominant growth process is terrace growth.

When the rate of terrace growth is highest, the system enters the smoothing regime where

particles can be formed with well-defined and smooth facets. Hence, the particles imaged

of those grown at lower temperatures in Figure 6.2 have substantially more well-defined

surface facets than those at higher temperatures. Another consequence of the decreased

rate of nucleation is an increase in the size polydispersity of the particles because particles

nucleated earlier during the reaction will have more time to grow than particles nucleated

later, as illustrated by the small particulates present in the images.



112

The two-step heat sequence was designed to enhance the rates of different growth

mechanisms at different time intervals during the synthesis to produce smaller and well-

faceted particles. The first step in the sequence used a high temperature with a large

driving force (∆Greaction � 0) to nucleate many small particles of the GdScO3 phase. The

second step lowers the reaction temperature to decrease the driving force (∆Greaction < 0)

and nucleation rate, allowing terrace growth to take over as the dominant growth process

and promote smoothing of the particle surfaces to produce well-defined facets and shapes.

The temperatures 450 ◦C and 300 ◦C were selected for each step, respectively, based upon

the one-step heat treatment results and observations. Images of the LnScO3 particles

synthesized with this two-step approach (Figure 6.4) confirmed that these conditions were

successful in produce particles with smaller sizes and more facet control. The GdScO3

particles in particular had more pronounced facets and cuboidal shapes in comparison to

the irregular shapes and size polydispersity of GdScO3 particles produced from the one-

step approach (Figure 6.2). Additionally, the small particulates imaged in the one-step

samples do not appear in the two-step samples, confirming that the nucleation rate was

sufficiently suppressed in the second step. Increasing the temperature of the first heating

step may further decrease the average size and improve monodispersity of the products.

NdScO3, SmScO3, and GdScO3 all grew cuboidal shaped particles with the two-step

heat treatment, and HRTEM characterization identified that they were primarily termi-

nated with {100}-type pseudocubic surfaces and secondarily with additional {110}-type

pseudocubic facets (Figure 6.5). In contrast, the LaScO3 particles were less well-faceted

and formed irregular polyhedrons. This suggests that the temperature range for the

smoothing regime may be lower than experimentally tested. Reducing the temperature
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of the second step and optimizing the time interval of each step may yield particles with

improved shape control.

6.5. Conclusion

A two-step process for synthesizing LnScO3 particles with improved size and shape

control was developed. The temperatures used for each step in the heating sequence was

determined based upon studying the effects of the reaction temperature on the rates of

different growth processes and the phases of products produced. First a high temperature

heat treatment was used to nucleate particles of the desired perovskite phase, then the

temperature was lowered to reduce the rate of nucleation and allow the terrace growth

process to grow smooth, flat facets. This approach was successful in growing well-faceted

LnScO3, most of which were cuboidal in shape.
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CHAPTER 7

Is Oxide Hydrothermal Growth Crystal Growth?

7.1. Introduction

Among the numerous nanoparticle synthesis methods, hydrothermal synthesis remains

a popular choice for many reasons. It has many practical advantages: hydrothermal syn-

thesis can be performed under relatively mild conditions (∼100-300 ◦C), can produce

highly crystalline products in a single step, and has decent shape and size control over the

nanoparticle products. Reasonable control over the size and shape is especially important

for using nanoparticles in different applications, where size or shape dependent properties

can significantly affect the functional properties of nanoscale materials. [14, 30] There-

fore, hydrothermal synthesis has been successfully employed to produce many different

simple and complex oxides, semiconductors, and other classes of materials in a variety

of shapes and sizes, demonstrating its versatility and popularity among the nanoparticle

research community. [31, 34, 35, 122] Because of its prevalence, hydrothermal synthesis

and recent developments of the method have been the subject of many reviews over the

years. [32,34,35,122] Those reviews provide detailed information about the hydrother-

mal synthesis method, including important components and operating considerations, as

well as accomplishments in producing many material classes and different results, and as

such these topics will not be discussed herein.



115

While many hydrothermal “recipes” have been published, there has been less atten-

tion on the details of the growth processes. For example, what factors lead to desirable

(e.g. faceted) versus undesirable (e.g. nonuniform) shapes? How does the synthesis en-

vironment affect the morphology or chemistry of the nanoparticle products? Details of

growth processes are well-known for crystal growth at the macroscopic scale. Models such

as the influential step flow growth theory developed by Burton, Cabrera, and Frank (BCF

theory) described growth mechanisms at the surfaces of crystals and related growth rates

to molecular processes. [123, 124] Many of the early crystal growth models focused on

growth from vapors, but the challenges of modeling crystal growth in solutions have also

been the subject of studies, such as the early work conducted by Berg [125] and Bir-

cumshaw. [126] These studies highlighted the importance of interactions between solute

molecules in solution with the growing surface and kinetics of transport mechanisms in

solution.

There are strong similarities between the factors that control macroscopic growth

and that of nanoparticles. For instance, the thermodynamic Wulff construction is a

quintessential model used to determine the equilibrium shape of crystals; however, this

equilibrium shape is by definition only valid for crystals grown under thermodynamic

equilibrium. [33] In many cases, including in many nanoparticle syntheses, growth is

controlled by kinetics instead of thermodynamics, and indeed Wulff’s original paper was

based on conclusions from kinetic growth experiments. In those cases, the kinetic Wulff

construction, which determines a crystal shape based upon growth velocities, is valid.

Both the thermodynamic and kinetic Wulff constructions have been used to describe the

shapes of nanoparticles grown using many different methods. [12,13,94,115]
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To what extent is hydrothermal growth a manifestation of crystal growth models such

as BCF and/or thermodynamic or kinetic Wulff theories? This is a question that has not

been addressed in detail in existing papers or reviews, which primarily focus on report-

ing synthesis procedures or methods for growth. The goal of this Chapter is to discuss

nanoparticle crystallization and growth during hydrothermal synthesis in the context of

established macroscopic methods. In order to more clearly identify and differentiate these

thermodynamic and kinetic effects on growth, this review will be organized as follows.

We will begin with an overview of crystal growth theory defined for the more specific

hydrothermal synthesis case. Under hydrothermal conditions, the system is closed, con-

tained in a solution-based environment, and all inputs (e.g. reagents concentrations,

temperature, time) are well-defined. Then, as important thermodynamic and kinetic

considerations are defined, several relevant examples will be pulled from literature as

illustrations of each concept.

7.2. Hydrothermal Crystal Growth Process

Hydrothermal synthesis has been reviewed in depth before, so only relevant details will

be discussed briefly here. Typical hydrothermal synthesis procedures involve a reaction

that occurs in water in a sealed vessel (autoclave) above the boiling point of water (100 ◦C),

where it reaches an autogenous pressure. Water serves as both a solvent and transporta-

tion medium for the precursors, mineralizers, and other additives used in a synthesis. As

a solvent, water hydrates or complexes precursors to form more reactive compounds for

the chemical reaction. Mineralizers aid in the dissolution of precursors, and the choice of

mineralizer, often basic or acidic compounds that alter the pH of the solution, significantly
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impact the phase, sizes, and morphology of nanoparticles produced. Pourbaix diagrams,

or Eh-pH diagrams, which map the thermodynamic equilibrium phases relative to its

redox potential and pH, have been used to calculate stability diagrams guide the type

and amount of mineralizer to use in a synthesis. [127–129] Many other additives have

been used to great effect in hydrothermal syntheses, including organic compounds that

act as surfactants and nonaqueous solutions that have many results (i.e. solvothermal

synthesis). [34,122]

One of the major challenges in any growth, including hydrothermal growth is distin-

guishing between thermodynamic and different types of kinetic control; which one or ones

are active plays a major role in determining the shapes of the products of hydrother-

mal syntheses. The detailed growth depends upon a number of different variables, both

thermodynamic parameters and the kinetic rates. In this section, we will describe the

basic processes of crystal growth beginning with initial homogeneous cluster nucleation

to growth processes, such as terrace nucleation and growth on surfaces. The intent is not

to provide a full review, rather to set the context for analyzing hydrothermal growth.

7.2.1. Initial Nucleation and Growth

Following mixing of the relevant solutions, solids will start to form. Depending upon the

exact system there may be very small nuclei composed of four to ten atoms, or there may

be an amorphous gel where nuclei are formed only when the temperature and therefore

pressure are increased. [130] In some cases such as those containing surface active agents

the nucleation probably occurs in the confined regions bounded by the lipid bilayers, see for

instance Figure 7.1. [6,7,29,131] The driving force behind nucleation is supersaturation
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Figure 7.1. Surface active agents (surfactants) are typically amphiphilic
molecules, meaning one end is hydrophobic and the other end is hydrophilic.
This diagram shows different aggregation states of surfactants that can form
depending on the concentration of the compound in solution, ranging from
being arranged as micelles to lipid layers. The different geometries and
surfactant chemistry limit nucleation to certain regions. Image reproduced
from [6] based on [7].

of the solution defined via the chemical potential difference between the solution and

thermodynamic equilibrium solution, i.e.:

∆µ = µsat − µeq (7.1)

where ∆µ is the chemical potential difference between the chemical potential of the su-

persaturated solution (µsat), and the chemical potential of the equilibrium solution (µeq).

Supersaturation also serves as a driving force for growth processes. A larger chemical

potential difference increases the rates of both nucleation and growth processes. The rate

of nucleation (N) depends on the probability of thermodynamic fluctuations with enough
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energy for nucleating a new phase, i.e.:

N = f0 exp
∆E

kBT
(7.2)

where f0 is a pre-exponential factor dependent on several factors such as the frequency of

collisions between molecules and clusters and the density of molecules in solution and ∆E

is the total energy change for nucleating the new phase. In order to determine the energy

required for nucleation, the nuclei can be modeled as spheres, which minimize surface

energy. In this case, the total free energy change of nucleation (∆E) is:

∆E =
4

3
πR3∆GV + 4πR2γ (7.3)

where R is the radius of the nucleus, ∆GV is the specific volume change in free energy

of forming the new phase, and γ is the surface energy. Compared to the supersaturated

solution, the nucleated phase is more stable, so the volume free energy change is negative.

In contrast, the surface energy term is positive. The difference in the third and second

order dependence indicates that there is a maximum in the free energy change dependence

with nucleus radius size. Nuclei with radii larger than a critical radius (R∗) are more likely

to survive and continue growing into larger crystals. Clusters smaller than this critical

radius will dissociate back into the solution. R∗ can be calculated from by determining

the maximum in Equation 7.3:

∆E(R = R∗) =
16πγ3

3∆GV

(7.4)
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In many systems only a single type of nucleus forms, and it is typically single crys-

talline. However, this does not have to be the case. For example, it is common for face-

centered cubic materials to have the co-existence of many different shapes in the very early

stages of growth where clusters contain only a hundred or so atoms. [14,115,132] In some

oxides there can also be more than one phase nucleated, such as in the case of titanium

dioxide where both rutile and anatase can nucleate simultaneously. [133] As analyzed

extensively in the energy-landscape works by Berry et al. [8,134] and others [135,136],

one often has a complex potential energy landscape with relatively small energy barriers.

There can be significant conversion between different types of nuclei. (There can also be

effects due to particle coalescence, see for instance [29,30].)

Figure 7.2. Potential energy surfaces for a 13-atom metal cluster. The po-
tential energy wells represent several different clusters with configurational
excitation. The surfaces of the wells are close in energy and at times in-
tersect suggesting interconversion and/or coexistence between each state.
Image reproduced from [8].

Because the initial nuclei are very small, atoms can frequently move across the surface

relatively rapidly so the outermost surfaces will tend to be in local equilibrium. The energy
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barriers between different shapes and internal structure are also small. The addition of

more atoms from the solution to a cluster reduces both the probability of interconversion

of nuclei and rate of atom transport across a surface. As the size increases the particles

will become more locked into a given phase, although there can still be slower transi-

tions. An example of this is shown in Figure 7.3, where the phase transformation from

cubic-rich BaTiO3 particles to tetragonal-rich BaTiO3 particles is observed through the

continuously changing lattice parameter measured from XRD patterns. [9] Polymorphic

transformation has also been incorporated into some crystallization models, in particular

for non-equilibrium metastable phases, as shown in Figure 7.4. [10, 36, 137] Once the

particles are “frozen,” the processes that determine further growth end up controlling the

shape, which is the primary focus of this chapter and described in the next section.

Figure 7.3. XRD patterns of BaTiO3 samples hydrothermally synthesized
at (1): 140 ◦C for (a) 1 hr, (b) 2 hr, (c) 3 hr, and (d) 4 hr. (2): 4 hr and (a)
120 ◦C, (b) 140 ◦C, (c) 160 ◦C, (d) 180 ◦C, and (e) 200 ◦C. (3): Value of
lattice constant a of BaTiO3 particles calculated from XRD patterns using
a cubic symmetry. Images reproduced from [9].
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Figure 7.4. Schematic of crystallization pathway for MnO2. (a) Free energy
of supersaturated solution, metastable phase with low surface energy (M),
and low energy stable phase (S) as a function of surface area-to-volume
ratio (1/R). (b) Phase diagram created from the projection of the lowest
free energy phases in (a). (c) Multistage crystallization pathway showing
phase transformations between polymorphs. Image reproduced from [10].

7.2.2. Shape Determining Growth

Unfortunately there is no one-size fits all model for determining how particles will grow

and what shape will take form. Different growth modes can occur depending on the ther-

modynamic and kinetic contributions of all components in the synthesis system, including

the total chemical potential of the solution, the chemical potential variation of solution

components over time, or chemical processes like selective chemisorption of surfactants

on particle surfaces. It is easiest to look at several limits to the growth modes based

upon their physical characteristics and how environmental contributions influence their

behavior:
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(1) Thermodynamic control: At equilibrium, minimization of total surface energy

takes precedence, and particle shape is determined by the thermodynamic Wulff

construction.

(2) Flat-surface step-flow growth: A kinetic-type growth mode where the rate-

limiting step is growth via steps or terraces on the surface of an existing nucleus.

Under this limit, the probability of growing an existing step on a particle surface

is significantly greater than that of nucleating a new terrace.

(3) Rough-surface growth: A kinetic-type growth mode similar to (2) but the

probability of nucleating a new terrace is comparable to or larger than growth of

an existing terrace.

(4) Diffusion-controlled growth: A type of kinetic growth where rate-limiting

process is flux of molecules to the surface of a growing nucleus.

Throughout this chapter, we will describe each of these growth modes in more detail.

Relevant examples from literature will be presented to demonstrate both the physical

properties of each growth mode and the mechanisms behind each type of thermodynamic

or kinetic control.

7.3. Thermodynamic Control: Equilibrium and Thermodynamic Wulff Shape

A system is in thermodynamic equilibrium when the chemical potential is constant

everywhere. In crystal growth, equilibrium is reached when there is enough time and

energy for chemical and physical processes to occur so that both equilibrium stable phases

and shapes can form. Based upon theories developed by Gibbs [138,139] and Wulff [33]

as well as important proofs by Herring [140] and others [141] it was determined that the



124

Figure 7.5. (left) Illustration of a gamma plot for the thermodynamic Wulff
construction. Image reproduced from [11]. (right) Wulff shape for anatase
TiO2 calculated with surface energies determined by density functional the-
ory. Image reproduced from [12].

lowest energy shape of a crystal minimizes its surface energies. The Wulff construction

is a mathematical method used to determine this equilibrium shape. [33] It is defined

mathematically for a crystal with constant volume as:

S = x : x · n̂ ≤ λγ(n̂) (7.5)

where S is the set of points defining the shape, x are points within n̂ ≤ λγ(n̂), n̂ is a

unit vector for crystallographic face (hkl), λ is a Lagrange multiplier for the fixed volume

condition, and γ(n̂) is the surface free energy of the facet defined by n̂. The simplest way

of demonstrating this is via a polar plot of surface energy as a function of crystallographic

orientation, as shown in Figure 7.5a. In this plot, lines are drawn from the origin to each
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γ point, and where these lines intersect with n̂ another line perpendicular to n̂ is drawn.

The inner envelope of these perpendicular lines represents the equilibrium Wulff shape.

If surface energies are unknown for a material, they can be calculated using density

functional theory, as was done to calculate the Wulff shape of anatase TiO2 in Figure 7.5b.

[12] Experimentally, a post-synthesis anneal is often needed to form the equilibrium shape

because the high temperature provides more energy and time necessary for bulk and

surface diffusion processes to occur and reduce the total energy of the crystal. This

method has been employed to study the thermodynamic shapes of materials, such as

SrTiO3. [13]

While many cases exist for equilibrium Wulff shapes, there are two complicating fac-

tors. One is that the kinetic shapes can be confused with thermodynamic ones, which

we will describe later. The other is the strong effect of surface active species, such as

chemisorbants, which can not only change the surface energy but also enhance or limit

the rate of growth of certain facets, as will be discussed in the kinetic growth modes.

Many experimentally grown crystals are not defect-free, and therefore extensions of the

thermodynamic Wulff construction have been developed to incorporate the effect of twin

boundaries and planar defects. [94]
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Figure 7.6. Projections of SrTiO3 Wulff shape along (a) [111] and (b) [001]
zone axes. {100}-type facets are green, and {110} facets are blue. Experi-
mental TEM images of annealed SrTiO3 nanocuboids demonstrating Wulff
shape imaged on (c) [111] and (d) [001] zone axes. Image reproduced from
[13].
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7.4. Flat-Surface Step-Flow Growth: Kinetic Wulff Shape

In many cases particles have flat surfaces, but these are due to step flow growth

and what is called the kinetic-Wulff shape. To understand these, we first need to consider

growth on an existing terrace. A schematic of the terrace nucleation and growth processes

is provided in Figure 7.7 reproduced from Chapter 2. In this schematic, the red block

represents a solute in solution diffusing to the surface of a nucleated crystal with an

existing growth terrace. Terrace nucleation is the process where the solute reacts to form

a new terrace on top of the terrace or surface, and terrace growth happens when the solute

reacts to grow an existing terrace laterally across the crystal surface.

Figure 7.7. A schematic of terrace nucleation (yellow) and growth processes
(blue). The purple block represents the surface of a nucleated particle with
a growth terrace, and the red block represents a solute species in solution.
Image from Chapter 2.

If we model the growth terrace as a 3D hemisphere, we can derive the free energy cost

and rate of terrace nucleation mathematically. The total work or free energy change for

nucleation of a 3D hemispherical terrace nucleus is:

∆E =
2

3
πR3∆µ+ 2πR2γ (2.3 revisited)
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where R is the radius of the terrace nucleus, ∆µ is the chemical potential change of

forming the nucleated material, and γ is the surface energy. Similar to the homogeneous

nucleation case, there is also a critical radius (R∗) for terraces nucleated at the surfaces

of particles. The critical nucleation energy evaluated at R∗ is:

∆E(R = R∗) =
8πγ3

3∆µ2
(2.4 revisited)

Then, the terrace nucleation rate can be written as:

NR = f0 exp
∆E

kBT
(2.5 revisited)

where f0 is a pre-exponential factor that is dependent on the diffusion of molecules and

solutes in solution and other factors. Based upon Equations 2.4 and 2.5, the terrace

nucleation rate is notably dependent on both the surface energy and chemical potential

change.

Terrace growth does not involve a nucleation type process and correspondingly has a

lower free energy cost. It is still influenced by the supersaturation, or chemical potential,

of the solution environment. The rate of terrace growth (GR) can be defined as:

GR = C∆µ (7.6)

where C is a coefficient that includes diffusivity and other environmental terms. In order

to compare it more directly against the terrace nucleation rate, the process of terrace

annihilation can be used instead as the occurrence when a terrace grows to the edge of a

surface and annihilates itself. This process is particle size-dependent and can be defined
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as:

AR =
1

Area
GR (3.4 revisited)

Classic step-flow growth is the growth mode where the rate of terrace nucleation is slow,

and it is often an interface-controlled growth. When the rate of terrace nucleation is

slow, then the process of terrace growth is more likely. As discussed in Chapter 3, terrace

growth and eventual annihilation at the edge of a particle results in the growth of particles

with smooth facets. This type of shape is determined by what is called the kinetic Wulff

construction, which is formed by the envelope of the slowest growing facets, i.e.:

S = x : x · n̂ ≤ λ(t)v(n̂) (2.2)

where v is the growth velocity dependent on time t for each facet defined by n̂. Figure 7.8

demonstrates this schematically in a 2D example with two surfaces with different growth

rates. [14] The kinetic Wulff construction is mathematically similar in construction to the

thermodynamic analogue described in Equation 7.5; however, growth velocities replace

the role of surface energies. Likewise, if the polar plot shown in Figure 7.5 of surface

energy is replaced with a polar plot of growth velocities, the plot becomes a diagram of

the kinetic Wulff construction.

In some instances, the kinetic Wulff shape of a grown particle may resemble its ther-

modynamic Wulff shape, but these occurrences are only coincidental and do not indicate

that equilibrium conditions were met. While thermodynamic quantities such as surface

energies can be used to calculate the equilibrium shapes of particles, growth velocities

are more variable, making it a challenge to predict kinetic shapes. A popular method
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Figure 7.8. Schematic of a 2D crystal with two surfaces x and y with dif-
ferent growth rates. (a) When the growth rate normal to y is faster than
that of x, the y surfaces eventually disappear leaving an x-type surface ter-
minated crystal. (b) The opposite case where the growth rate normal to x
is faster than that of y. Image reproduced from [14].

to control the growth velocities of a crystal surface is to use surfactant molecules that

selectively adhere to specific surfaces. By adsorbing onto the surfaces of specific planes,

they lower the energy of that plane and also slow its growth be preventing the deposition

of precursor ions or molecules onto the surface. For example, the rate of growth normal

to the {001} surface in anatase TiO2 was slowed by using fluoride ions as a surfactant.

As shown in Figure 7.9, increasing the concentration of surfactant transformed the ki-

netic Wulff shape of anatase grown from truncated octahedron to sheets with preferential

{001}-type facets. [15]

Surfactant molecules can do more than only affect the surface of a particle. Some may

double as mineralizers in solution and affect the solubility of the precursors. In the case

of α-Fe2O3, the mineralizer NaF was successfully used as both a mineralizer to vary the

chemical potential of the precursor in solution and transform the kinetic Wulff shape of

particles grown. The transformation of kinetic Wulff shape from dodecahedral-type to

octadecahedra is shown in SEM images in Figure 7.10. [16]
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Figure 7.9. (left): Low magnification (a) SEM and (b) TEM images of
anatase TiO2 particles with truncated octahedron shape. (c) Profile-view
and (d) top-view of truncated octahedron shows terminating {101} and
{001}-type surfaces.

(right): (a) SEM and (b) TEM images of anatase TiO2 nanosheets
with a large percentage of {001}-type facets. (c) Electron diffraction
pattern of [001] zone and (d) HRTEM image of nanosheet.

Both images are reproduced from [15].

One more approach to changing the rate of growth of different facets is through defects.

Planar defects such as twin boundaries and planar defects have been known to accelerate

the growth rate along the geometry of the defect because of preferential coordination.

[14, 94–98, 115] This type of preferential growth often times produces flat or plate-like

particles as a result. For instance, Figure 7.11 shows how two octahedral crystals sharing

a (111) twin boundary are elongated by this type of growth phenomenon. [17]
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Figure 7.10. SEM images of α-Fe2O3 synthesized with (a) 0, (b) 6, (c) 12,
(d) 15, (e) 18, (f) 24, (g) 26.5, (h) 25.5, and (i) 28 mM NaF concentrations.
At low concentrations, the particles are quasi-spherical. With increasing
concentrations, the kinetic Wulff shape transforms from dodecahedron then
octadecahedron. Image reproduced from [16].
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Figure 7.11. (a) Illustration of (111) twin boundary between two crystals
and accelerated growth direction that elongates the particle. (b) TEM
images of (111)-type twinned particles of hydrothermally synthesized mag-
netite. Image reproduced from [17].
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7.5. Rough-Surface Growth: Terracing Regime

The rough-surface growth mode relies on the same terrace nucleation and terrace

growth processes described for step-flow growth. However, in this case the rate of terrace

nucleation (NR) is similar to or greater than the rate of terrace growth, or more specifically

terrace annihilation rate (AR). The effects of this were described in depth in Chapter 3

and are summarized here briefly. If NR > AR, then there are more terraces forming on

particle surfaces than terraces reaching the edge of a facet. With this type of growth

behavior, particles will be unable to form smooth, flat facets as in the flat-surface growth

mode, alternatively called the smoothing regime. Instead, the particles have surfaces

populated with many growth terraces and take on a rough appearance, which is why this

growth mode may also be called the terracing regime. Rough surface growth is often

responsible for the growth of irregularly shaped particles.

The consequences of the competition between the rates of terrace nucleation and

terrace annihilation are most clearly seen in the hydrothermal synthesis of KTO particles

imaged in Figure 7.12. [1] In this synthesis, the rates of both growth processes continually

varied as the chemical potential of the system decreased, resulting in kinetic surface de-

roughening. As an exponential function, NR is more sensitive to a change in chemical

potential compared to AR, so NR also decreased more rapidly as time progressed in this

reaction. The series of images illustrate the rough morphology of particles when NR� AR

early on during the reaction. In the middle of the reaction, the terrace density decreases

because the terrace nucleation and annihilation rates became more comparable (NR >

AR). At the end of the reaction, NR < AR, causing the growth mode to switch to the

flat-surface, smoothing regime.
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Figure 7.12. SE images of hydrothermally synthesized KTO NPs with
changing surface morphology as the reaction progressed from 1 to 4 hr.
Image reproduced from [1].

This type of rough surface growth mode has also been observed by Hou et al. [18] and

Wang et al. [19] separately through the hydrothermal synthesis of LaCrO3 with varying

concentrations of urea. Figure 7.13 shows SEM images of the shape transformation from

flat-surface cuboids to rough surface particles under this growth mode.
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Figure 7.13. SEM images of LaCrO3.

(left): LaCrO3 studied by Hou et al. grown with different urea amounts:
(a) 1.0 g, (b) 1.2 g, (c) 1.4 g, (d) 1.66 g, (e) 1.8 g, and (f) 2.0 g.

(right): LaCrO3 synthesized by Wang et al. with different urea amounts:
(a) 0 g, (b) 0.2 g, (c) 0.4 g, (d) 0.6 g, (e) 0.8 g, (f) 1.0 g, (g) 1.2 g, (h)
1.4 g, (i) 1.6 g, and (j) 1.8 g.

Images reproduced from [18] and [19].



137

7.6. Diffusion-Controlled Growth: Dendrites

Diffusion-controlled growth is the last category of growth modes. For hydrother-

mal synthesis, diffusion-controlled growth is somewhat rare because one of the major

advantages of hydrothermal conditions is that the temperature and pressure conditions

significantly increase the dissolution of all precursors in the solvent. However, there are

conditions where dissolution is difficult, and limited dissolution limits the amount of mass

that can be transported to growing surfaces. Under these conditions, diffusion-limited

growth is favored and has been observed for a few different materials. In such cases,

the growth rate in different directions is not dependent on the growth mechanisms as in

kinetically formed shapes, but rather local curvature.

The local curvature of a crystal or of features on a crystal surface is significant to the

morphology of a crystal because of its effect on the chemical potential. In combination

with information about the local curvature and chemical potential derived by the Mullins-

Herring equation, [142, 143] the Gibbs-Thomson relation can be used to demonstrate

this relationship. For the case of a spherical particle of radius R, the difference in the

equilibrium chemical potential and the local chemical potential is:

∆µ =
2Ωγ

R
(7.7)

where Ω is the atomic volume. An equivalent relationship for a curved step or terrace

of radius R on a growing crystal surface applies if the surface tension is replaced by line

tension. This relationship shows that as the curvature of a surface increases, the chemical

potential also increases. If the chemical potential is large at sites of high curvature, then

those sites are also less stable. Solute species diffusing to the surfaces of growing crystals
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will energetically favor sites of lower curvature. Additional effects on particle morphology

and corner rounding have been discussed by Alpay et al. [144]

A more specific case of diffusion-limited growth is dendritic growth, where a shape

instability at the interface can result in the formation of dendrites with characteristic

needle-like shapes and branches. The shape instability can be in the form of a perturba-

tion, such as a bump or protuberance, at the interface. Although surface tension typically

has a stabilizing effect in these types of protuberances, limited diffusion rates can have

a destabilizing effect for sufficiently large perturbations. Solute diffusing to the growth

interface will encounter the protuberance first, and under diffusion-limited growth there

is a higher probability that solute will react and contribute to the growth of the protu-

berance rather than diffusing across the bump to the flatter portion of the interface. This

results in unstable growth of the protuberance and the formation of dendrites.

Dendritic growth has been observed in the hydrothermal syntheses of both SrTiO3 and

BaTiO3. Figures 7.14 and 7.15 shows TEM images of the SrTiO3 and BaTiO3 dendrites,

respectively. [20,21] In both of these cases, the number and size of dendritic protuberances

was inversely correlated to the concentration of mineralizer (KOH) used in synthesis.

When a lower concentration of KOH was used, the solubility of the oxide precursors were

limited, resulting in diffusion-controlled growth.
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Figure 7.14. TEM images of SrTiO3 dendrites synthesized hydrothermally
with different amounts of KOH: (a) 1 M, (b) 0.7 M, (c) 0.3 M, and (d)
0.1 M. Image reproduced from [20].
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Figure 7.15. TEM images of BaTiO3 dendrites synthesized hydrothermally
with different amounts of KOH: (a) 1 M, (b) 0.7 M, (c) 0.3 M, and (d)
0.1 M. Image reproduced from [21].
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7.7. Conclusion

The crystal growth process under hydrothermal conditions was described from initial

nucleation in a solution to step-flow growth on nuclei surfaces. These processes deter-

mine many properties of the nanoparticles grown, including the phase(s), size, shape,

and surface, and thermodynamic and kinetic contributions control many of these aspects.

Four categories of growth modes were defined to explain some of these thermodynamic

and kinetic contributions: one thermodynamically controlled and three kinetically con-

trolled. Examples of each type of growth mode were presented to describe how different

components in a synthesis can cause each behavior. By understanding why each type

of growth occurs, nanoparticle syntheses can be designed to optimize conditions for a

preferred growth mode.

The thermodynamically controlled growth mode is the limit of equilibrium, which is

rarely observed under thermodynamic conditions, but theoretical calculations or post-

synthesis processing have proven to be useful to characterize this type of growth mode.

The three kinetically controlled growth modes are the limits of three different rate lim-

iting steps. Under the flat-surface step-flow growth mode, the rate limiting step is the

nucleation and growth of terraces on a nucleated particle surface. This type of growth

mode is very sensitive to components in the synthesis that modify surface energy, such

as surface active molecules in solution. In the rough-surface growth mode, the rates of

terrace nucleation and growth are more comparable. For particles growing in these con-

ditions, the properties of both the solution thermodynamics and surface properties have

consequences on the morphology of the products. The diffusion-controlled growth mode

is limited by the mass transport of solute to crystal surfaces. For a solution-based method
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like hydrothermal synthesis, this is primarily controlled by the solubility of the precursors

in the solvent aided by the mineralizer.
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CHAPTER 8

Future Work

The work discussed in this dissertation presents a fairly comprehensive overview of

the growth processes and their kinetics of hydrothermally synthesized KTO, KNO, and

KTN particles. The surfaces, composition, microstructure, and chemical behavior were

all explored through both experiment and theory. When considering future directions for

such a body of work, one important question to ask is whether there is more work to be

done on this material system, or if it is an appropriate time to move onto other materials.

There are interesting possibilities in both directions. By remaining with the same material

system, prior knowledge about the synthesis conditions and material behavior provide a

good background upon which to build. On the other hand, exploring a new material

system offers entirely new parameters to investigate and different challenges that may

be exciting from a scientific perspective. Some ideas and hypotheses for both avenues of

future work are outlined below.

8.1. Modifications of KTa1-xNbxO3 Synthesis

Moving from Chapter 3, 4, to 5, the complexity and quantifiable number of parameters

involved in synthesis gradually increased. We began with a single material system with

two precursors and ended with a synthesis involving four components, as well as a variety

of compositionally and morphologically tunable properties. Some of the approaches used

to study the growth of these materials deserve additional consideration.
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For example, in Chapter 5, the utility of KF as a mineralizer for the tantalum oxide

precursor was characterized. It was demonstrated that when a sufficient amount of KF

was present in solution, it could increase the stability of tantalum oxide in solution and

decrease its rate of reaction with KOH to form the perovskite product. A natural extension

of this result is to test the properties of KF as the only mineralizer in a synthesis and

exclude KOH, which acted as both a precursor and mineralizer in this reaction. The overall

chemical reaction between tantalum oxide and KOH is an acid-base reaction where the

tantalum oxide is the acid and KOH is the base:

Ta2O5 + KOH 
 KTaO3 (8.1)

Similar to KOH, KF is also a basic compound when compared to tantalum oxide and

could react in a similar fashion. It should be noted that Goh et al. determined that the

KOH concentration is important for obtaining the perovskite phase because when the

KOH concentration was at or below 7 M, a defect pyrochlore KTa2O5(OH) could form

as either an intermediate or final product. [38] By removing KOH from the reaction, the

likelihood of forming this intermediate may be reduced while the likelihood of forming the

defect-driven rectangular shaped particles observed in Chapter 5 may be increased. The

formation energy calculations to form the RP-like defect phase showed that they could

form when the KF/KOH ratio was above 0.10, while experimentally it occurred when

KF/KOH > 0.20. The basic environment was not considered when performing these

calculations and may be the source of that difference.

Another possible outcome of removing KOH from the synthesis is a change in the

surface properties. The surfaces of KTO particles in Chapter 3 were characterized to be
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composed of a tantalum oxide phase, and the chemical potential of tantalum oxide in the

reaction was responsible for the transformation in step-flow growth. As tantalum oxide

is a chemically acidic compound, the tendency to form tantalum oxide surfaces could

be influenced by the basic environment through the adsorption of hydroxyl groups to

the surface. The stabilizing energetic effect of adsorbing water was already calculated in

Chapter 4, so additional calculations considering hydroxyl groups could be performed in

consideration of this possibility. Unlike KOH, KF is a weak base in water, so there will

be fewer free hydroxide ions, reducing the tendency to form tantalum oxide type surfaces

in KTO. This has the potential to entirely change the growth behavior at the particle

surfaces.

One last possibility through this approach is a change in the type of kinetic control

through which the particles grow. Dendritic growth, a specific type of diffusion-controlled

growth, was described in Chapter 7, and examples in hydrothermal synthesis for SrTiO3

and BaTiO3 were presented. In both of these cases, dendritic growth tended to occur

because of the low solubility of the precursors in solution that limited the mass transport

to growing crystal surfaces. [20, 21] KOH is a very effective mineralizer for the oxide

precursors and there is no guarantee that KF is as effective, especially considering its

weak properties as a base. Therefore, the solubility of the precursors may be limited to

the point of limiting the rate of diffusion in the hydrothermal system. If the effectiveness

of KF as a mineralizer is too low, experimenting with different mixtures of KF and KOH

(e.g. KF/KOH > 1) may also produce interesting results.

The choice of mineralizer does not have to be limited to KF in future experiments.

For example, other compounds in the halide series could also be chosen to determine their
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effect on the growth behavior of these materials. In comparison to the fluoride ion, the

anions of the other halides have a larger radius. If incorporated into the material in small

quantities similar to fluoride, which introduced planar defects, these anions may change

the microstructure in different ways. Experiments with acidic compounds that change

the chemistry of the solution are also worth further consideration.

Beyond studying growth behavior through modifications of the hydrothermal syn-

thesis, another goal on which to focus is composition. All of the KTN nanocuboids

synthesized in this body of work showed significant compositional heterogeneity and seg-

regation between tantalum and niobium to either the interior or surface of the particles.

If the composition-dependent properties of these nanoparticles are to be studied in fu-

ture efforts, it would be easier to work with more chemically homogeneous materials.

We demonstrated in Chapters 4 and 5 two ways to change the relative reaction rates of

the tantalum and niobium precursors, and these experiments establish a foundation for

how to approach the design of a synthesis procedure for chemically homogeneous KTN

particles.

8.2. New Material Directions

The idea of moving onto a different material has the potential to be both more ex-

citing and challenging, and there are several options that merit this change. The most

straightforward materials to explore next are the sodium tantalates (NaTaO3) and sodium

niobates (NaNbO3), which only differ from the materials studied in this dissertation by

their A-site. Both of these materials have attracted interest as electro-optic materials,

photocatalysts, and piezoelectric materials. [22–24,31,65] Furthermore, these materials
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have exhibited an interesting range of growth behaviors that have not been well explained

in literature.

Song et al. explored the effects of temperature, reaction time, and precursor concen-

tration on the structure and morphology of hydrothermally synthesized NaNbO3 parti-

cles. [22] The precursors in this reaction were Nb2O5 powder and NaOH solution. Fig-

ure 8.1 shows the diverse range of morphologies produced when the NaOH concentration

Figure 8.1. SEM images of hydrothermally synthesized NaNbO3. All sam-
ples were heated at 180 ◦C for 8 hr with a 14 M NaOH solution and the
following concentrations of Nb2O5: (a) 0.2 M, (b) 0.1 M, (c) 0.05 M, and
(d) 0.03 M. Reproduced from reference [22]
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Figure 8.2. SEM image of NaNbO3 synthesized with 14 M NaOH and an
undisclosed amount of Nb2O5 at 240 ◦C for 24 hr. Reproduced from [23].

was 14 M and the concentration of Nb2O5 was varied from 0.02–0.2 M. The shape of the

particles produced changed from nanocuboids to nanorods to nanoplates as the quantity

of Nb2O5 decreased. Additional XRD patterns suggested that the amount of orthorhom-

bic phase produced was somewhat correlated to the amount of Nb2O5 used. In another

study where hydrothermal treatment was performed at a higher temperature (240 ◦C),

NaNbO3 particles were also produced with primarily nanocuboidal shapes with secondary

facets between the square facets, as shown in Figure 8.2. [23] Evidently there are numer-

ous types of kinetic Wulff shapes that NaNbO3 can take through hydrothermal synthesis.

These shapes may be correlated slightly to the phase grown, but they appear to be more

sensitive to changes in thermodynamic quantities such as temperature and chemical po-

tential of the solution, making it a promising material to study for understanding particle

growth mechanisms.

NaTaO3 is often doped in order to improve its photocatalytic activity. [24, 31, 145]

It was found that doping with lanthanides could increase the photocatalytic activity
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Figure 8.3. SEM images of (a) NaTaO3 and (b) NaTaO3 doped with
1.5 mol% La. Reproduced from [24].

Figure 8.4. SEM image of NaTaO3 synthesized by solid-state synthesis ex-
hibiting characteristic step structure on the surface. Reproduced from [25].

of NaTaO3, and that this increase in activity may be linked to a characteristic step

structure that forms on the surfaces of the material when doped. [24,145] SEM images

comparing the morphology of NaTaO3 synthesized with and without doping are provided

in Figure 8.3. [24] The surfaces of NaTaO3 without doping has a cuboidal shape with
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flat surfaces. When doped with 1.5 mol% La, the surfaces develop a distinct stepped

structure that resembles the surfaces of particles grown in the terracing regime. Although

the formation of this step morphology was attributed to doping, similar step features

were also observed on un-doped NaTaO3 by repeated calcined after solid-state synthesis as

shown in Figure 8.4. [25] Lanthanum-doped NaTaO3 has also been synthesized successfully

using hydrothermal synthesis, and these particles had flat surfaces. However, as shown in

Figure 8.5, there was a mix in the population of Wulff shapes formed, including cuboids,

octahedra, and irregularly shaped particles. [26] The range in shapes and morphologies

observed through all of these synthesis methods and doping levels indicates that this

material has interesting growth behavior near the thermodynamic limit, as evidenced by

the repeated calcining result, and kinetic limit, as demonstrated by the hydrothermal

result.

Figure 8.5. SEM image of La-doped NaTaO3 synthesized by hydrothermal
synthesis. Reproduced from reference [26].

Mixed A- and or B-site materials for the entire potassium sodium tantalate niobate

material system have also been studied for their piezoelectric properties. [27, 146, 147]
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Similar to the KTN particles, these materials tend to show inhomogeneous distributions

of the A-site cation element correlated to the B-site cation, where the pairings of (K,Nb)

and (Na,Ta) were observed through EDS (Figure 8.6). [27] The partial separation of

niobium and tantalum were also studied in the precipitation of mixed alkali metal nio-

bate (Na4K4Nb6 · 9 H2O) and tantalate (Na3K5Ta6O19 · 10 H2O) materials from mixed

NaOH-KOH solutions. [148] The solubility of the potassium tantalate, potassium niobate,

sodium tantalate, and sodium niobate were all compared by testing different NaOH:KOH

ratios in the solution. Although the perovskites were not tested in this study, the solution

behavior corresponding to the different cations can provide further insight into how they

may act in a hydrothermal system.

Figure 8.6. Concentrations of K (black), Nb (red), and Ta (blue) calculated
from EDS spectra sampled from different parts of a Li- and Ta- modified
(K, Na)NbO3 sample showing positive or negative correlation with the Na
concentration. Reproduced from [27].
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in Fe3O4 and γ-Fe2O3 Nanocrystals. CrystEngComm, 15(37):7539–7547, 2013.

[18] C. Hou, W. Feng, L. Yuan, K. Huang, and S. Feng. Crystal Facet Control of LaFeO3,

LaCrO3, and La0.75Sr0.25MnO3. CrystEngComm, 16(14):2874–2877, 2014.

[19] S. Wang, X. Wu, L. Yuan, C. Zhang, and D. Lu. Shape Tuneable Synthesis of

Perovskite Structured Rare-Earth Chromites RECrO3 via a Mild Hydrothermal

Method. CrystEngComm, 19(43):6436–6442, 2017.

[20] Y. Wang, G. Xu, L. Yang, Z. Ren, X. Wei, W. Weng, P. Du, G. Shen, and G. Han.

Formation of Single-Crystal SrTiO3 Dendritic Nanostructures via a Simple Hy-

drothermal Method. J. Cryst. Growth, 311(8):2519–2523, 2009.

[21] Y. Wang, G. Xu, L. Yang, Z. Ren, X. Wei, W. Weng, P. Du, G. Shen, and

G. Han. Hydrothermal Synthesis of Single-Crystal BaTiO3 Dendrites. Mater. Lett.,

63(2):239–241, 2009.



155

[22] H. Song and W. Ma. Hydrothermal Synthesis of Submicron NaNbO3 Powders. Ce-

ram. Int., 37(3):877–882, 2011.

[23] J. Liu, G. Chen, Z. Li, and Z. Zhang. Hydrothermal Synthesis and Photocat-

alytic Properties of ATaO3 and ANbO3 (A = Na and K). Int. J. Hydrogen Energy,

32(13):2269–2272, 2007.

[24] A. Kudo and H. Kato. Effect of Lanthanide-Doping into NaTaO3 Photocatalysts

for Efficient Water Splitting. Chem. Phys. Lett., 331:373–377, 2000.

[25] C. C. Hu and H. Teng. Influence of Structural Features on the Photocatalytic

Activity of NaTaO3 Powders from Different Synthesis Methods. Appl. Catal., A,

331(1):44–50, 2007.

[26] X. Li and J. Zang. Hydrothermal Synthesis and Characterization of Lanthanum-

Doped NaTaO3 with High Photocatalytic Activity. Catal. Commun., 12(14):1380–

1383, 2011.

[27] Y. Wang, D. Damjanovic, N. Klein, E. Hollenstein, and N. Setter. Compositional

Inhomogeneity in Li- and Ta-Modified (K, Na)NbO3 Ceramics. J. Am. Ceram. Soc.,

90(11):3485–3489, 2007.

[28] A. T. Bell. The Impact of Nanoscience on Heterogeneous Catalysis. Science,

299(5613):1688–1691, 2003.

[29] C. Burda, X. Chen, R. Narayanan, and M. A. El-Sayed. Chemistry and Properties

of Nanocrystals of Different Shapes. Chem. Rev., 105(4):1025–1102, 2005.



156

[30] T. D. Nguyen. From Formation Mechanisms to Synthetic Methods Toward Shape-

Controlled Oxide Nanoparticles. Nanoscale, 5(20):9455–9482, 2013.

[31] E. Grabowska. Selected Perovskite Oxides: Characterization, Preparation and Pho-

tocatalytic Properties–A Review. Appl. Catal., B, 186:97–126, 2016.

[32] R. I. Walton. Perovskite Oxides Prepared by Hydrothermal and Solvothermal Syn-

thesis: A Review of Crystallisation, Chemistry, and Compositions. Chem. - Eur. J.,

26(42):9041–9069, 2020.

[33] G. Wulff. On the Question of Speed of Growth and Dissolution of Crystal Surfaces.

Z. Kristallogr. Mineral., 34(5/6):449–530, 1901.

[34] D. R. Modeshia and R. I. Walton. Solvothermal Synthesis of Perovskites and Py-

rochlores: Crystallisation of Functional Oxides under Mild Conditions. Chem. Soc.

Rev., 39(11):4303–4325, 2010.

[35] A. Rabenau. The Role of Hydrothermal Synthesis in Preparative Chemistry. Angew.

Chem. Int. Ed., 24:1026–1040, 1985.

[36] W. Sun, D. A. Kitchaev, D. Kramer, and G. Ceder. Non-Equilibrium Crystallization

Pathways of Manganese Oxides in Aqueous Solution. Nat. Commun., 10(1):573,

2019.

[37] R. A. Laudise. Hydrothermal Synthesis of Crystals. Chem. Eng. News., 65(39):30–

43, 1987.



157

[38] G. K. L. Goh, S. M. Haile, C. G. Levi, and F. F. Lange. Hydrothermal Synthe-

sis of Perovskite and Pyrochlore Powders of Potassium Tantalate. J. Mater. Res.,

17(12):3168–3176, 2002.

[39] G. K. L. Goh, F. F. Lange, S. M. Haile, and C. G. Levi. Hydrothermal Synthesis of

KNbO3 and NaNbO3 Powders. J. Mater. Res., 18(2):338–345, 2003.

[40] N. Kumada, T. Kyoda, Y. Yonesaki, T. Takei, and N. Kinomura. Preparation of

KNbO3 by Hydrothermal Reaction. Mater. Res. Bull., 42(10):1856–1862, 2007.

[41] L. D. Marks and D. J. Smith. High Resolution Studies of Small Particles of Gold

and Silver. J. Cryst. Growth, 54(3):425–432, 1981.

[42] L. D. Marks. Direct Imaging of Carbon-Covered and Clean Gold (110) Surfaces.

Phys. Rev. Lett., 51(11):1000–1002, 1983.

[43] L. D. Marks and D. J. Smith. Direct Surface Imaging in Small Metal Particles.

Nature, 303:316–317, 1983.

[44] Y. Lin, J. Wen, L. Hu, R. M. Kennedy, P. C. Stair, K. R. Poeppelmeier, and

L. D. Marks. Synthesis-Dependent Atomic Surface Structures of Oxide Nanoparti-

cles. Phys. Rev. Lett., 111(15):156101, 2013.

[45] L. A. Crosby, R. M. Kennedy, B. Chen, J. Wen, K. R. Poeppelmeier, M. J. Bedzyk,

and L. D. Marks. Complex Surface Structure of (110) Terminated Strontium Ti-

tanate Nanododecahedra. Nanoscale, 8:16606–16611, 2016.



158

[46] J. M. Cowley and A. F. Moodie. The Scattering of Electrons by Atoms and Crystals.

I. A New Theoretical Approach. Acta Crystallogr., 10:609–619, 1957.

[47] MacTempasX. Total Resolution, Berkeley, version 2.4.49 edition, 2019.

[48] MDI Jade. Materials Data, California, version 5.1.0 edition, 2010.

[49] H. M. Rietveld. A Profile Refinement Method for Nuclear and Magnetic Structures.

J. Appl. Cryst., 2:65–71, 1969.

[50] P. Hohenberg and W. Kohn. Inhomogeneous Electron Gas. Phys. Rev.Phys. Rev.,

136:B864–B871, 1964.

[51] W. Kohn and L. J. Sham. Self-Consistent Equations Including Exchange and Cor-

relation Effects. Phys. Rev., 140(4A):A1133–A1138, 1965.

[52] J. P. Perdew, K. Burke, and M. Ernzerhof. Generalized Gradient Approximation

Made Simple. Phys. Rev. Lett., 77:3865, 1996.

[53] J. P. Perdew, K. Burke, and M. Ernzerhof. Generalized Gradient Approximation

Made Simple. Phys. Rev. Lett., 78:1396(E), 1997.

[54] J. P. Perdew, A. Ruzsinszky, G. I. Csonka, O. A. Vydrov, G. E. Scuseria, L. A.

Constantin, X. Zhou, and K. Burke. Restoring the Density-Gradient Expansion for

Exchange in Solids and Surfaces. Phys. Rev. Lett., 100(13):136406, 2008.

[55] P. Blaha, K. Schwarz, G. K. H. Madsen, D. Kvasnicka, J. Luitz, R. Laskowski,

F. Tran, and L. D. Marks. WIEN2k: An Augmented Plane Wave+Local Orbitals



159

Program for Calculating Crystal Properties. Vienna University of Technology, Aus-

tria, 2018.

[56] P. Blaha, K. Schwarz, F. Tran, R. Laskowski, G. K. H. Madsen, and L. D. Marks.

WIEN2k: An APW+LO Program for Calculating the Properties of Solids . J. Chem.

Phys., 152:74101, 2020.

[57] Y. Nishihata, O. Kamishima, H. Maeda, T. Ishii, A. Sawada, and H. Terauchi. EX-

AFS Study on the Local Structure in Potassium Tantalate. Phys. B., 208-209:311–

312, 1995.

[58] Y. He and Y. Zhu. Solvothermal Synthesis of Sodium and Potassium Tantalate

Perovskite Nanocubes. Chem. Lett., 33(7):900–901, 2004.

[59] M. Makarova, P. Bykov, J. Drahokoupil, M. Cernansky, Z. Dlabacek, A. Dejneka,

L. Jastrabik, and V. Trepakov. Solvothermal Synthesis of Nanocrystalline KTaO3:

Effect of Solvent Dielectric Constant. Mater. Res. Bull., 47(7):1768–1773, 2012.
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