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ABSTRACT

Machine Learning Approaches Towards Understanding Movement Planning in

Naturalistic Settings

Joshua I. Glaser

A central question in neuroscience is how the brain plans movements. Here, I apply

neural data analysis and machine learning methods to better understand both eye and

arm movement planning, in particular focusing on naturalistic settings. First, I built

encoding models to investigate the factors that led to neural activity in macaque Frontal

Eye Field (FEF) during a natural scene search task (Ch. 2,3,4). One central finding was

that FEF neurons did not represent task-relevant visual features within natural scenes.

Another central finding was that separate populations of neurons represented prelimi-

nary and definitive plans for movement. The neurons that represented preliminary plans

represented the probabilities of potential upcoming saccades. I found similar characteris-

tics in dorsal premotor cortex, where populations of neurons represented the probability

distributions of possible upcoming reaches (Ch. 5). Finally, I compared many different

methods for neural decoding to demonstrate that modern machine learning methods lead

to performance improvements, even for limited amounts of data (Ch. 6). Overall, I have
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provided insights into neural activity across a wide range of motor behaviors in more

naturalistic settings, and have demonstrated the value of using machine learning methods

within neuroscience.
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List of Tables

2.1 List of units characterized by cell type and list of modeled

units. The H or V in brackets indicates the orientation of the target for

the Gabor search tasks. V, M, and VM stand for visual, movement, and

visuomovement cell types. We could not determine cell types for a small

fraction of the cells in the Fly task (undetermined cells). We were able

to model the majority of characterized units (modeled units), although

certain units needed to be discarded due to low firing rates. 59

2.2 Statistics of search behavior for each monkey and task

summarized across sessions (mean ± SEM). The trial duration is

the entire duration from scene onset to scene offset. The success rate

is the percentage of trials in which the monkey successfully located

the target. The number of saccades to find the target is given only

for successful trials, and includes the last, target-finding saccade. The

fixation duration is averaged across all saccades in successful and failed

trials. 80

2.3 Correlation between success rate and ROC values across

sessions. 83
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2.4 GLM analysis summary statistics. Number of neurons that were

significantly modulated by relevance, energy or movement in different

models. Neurons were deemed to be significantly tuned if the 4

confidence intervals of the (relative) pseudo-R2s exceeded zero. We used

a strict 4 threshold to sufficiently correct for multiple comparisons across

neurons and models. Column 3: number of significant neurons for the

relevance-only model. Column 4: number of neurons significantly tuned

for movement by comparing a leave-movement-out model against a joint

model with movement and relevance. Column 5: number of neurons

significantly tuned for relevance by comparing a leave-relevance-out

model against a joint model with movement and relevance. Column

6: number of neurons significantly tuned for relevance by comparing

a leave-relevance-out model against a comprehensive full model (see

text). Column 7: number of significant neurons for the energy-only

model. Column 8: number of neurons significantly tuned for energy by

comparing a leave-energy-out model against a comprehensive full model

(see text). 89
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List of Figures

2.1 Example stimuli used in natural scene search tasks. Targets were

blended into the natural scenes and monkeys were given a water reward

for finding the target within a fixed number of saccades. For the sake

of illustration, targets are encircled in red; the fly is shown unblended

since it is difficult to see at this resolution. 54

2.2 Operational definition of relevance (target similarity) and

edge-energy. (A) Relevance maps were obtained by convolving the

target and its quadrature phase shift with the natural scene and then

taking the sum of their squares. (B) Edge-energy maps were computed

by taking the sum of squares of horizontal and vertical edge gradients.

Before computing the relevance and energy maps, the image was

degraded in accordance with decreasing visual acuity in the periphery,

with respect to an example fixation location shown as a yellow crosshair

(adapted from [6]). 61

2.3 Schematic illustration of the comprehensive generative model

of neural spikes using a GLM framework. The model comprises

visual features: saliency, relevance and energy from a neighborhood

around fixation location after the saccade, untuned responses aligned
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to saccade and fixation onsets, and the direction of the saccade. The

features are passed through parameterized spatial filters (representing

the receptive field) and temporal filters. The model also comprises spike

history terms (or self terms). All these features are linearly combined

followed by an exponential nonlinearity, which gives the conditional

intensity function of spike rate, given model parameters. Spikes are

generated from this model by sampling from a Poisson distribution

with mean equal to the conditional intensity function. Brown: basis

functions modeling temporal activity around the saccade onset; Green:

basis functions modeling temporal responses around the fixation onset;

Blue: basis functions modeling temporal responses after spike onset. 65

2.4 Parameterization of the generative model. Untuned saccade-

and fixation-related temporal responses were modeled using linear

combinations of raised-cosine temporal basis functions. Spatiotemporal

tuning to saliency, relevance, energy, and saccade direction were modeled

using bilinear models with left multipliers representing temporal basis

function loadings, and right multipliers representing spatial basis

function (cosine and sine) loadings. Additionally, a spike-history (self)

term was modeled using a linear combination of temporal basis functions

causally aligned to spike events. Parameters of the model were fit using

maximum-likelihood with elastic net regularization. 67

2.5 Prediction of gaze using visual features at fixation. We compared

bottom-up IK-saliency, top-down relevance and energy at fixated (above:



16

left panel) and non-fixated, i.e. shuffled control (above: right panel)

targets by computing the area under the ROC curves (below). The star

indicates statistically significant difference from a chance level of 0.5 at

a significance level of p < 0.05. 81

2.6 Example neuron fit using a movement-only model. The model

was fit to an independent held-out half of the data that is not visualized

here (A) Raster plots, peri-saccadic time histograms (PSTHs) and

model predictions, separated into 8 categories according to the direction

of the upcoming saccade (color-coded in the central glyph), and aligned

to saccade onset (vertical line). (B) Data and model PSTHs aligned to

the saccade onset show tuning to upcoming movement direction. 85

2.7 Example neuron fit using a relevance-only model. The model

was fit to an independent held-out half of the data that is not visualized

here (A) Raster plots, fixation-aligned PSTHs, and model predictions,

separated into 8 categories according to the direction of the maximally

relevant octant (color-coded in the central glyph). (B) Data and model

PSTHs aligned to the fixation onset do not show a clear tuning to

direction of maximum relevance during the fixation onset, but do show

a modest tuning at around 200 milliseconds after fixation, as indicated

by the gray panel. 86

2.8 Apparent tuning to relevance is explained away. (A) Data

PSTHs (black) and corresponding model predictions (red) for a single

example neuron, of (from L to R): relevance-only model, relevance
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covariates of the joint model comprising relevance and movement, and

movement covariates of the joint model, overlaid on top of each other.

Dots show spike rasters. Both rasters and model predictions are aligned

to fixation onset (B) Scatter plots of pseudo-R2 (goodness of fit) values

of univariate against multivariate models. Top panel: relevance-only

model vs. a joint model comprising relevance and movement. Bottom

panel: movement-only model vs. a joint model comprising movement

and relevance. 88

2.9 Relevance and edge-energy do not modulate FEF firing rates

around saccade onset (above) or fixation onset (below). We

divided saccades into the top and bottom 50 percentiles of the respective

visual features either at the saccade landing (above) or within the

pre-saccadic receptive field (below), and calculated the saccade- (above)

or fixation- (below) aligned PSTHs for each neuron separated in eight

directional bins. To combine these across neurons, we then selected the

directional bin with highest peak firing rate to represent the receptive

field, and averaged the within-RF PSTHs across neurons to compute

the saccade-aligned PSTHs (see Methods). For fixation-aligned PSTHs,

we first averaged responses around fixation around the directional bins

representing out-of RF saccades and then averaged these single-neuron

PSTHs (see Methods). 91

2.10 Power analysis. Both plots show marginal predictive power of

relevance as a function of its simulated modulation depth. Red points
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indicate that the marginal predictive power is significantly greater

than zero; blue points indicate that it is not significantly greater than

zero. Error bars are bootstrapped 95% confidence intervals. (A)

Injected noise analysis. After simulating the neural data, we corrupted

the relevance model with varying degrees of noise, and then fit the

model. Each line represents the model fits for a different level of added

noise. The r values indicate the correlation between the original model

covariates and the corrupted model covariates. (B) Incorrect model

analysis. We simulated neural data using edge energy, and fit the model

using the relevance model (yellow line). For comparison, we include the

model fits when the correct model, relevance, was used to simulate the

spikes (green line). 93

3.1 Experimental Setup. (A, B) In our experiments, monkeys freely

searched for targets in natural scenes. In the fly search task (left; done

by M14 and M15), the target was an embedded fly. In the Gabor search

task (right; done by M15 and M16), the target was an embedded Gabor

wavelet. Monkeys were rewarded only after fixating the target for a

specified duration. (C) Functional characterization of FEF in M16

based on stimulation results for the semi-chronic array. Colors indicate

current intensities at (or below) which saccades were reliably elicited.

Only neurons at locations where current intensity was equal to or less

than 50 µA were used in our analyses. (D) Characterization of FEF

in M14. A subset of locations for acute recordings are marked by blue
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circles. All recording locations were characterized as FEF by elicitation

of saccades with ≤ 50µA during stimulation. 103

3.2 Behavioral differences of saccades due to expected reward.

(A) Saccades that land near the target followed by fixation are defined

as target, expected reward (T+/ER+), and are shown in blue in

subsequent panels. Saccades that do not land near the target are defined

as non-target, not expected reward (T-/ER-), and are shown in red

in subsequent panels. (B) Latencies are compared between T+/ER+

(blue) and T-/ER- (red) saccades. Mean +/- SEM are shown. For

this, and subsequent, panels, each column is behavior from a different

monkey. (C) Latency distributions. (D) The mean latencies (+/- SEM)

of T+/ER+ and T-/ER- saccades are shown as a function of saccade

amplitude. (E) Velocities are compared between T+/ER+ (blue) and

T-/ER- (red) saccades. Mean velocities (+/- SEM) as a function of

amplitude. Note that differences in the magnitude of velocities are due

to differences in eye tracking technology across monkeys (IR camera vs.

eye coil; see Methods). (F) Because velocity is dependent on amplitude,

we define vigor as the velocity divided by the expected velocity for

that amplitude (for all saccades). Shading is based on whether scaled

velocities are greater or less than 1. (G) Vigor distributions. (H) Vigor

as a function of saccade latency for all monkeys. All saccades, regardless

of expected reward, were combined, as they had the same trends. 117
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3.3 Neural activity reflects expected reward. (A) A schematic of

T+/ER+ and T-/ER- saccades into the RF. While the RF is shown as

an angular wedge, the RFs generally had some amplitude dependence.

(B) Normalized PSTHs averaged across neurons, aligned to saccade

onset. We plot T+/ER+ saccades into the RF (blue) and T-/ER-

saccades into the RF (red). Error bars represent the SEM. (C) PSTHs

of example neurons, aligned to saccade onset. Error bars represent the

SEM of that neuron’s firing rate. (D) Normalized PSTHs averaged

across neurons (for each monkey), aligned to saccade onset. (E)

Normalized PSTHs of T-/ER- saccades that have subsequent fixation

times of greater than (purple) and less than (brown) 200 ms. Only

saccades into the RF are used. (F) We fit separate tuning curves

to T+/ER+ and T-/ER- saccades using a Von-Mises function. An

example tuning curve fit is shown. Each dot represents a single saccade.

(G) Tuning curves were fit to all neurons. The gains (left), widths

(middle), and baselines (right) are compared between T+/ER+ and

T-/ER- saccades. The medians of these ratios (across neurons) +/- the

standard error of the median (computed by bootstrapping) are shown. 119

3.4 Increased firing rates due to expected reward, short latency,

and high velocity saccades: PSTHs. (A) As latency and vigor

are correlated, we look at the effect of expected reward across the

behavioral space of latency and velocity. On the top, the relatively

likelihood of a saccade having a certain latency and vigor for T+/ER+
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compared to T-/ER- saccades, averaged across monkeys. More yellow

areas mean that a particular latency and vigor are more likely for

T+/ER+ saccades. Below, a threshold is put on the upper panel to

determine behavioral regions that are more likely to contain saccades

accompanied by expected reward (yellow) or no expected reward (blue).

(B) Normalized PSTHs averaged across neurons (from all monkeys)

are constructed from 3 conditions: 1) T+/ER+ saccades in the yellow

behavioral region of the above panel (cyan); 2) T-/ER- saccades in

the yellow behavioral region (orange); 3) T-/ER- saccades in the blue

behavioral region (pink). (C) Same as panel B, for individual monkeys.121

3.5 Increased firing rates due to expected reward, short latency,

and high velocity saccades: GLMs. (A) Using a GLM, we used the

latency, vigor, and expected reward of the saccade (whether it was to

the target) to explain the peak firing rate of each neuron. Histograms

of the regression coefficients for each covariate are shown, colored

based on their significance (dark blue is not significant). Insets (below)

show the percentage of neurons that are significant. For target (left),

having positive regression coefficients signifies that going to the target

(T+/ER+ saccade) increased the firing rate. For latency (middle),

having positive coefficients signifies that longer latency saccades

increased the firing rate. For vigor (right), having positive coefficients

signifies that higher vigor increased the firing rate. (B) Same as panel A,

with individual monkeys shown in each row. (C) Bars show conditional
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probabilities (the probability of a neuron representing one feature,

e.g. expected reward, conditional on the neuron representing another

feature, e.g. latency) from the GLM results across all monkeys. Dashed

lines show the general probabilities of a feature being significant in the

GLM (not conditioned on the neuron representing any other features).

Error bars are SEMs from bootstrapping. For example, on the left we

show the probability that neurons’ firing rates significantly increase due

to expected reward (dashed line) conditioned on the neurons’ having

significantly higher firing rates due to shorter latencies (left bar) and

higher vigor (right bar). 123

3.6 Modulation in FEF due to expected reward rather than target

presence. (A) We compared T+/ER+ (blue), T+/ER- (green), and

T-/ER- (red) saccades into the RF. (B) PSTHs show the average

normalized firing rate +/- SEM of saccades across all neurons (from all

monkeys). (C) Same as panel B, but for individual monkeys. (D) For

an example monkey, M14, we show the difference in the distributions of

landing distances from the target for T+/ER+ and T+/ER- saccades.

(E) We control for the possibility that T+/ER+ saccades only have

a higher peak firing rate than T+/ER- saccades because T+/ER+

saccades land closer to the target on average (panel D). We plot PSTHs

for T+/ER+ and T+/ER- saccades that land close and far from the

target. Close and far are defined as less and more (respectively) than
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the median distance from the target far all T+ saccades. Error bars are

not shown to ensure that the means are visible. 126

4.1 Experiment and behavior. (A) Monkeys freely searched for a

Gabor target embedded in natural scenes. (B) The probability of the

direction of the upcoming saccade is dependent on the eye position on

the screen. This is an example where the eye position is to the right

of the screen. (C) We quantify the relationship between the upcoming

saccade direction and position using φ, the angle between the position

vector (relative to center), and the upcoming saccade vector. (D)

The distribution of φ’s for all saccades (blue), and split according to

whether the starting eye position was close (purple) or far (orange)

from the border. The close/far distinction was based on being less/more

than the median distance from a border. (E) The mean latency of

saccades as a function of φ. (F) The latency difference between saccades

towards the center (|φ− 180◦| < 60◦) and saccades away from the center

(|φ− 180◦| > 120◦), as a function of the starting eye position’s distance

from a border. The distance from the border was divided into quartiles.140

4.2 Different times of saccade selectivity for E-Sel and L-Sel

neurons, and neural differences related to saccade latencies.

Peri-event time histograms (PETHs), aligned both to fixation (left part

of each column) and the upcoming saccade onset (right part of each

column). First Row of PETHs: An example late selection neuron.

Second Row: Normalized averages of late selection neurons. Third
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Row: An example early selection neuron. Bottom Row: Normalized

averages of early selection neurons. (A) PETHs of saccades near the

preferred direction (PD; black) versus opposite the PD (brown). (B)

PETHs of saccades near the PD, for saccade latencies less than 150 ms

(orange) versus latencies greater than 150 ms (green). 142

4.3 E-Sel, but not L-Sel, neurons have higher activity in positions

that are more likely to result in saccades near the PD. Peri-event

time histograms (PETHs), aligned both to fixation (left part of each

column) and the upcoming saccade onset (right part of each column).

First Row of PETHs: An example late selection neuron. Second

Row: Normalized averages of late selection neurons. Third Row: An

example early selection neuron. Bottom Row: Normalized averages of

early selection neurons. (A) PETHs of saccades near the PD, with a

starting position near the PD (unlikely that upcoming saccade will be

near PD; blue) versus a position opposite the PD (likely that upcoming

saccade will be near PD; red). (B) PETHs of saccades opposite the PD,

with a starting position near the PD (blue) versus a position opposite

the PD (red). 145

4.4 GLM results - importance of upcoming saccade and eye

position parameters. Importance of parameters in the generalized

linear model, across time, aligned to fixation. (A) The mean relative

pseudo-R2 of the upcoming saccade (green) and eye position (purple)
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covariates for late selection neurons. (B) Same plot for early selection

neurons. Shaded areas represent SEMs. 146

4.5 E-Sel population activity reflects the probabilities of upcoming

saccades. On the left, we plot the population activity of E-Sel neurons

as a function of the relative position angle. On the right, with a gray

background, we show how this relates to the behavioral distribution of

φ’s. (A) The relative position angle is the difference between a neuron’s

preferred direction and the eye position vector (from the center). (B)

Copied from Fig. 1c, φ is the difference between the upcoming saccade

and the eye position vector. (C) On the left, a heat map of normalized

activity over time, as a function of relative position angle, averaged

across neurons. On the right, the normalized average activity in the

100 ms surrounding fixation, plotted as a function of the relative

position angle. Only saccades away from the PD are included. (D) The

distribution of φ’s across all saccades combined across monkeys. (E)

Same as panel C, but now separated for initial eye positions close to the

borders (top left, right in purple) and far from the borders (bottom left,

right in orange). (F) Same as panel D, but now separated for initial

eye positions close to the borders (purple) and far from the borders

(orange). 148

4.6 L-Sel population activity does not reflect the probabilities of

upcoming saccades. We plot the population activity of L-Sel neurons

(left) and E-Sel neurons (right) as a function of the relative position
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angle, as in Figs. 5 and S4. For the polar plots on the right, we use

activity in the 100 ms around fixation for E-Sel neurons, as in Fig. 5.

For L-Sel neurons, we use activity from 150-250 ms following fixation.

Note that the color bars for E-Sel neurons differ from those in Fig. 5.

(A) All saccades are included. (B) Only saccades away from the PD are

included. (C) We control for the correlation between the eye position

and upcoming saccade direction. We resampled saccades to create a

distribution of saccade directions relative to position angles that were

centered on 45◦. This plot ensures that our main results are not simply

caused by a correlation with the true upcoming saccade (in which case

the activity after resampling would become peaked closer to 45◦), but

rather reflect the distribution of upcoming saccades (in which case the

activity after resampling would remain peaked at ∼ 135◦). 150

4.1 PETHs based on saccade direction and latency, for individual

monkeys. Peri-event time histograms (PETHs), aligned both to

fixation (left part of each column) and the upcoming saccade onset

(right part of each column). First Row of PETHs: Normalized

averages of late selection neurons from Monkey J. Second Row:

Normalized averages of late selection neurons from Monkey K. Third

Row: Normalized averages of early selection neurons from Monkey J.

Bottom Row: Normalized averages of early selection neurons from

Monkey K. (A) PETHs of saccades near the preferred direction (PD;

black) versus opposite the PD (brown). (B) PETHs of saccades near
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the PD, for saccade latencies less than 150 ms (orange) versus latencies

greater than 150 ms (green). 168

4.2 PETHs based on eye position, for individual monkeys. Peri-event

time histograms (PETHs), aligned both to fixation (left part of each

column) and the upcoming saccade onset (right part of each column).

First Row of PETHs: Normalized averages of late selection neurons

from Monkey J. Second Row: Normalized averages of late selection

neurons from Monkey K. Third Row: Normalized averages of early

selection neurons from Monkey J. Bottom Row: Normalized averages

of early selection neurons from Monkey K. (A) PETHs of saccades near

the PD, with a starting position near the PD (blue) versus a position

opposite the PD (red). (B) PETHs of saccades opposite the PD, with a

starting position near the PD (blue) versus a position opposite the PD

(red). 169

4.3 PETHs based on eye position, for different saccade latencies.

Peri-event time histograms (PETHs) of E-Sel neuron averages, aligned

both to fixation (left part of each column) and the upcoming saccade

onset (right part of each column). As in Fig. 3A, we compare PETHs

of saccades near the PD, with a starting position near the PD (blue)

versus a position opposite the PD (red). Now, we show these plots for

(A) saccade latencies less than 150 ms, (B) saccade latencies from

150-250 ms, and (C) saccade latencies greater than 250 ms. 170
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4.4 GLM results, for individual monkeys. Importance of parameters

in the generalized linear model, across time, aligned to fixation. Results

for Monkeys J and K are in the top and bottom rows, respectively. (A)

The mean relative pseudo-R2 of the upcoming saccade (green) and eye

position (purple) covariates for late selection neurons. (B) Same plot

for early selection neurons. Shaded areas represent SEMs. 171

4.5 E-Sel population activity reflects the probabilities of upcoming

saccades, for individual monkeys. Population activity of E-Sel

neurons as a function of relative position angle, for Monkeys J (left)

and K (right). (A) On the left, a heat map of normalized activity over

time, as a function of relative position angle, averaged across neurons.

On the right, the normalized average activity in the 100 ms surrounding

fixation, as a function of the relative position angle. Only saccades away

from the PD are included. (B) Same as panel A, but now separated for

initial eye positions close to the borders (top left, right in purple) and

far from the borders (bottom left, right in orange). (C) We control for

the correlation between the previous and upcoming saccade directions.

We only included saccades in which the previous and upcoming saccade

directions were less than 90◦ apart (while in the actual data, previous

and upcoming saccades are more likely to be in opposite directions).

Unlike in panels A and B, we do not exclude saccades towards the PD. 172

5.1 Experimental design and statistics. (a) If the arm is outstretched,

the only possible arm movements are back toward the body (left). In
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other limb postures, it may be possible to move the arm in any direction

(right). In blue, circular probability distributions are shown for the

possible upcoming movements based on the current arm posture. (b)

Experimental design. The monkey makes sequences of four reaches,

briefly holding within each target box before the next target appears.

(c) The current hand position limits the range of possible locations

of the next target, due to the borders of the workspace and target

presentation algorithm. (d) The probability distributions of upcoming

reach directions (blue) from different areas of space (x and y divided

into quartiles). Green arrows point toward the circular means of the

distributions. (e) φ is the angular difference between the upcoming

movement vector (the vector that brings the hand to the target) and the

current angular hand position (relative to the center of the workspace).

(f) The probability distribution of φ’s from all hand positions. (g) The

probability distribution of φ’s from initial hand positions within 2 cm of

the center of the workspace. 178

5.2 Behavior. (a) An example trajectory. The initial direction of the

reach (green) starts toward the expected direction of the target, given

the current hand position. It later moves in the actual direction of the

target. The inset shows an enlarged view of the beginning of the reach.

(b) The median bias of the trajectory over time. A bias of 1 signifies

that the direction of the trajectory is toward the expected target

direction, while a bias of 0 signifies that the direction of the trajectory
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is toward the actual target direction. Negative biases signify movement

away from the expected direction. Different traces are shown for hand

positions at varying distances from the center of the workspace. Error

bars are standard errors of the median. (c) The mean latency of reaches

as a function of the angular difference between the actual and expected

target directions. (d) The difference in mean latency between expected

and unexpected reaches (expected minus unexpected), depending on the

hand’s distance from the center. “Expected” reaches are those that had

an angular difference between the actual and expected target directions

of less than 60◦. “Unexpected” reaches had an angular difference of

more than 120◦. In panels c and d, error bars represent SEMs. In panels

b and d, distances from the center are divided as follows: “closest” is

0-20% of distances from the center, “mid-close” is 20-40%, “mid-far” is

40-60%, and “farthest” is 60-100%. We used these divisions for plotting,

rather than standard quartiles, to ensure that there were “unexpected”

reaches in each bin. 180

5.3 PMd PSTHs and GLM Results. First Row: A selected-response

(SR) neuron. Second Row: Normalized averages of SR neurons.

Third Row: A potential-response (PR) neuron. Bottom Row:

Normalized averages of PR neurons. (a-c) Peristimulus time histograms

(PSTHs) for PMd neurons, aligned to target onset. Shaded areas

represent SEMs. (a) PSTHs of reaches near the preferred direction (PD;

black) versus opposite the PD (brown). (b) PSTHs of reaches near the
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PD, with a starting hand position near the PD (lower probability of

moving near the PD; blue) versus a position opposite the PD (higher

probability of moving near the PD; red). (c) PSTHs of reaches opposite

the PD, with a starting hand position near the PD (blue) versus a

position opposite the PD (red). (d) We utilized a generalized linear

model (GLM) to control for confounds in the PSTHs, including different

distributions of starting positions, upcoming movements, and previous

movements. Here, we show the importance of parameters in the GLM,

across time, for PMd neurons. We show mean relative pseudo-R2 over

time, of the upcoming movement (green) and hand position (purple)

covariates. For the 2nd and bottom row, shaded areas represent SEMs

across neurons. For individual neurons, shaded areas represent the

standard deviation across bootstraps. 182

5.4 PMd population jointly represents the distribution of upcoming

movements. a) Left: The average normalized firing rate of all PR

neurons, over time, as a function of relative angular hand position. For

each neuron, the relative angular position is the preferred direction

of the neuron minus the angular hand position. Right: The average

normalized firing rate in the 100 ms prior to target onset, as a function

of the relative angular hand position. b) The distribution of upcoming

movement directions relative to position angles (duplicated from Fig.

1f). c,d) Same as panels a and b, but for only for reaches starting near

(within 2 cm of) the center. e) Left: Position activity maps for example
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PR neurons with preferred movement directions oriented upwards.

Position activity maps show the neurons’ activity as a function of hand

position (blue is low; yellow is high) from -100 to 50 ms surrounding

target onset. Right: The sum of position maps for all PR neurons,

when their preferred directions are oriented upwards. f) A map showing

the probability that the next movement will be upwards, as a function of

initial hand position. g) Preferred reach directions for all PR neurons,

when space is rotated so that their preferred hand position angle is

oriented to be at the bottom (270◦). h) A histogram of preferred reach

directions of all PR neurons relative to their preferred angular hand

position (the reach PD minus the preferred angular hand position). 185

5.5 PMd population activity represents the distribution of

upcoming movements- single reach decoding. (a) The

distribution of decoded reach directions (blue) from the population

of PMd neurons for two example reaches (left and right), before and

after target onset (top and bottom). The purple circle is the current

hand position, and the green square is the target location. (b) The

distribution across all reaches of pre-target decoded reach directions

relative to the hand’s angular position (this is φ from Fig. 1, except

with decoded reach directions instead of actual reach directions). (c)

The distribution across reaches starting within 2 cm of the center,

of pre-target decoded reach directions relative to the hand’s angular

position. (d) The predictions of two hypotheses (left and right), shown
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for two different hand positions (example 1 vs. example 2). (e) Average

pre-target decoded reach direction distributions as a function of hand

position. These distributions are constructed to have the average width

and peak angle of all decoded distributions from the hand positions

within the grid square. (f) The full width at half maximum of the

pre-target decoded distribution as a function of hand distance from

the center of the workspace. Distances from the center are binned as

in Fig. 2. Error bars represent SEMs. (g) The width of the decoded

distributions over time, for starting positions that are the closest (blue)

and farthest (purple) from the center. (h) The latency of the reach

as a function of the angular difference between the pre-target decoded

direction and the actual target direction. Error bars represent SEMs.

(i) The bias of the initial trajectory of the reach (100-150ms from

target onset) toward the pre-target decoded direction. 95% confidence

intervals, computed via bootstrapping, are shown. 189

5.6 Visuomotor Rotation Control Task. (a) The visuomotor rotation

(VR) task. Movements on the screen (in the workspace) are rotated 30◦

counterclockwise relative to the hand movement. (b) The distribution

of hand movements relative to the position angle in the workspace, i.e.

φ’s, for the baseline (blue) and VR (orange) tasks. Arrows point toward

the distributions’ circular means. (c) The difference between the initial

reach direction (100-150ms from target onset) and the expected reach

direction during the baseline task (blue) and different periods during
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the VR task (orange). The expected reach direction was the most

likely upcoming reach direction given the current workspace position

and movement statistics (panel b). Positive values mean the initial

reach direction was counterclockwise of the expected target direction,

meaning the monkey had not adapted. (d) Position activity maps

(activity as a function of position in the workspace) of example PR

neurons in the baseline (top) and VR task in the second 2/3 of trials

(bottom), as in Fig. 4c. In the middle, we show the direction (clockwise

or counterclockwise) and magnitude of change of the preferred angular

position. (e) The change in preferred angular position of all PR neurons

(VR minus baseline). Positive means a counterclockwise shift. (f)

The distribution of pre-target decoded reach directions relative to the

hand’s angular position (decoded φ’s) for positions not near the center

(greater than the median distance). Decoding from the VR task used

the second 2/3 of trials. (g) The difference between the circular mean

of the distributions of decoded φ’s in panel f, between the baseline and

VR tasks (VR minus baseline). Error bars represent 95% confidence

intervals from bootstrapping. 192

5.7 M1 does not reflect the probability of upcoming movements.

(a-d) PSTHs and GLM results for M1 neurons. Columns have the

same schematics as Fig. 3. First Row of PSTHs: Normalized

averages of “reach” neurons, defined as those neurons significant for

movement during the late period, but not position in the early period
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of the GLM. This was the same criteria as for SR neurons in PMd.

Second Row: Normalized averages of “reach and position” neurons,

defined as those neurons significant for movement during the late

period, and position in the early period of the GLM. This was the same

criteria as for PR neurons in PMd. Note that we did not use the same

“SR/PR” nomenclature as PMd, because there was no evidence in the

PSTHs of M1 neurons that position was used to represent potential

upcoming movements. (e) Same schematic as Fig. 4a, but for M1 reach

and position neurons. Left: The normalized average firing rate, as a

function of time and relative angular position. Activity is averaged

across all reach and position neurons. Right: The normalized average

firing rate in the 100 ms prior to target onset, plotted as a function of

the relative angular hand position. 193

5.1 Trajectory Biases. We compare (a) the biases in the reach direction

towards the expected direction of the reach given the statistics of target

presentation (identical to Fig. 2b) versus (b) the biases in the reach

direction towards the center of the workspace. 213

5.2 PMd PSTHs and GLM results, for individual monkeys.

Peristimulus time histograms (PSTHs) and GLM results for PMd

neurons, for individual monkeys. All columns are the same as in

Fig. 3. First and Second PSTH Rows: Normalized averages

of selected-response (SR) neurons from Monkey M and Monkey T,

respectively. Third and Bottom Rows: Normalized averages of
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potential-response (PR) neurons from Monkey M and Monkey T,

respectively. 214

5.3 Explaining pre-target activity for SR neurons. In Fig. 3, for

SR neurons, prior to target onset there began to be a slight separation

between activity traces depending whether the reach will be near vs.

opposite the PD. Given that SR neurons are supposed to only respond

after target onset, this is initially surprising. However, there are two

likely reasons for SR neurons’ apparent pre-target activity. The first

reason is our classification criteria of SR and PR neurons. PR neurons,

unlike SR neurons, were significantly modulated by hand position prior

to target onset (see Methods for details). That is, if a neuron was

modulated by hand position with > 95% (e.g 96%) confidence, then

it was a PR neuron, but if it was modulated by hand position with ¡

95% (e.g. 94%) confidence, it would be an SR neuron. Thus, using this

“conservative classification” (as we do in Fig. 3), we are likely including

some PR neurons in the SR category. A PSTH using this conservative

classification, copied from Fig. 3, is shown in the top row. Instead, if

we use a “relaxed classification” that includes neurons as PR neurons

if they are modulated by hand position with > 50% confidence, then

SR neurons should not include any true PR neurons. When we plot SR

neurons using this relaxed classification (bottom row), the differential

activity prior to target onset diminishes, demonstrating that some PR

neurons being included as SR neurons was a cause of the differential
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activity. Note that Supplementary Fig. 4 gives more details about

different “conservative” and “relaxed” classification types. A second

reason for the pre-target-onset differentiation of SR neurons in Fig. 3 is

jitter in the time of target onset. While we subtracted the average delay

for the target to be displayed on screen, there was some jitter in this

timing (see Methods). Thus, some activity aligned to target onset could

appear slightly earlier than it occurred. 215

5.4 Neuron Classification. The proportion of potential-response (PR)

and selected-response (SR) neurons using different classification criteria.

a,b) We include all sessions (as in the main text) a) We defined SR

neurons as those significantly modulated by upcoming movement in the

late period in the GLM, but were not significantly modulated by hand

position in the early period. PR neurons were significantly modulated

by upcoming movement in the late period and by hand position in the

early period. Significantly modified means that the 95% confidence

intervals of pseudo-R2 and relative pseudo-R2 values were greater than 0

(see Methods). This was the criteria used for all parts of the main text

with the exception of decoding. b) A more relaxed criteria is to look at

all neurons that had a median pseudo-R2 and relative pseudo-R2 > 0.

In the main text, we used this relaxed criteria to include PR neurons

for decoding. c,d) These are the same as panels a and b, respectively,

except we now only include sessions that were recorded in separate
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weeks, to decrease the number of “repeat” neurons that were recorded

in multiple sessions. 216

5.5 PMd population activity represents the distribution of

upcoming movements- accumulated across reaches: individual

monkeys and controls. As in Fig. 4a, all heat maps show normalized

average activity over time as a function of relative angular position (the

angular hand position relative to neurons’ PDs). To the right of each

heat map, normalized activity in the 100 ms prior to target onset, as a

function of the relative angular position. Each row calculates activity

from a different set of reaches. Top row: From all reaches (as in Fig.

4a). Second row: Control for the correlation between the previous

and upcoming movement directions, which tended to be in opposite

directions. We examined neural activity in the infrequent cases when

pairs of sequential reaches were in similar directions (less than 90◦

away from each other). Third row: We resampled reaches to create

a distribution of reach directions relative to angular hand position

that were centered on 180◦ (rather than 150◦). This plot ensures that

our main results were not simply caused by a correlation between the

angular hand position and the true upcoming movement (in which case

the activity after resampling would become centered on 180◦), but

rather reflected the distribution of upcoming movements (in which case

the activity after resampling would remain centered at 150◦). Bottom

row: From reaches starting near the center (as in Fig. 4c). 217
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5.6 Visuomotor Rotation Control Task. (a) The distribution of

pre-target decoded reach directions relative to the hand’s angular

position (decoded φ’s) for all positions. Arrows point toward the circular

means of the distributions. (b) The difference between the circular

means of the distributions of decoded φ’s in panel a (rotation minus

baseline). Error bars are 95% confidence intervals from bootstrapping.

(c) In both the baseline task and visuomotor rotation task, we display

on the left: The average normalized firing rate of all PR neurons, over

time, as a function of relative angular hand position (as in Fig. 4a). For

each monkey, we display on the right: The average normalized firing

rate in the 100 ms prior to target onset, as a function of the relative

angular position (baseline in blue; rotation task in orange). Arrows

point toward the peak angles of activity. (d) For each session, the

difference between the angles corresponding to peak activity in panel c,

between the baseline and rotation tasks (rotation minus baseline). In all

panels, results from the VR task used the second 2/3 of trials. 218

5.7 Visuomotor Rotation Task - changes in PDs after target

onset. On the left, we plot a histogram of changes in the visual PD

for PR neurons, in the time period 50-200 ms after target onset. If

the neurons were representing the movement rather than the target,

then the neurons would be most active when the target is +30 degrees

(counterclockwise) in the VR task. If they were representing the visual

location of the target, then we would see a change of 0. The median
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change across PR neurons is -2.1 degrees. On the right, we have the

same plot for SR neurons, with a median change of 0.4 degrees. Thus,

the visuomotor rotation does not change PMd’s representation of the

target after target onset. 219

5.8 M1 does not reflect the probability of upcoming movements,

for individual monkeys. (a-d) PSTHs and GLM results for M1

neurons. Columns have the same schematics as Fig. 3. First and

Second Rows of PSTHs: Normalized averages of “reach” neurons.

Third and Fourth Rows: Normalized averages of “reach and

position” neurons. (e) Same schematic as Fig. 4a, but for M1 neurons.

Left: The normalized average firing rate, as a function of time and

relative angular hand position. Activity is averaged across all reach and

position neurons. Right: The normalized average firing rate in the 100

ms prior to target onset, as a function of the relative angular position. 220

5.9 Relationship between previous movement and hand position.

(a) We define the angle between the previous movement vector and the

hand position vector (relative to the center) as ψ. More specifically, ψ

is the previous movement vector direction minus the position vector

direction. (b) The distribution of ψ’s, across all reaches. Note

the slight counter-clockwise bias from 0◦ (it is peaked at about 10◦

and has a circular mean at 23◦), that may explain a portion of the

counter-clockwise bias in M1 activity in Fig. 7e. 221
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6.1 Tasks and Decoding Schematic. a) In the task for decoding from

motor and somatosensory cortices, monkeys continuously reached to

new targets that were presented, with a brief hold period between

reaches [4]. b) In the task for decoding from hippocampus, rats chased

rewards on a square platform [7, 8]. c) To decode (predict) the output

in a given time bin, we used the firing rates of all N neurons in B

time bins. In this schematic, N = 4 and B = 3 (one bin preceding the

output, one concurrent bin, and one following bin). In our data, we

predicted two outputs from each brain region (x and y components of

velocity from motor and somatosensory cortex, and x and y components

of position from hippocampus). For each region, the number of neurons

and time bins used for decoding are described in Methods. Also, note

that this schematic does not apply for the Kalman Filter decoder.

d) For the non-recurrent decoders (Wiener Filter, Wiener Cascade,

SVR, XGBoost, and Feedforward Neural Network), this is a standard

regression problem where N × B features (the firing rates of each

neuron in each relevant time bin) are used to predict the output. e)

For the recurrent decoders (simple RNN, GRUs, LSTMs), to predict an

output, we used N features, with temporal connections across B bins.

A schematic of an RNN predicting a single output is on the right. 232

6.2 Example Decoder Results. Example decoding results from motor

cortex (left), somatosensory cortex (middle), and hippocampus (right),
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for all ten methods (top to bottom). Ground truth traces are in black,

while decoder results are in various colors. 234

6.3 Decoder Result Summary. R2 values are reported for all decoders

(different colors) for each brain area (top to bottom). Error bars

represent the mean +/- SEM across cross-validation folds. X’s represent

the R2 values of each cross-validation fold. Note the different y-axis

limits for the hippocampus dataset. 235

6.4 Example results with limited training data. Using only 2 minutes

of training data for motor cortex and somatosensory cortex, and 15

minutes of training data for hippocampus, we trained two traditional

methods (Wiener filter and Kalman filter), and two modern methods

(feedforward neural network and LSTM). Example decoding results

are shown from motor cortex (left), somatosensory cortex (middle),

and hippocampus (right), for these methods (top to bottom). Ground

truth traces are in black, while decoder results are in the same colors as

previous figures. 236

6.5 Decoder results with varying amounts of training data. Using

varying amounts of training data, we trained two traditional methods

(Wiener filter and Kalman filter), and two modern methods (feedforward

neural network and LSTM). R2 values are reported for these decoders

(different colors) for each brain area (top to bottom). Error bars are

68% confidence intervals (meant to approximate the SEM) produced

via bootstrapping, as we used a single test set. Values with negative
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R2s were not shown. Also note the different y-axis limits for the

hippocampus dataset. 237

6.1 Kalman Filter Versions. R2 values are reported for different versions

of the Kalman Filter for each brain area (top to bottom). On the left

(in more transparent cyan), the Kalman Filter is implemented as in [9].

On the right (in more opaque cyan), the Kalman Filter is implemented

with an extra parameter that scales the noise matrix associated with

the transition in kinematic states (see Methods). This version with the

extra parameter is the one used in the main text. Error bars represent

the mean +/- SEM across cross-validation folds. X’s represent the R2

values of each cross-validation fold. Note the different y-axis limits for

the hippocampus dataset. 241
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CHAPTER 1

Introduction

How do we plan our upcoming movements? There has been much research on how

the brain plans movements, both for saccades (eye movements) and reaching movements.

However, most research has been in simplified scenarios that greatly differ from the natural

world. This is largely due to researchers’ desires to isolate how neural activity relates to

specific environmental or behavioral variables, while there are often many simultaneous

stimuli and behaviors in the real world. Machine learning techniques can be particularly

useful in disentangling the effect of many real-world features on neural activity. Here, I

aimed to understand movement planning in more naturalistic settings, and demonstrate

the use of machine learning for neuroscience.

Several brain regions, including the frontal eye fields (FEF), supplementary eye fields

(SEF), superior colliculus (SC), and lateral intraparietal cortex (LIP), have been shown

to be involved in saccade planning. Here, I focus on the FEF. Activity in FEF neurons

is predictive of the upcoming saccade direction and amplitude [10]. FEF activity is not

purely related to saccade execution; when there is a delay period between the onset of

the saccade target and a go-cue, many FEF neurons are active during this delay period

[10]. When there are multiple objects to choose from, FEF neurons have been shown

to be involved in target selection. FEF neurons have higher activity when a target is

placed in their receptive fields compared with a distractor [11, 12]. Plus, they have

higher activity for distractors that are more similar to the target [12, 13]. Additionally,
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some FEF neurons have greater activity when there is an increased probability that the

target will be placed in the neurons’ receptive fields [14]. In decision-making tasks, FEF

neurons’ activities are modulated by the strength of evidence, the reaction time, and the

final decision [15]. There is much past research showing FEF’s role in saccade planning.

Several brain regions, including the dorsal premotor cortex (PMd), parietal reach

region (PRR), and supplementary motor area (SMA), have been shown to be involved

in reach planning. Here, I focus on PMd. Activity in PMd neurons is predictive of the

upcoming reach direction [16]. Like in FEF, when there is a delay period between target

onset and movement, PMd neurons are active during this delay period [17]. When there

are several movement possibilities, PMd activity relates to all the possible movements

[18, 19]. Plus, neurons have higher activities when there is a higher probability the

upcoming movement will be in the neurons’ preferred directions [20]. In decision-making

tasks, PMd neurons’ activities are modulated by the current strength of sensory evidence

and the final decision [21]. In fact, the neurons’ activities dynamically track the sensory

evidence about the movement options [21]. There is much past research showing PMd’s

role in reach planning.

Most past studies have experimental setups that differ in many ways from the real

world, which could have a large effect on movement planning. For instance, conventional

eye movement experiments typically saliently display a small number of targets, while nat-

ural scenes can have hundreds or thousands of objects that are not displayed as saliently.

This difference was a focus of chapter 2, in which I explored how FEF activity was mod-

ulated by target-related visual features in natural scenes. Additionally, conventional eye

movement experiments often require single saccades instructed by a target, while in the
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natural world we make many self-guided saccades to explore a scene. This difference was

a focus of chapter 3, in which I investigated how FEF activity differed between saccades

to targets and those when exploring a scene. Additionally, most conventional studies do

not vary the initial eye position, while the eye’s position can affect saccade planning in

natural settings (e.g. being more likely to look left when currently looking at the right

side of the screen). This difference was a focus of chapter 4, in which I investigated how

FEF neurons made preliminary plans for upcoming saccades based on the eye position

on the screen. A final difference is that conventional studies often have a small number

of discrete targets to choose from, while visual scenes often have unlimited and continu-

ous possibilities of saccade locations. This difference was another focus of chapter 4, in

which I investigated how FEF neurons represented a continuous probability distribution

of possible upcoming saccades. Across these chapters (2-4), I studied many factors that

modulate FEF activity in more naturalistic conditions.

For reaching experiments, many of the same differences exist between traditional ex-

periments and real-world conditions. In chapter 5, I studied how PMd could represent a

continuous probability distribution of upcoming possible reaches, while most past studies

have looked at how PMd represents a small number of discrete movement options. In this

study, the possible movements were based on the hand’s location within the workspace,

as possible movements in the real world are often based on the state of the body within

the environment. Moreover, this study had a sequence of movements every trial, rather

than a single movement. Thus, this one study allowed me to investigate many aspects of

reach planning that occur in the real world.
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Machine learning tools can be very useful for neural data analysis, and can be espe-

cially valuable in understanding data from more naturalistic experiments. This is because,

in naturalistic experiments, it is often necessary to disentangle how several variables relate

to neural activity. All the machine learning methods discussed in this thesis are forms

of “supervised learning”, meaning that we are essentially learning a mapping from one

set of variables to another. In chapters 2-5, I used Poisson Generalized Linear Models

(GLMs) to predict neurons’ firing rates from external variables that may be correlated.

GLMs are an extension of multiple linear regression for non-Gaussian outputs, and al-

lowed me to determine whether individual variables independently related to the neural

activity. For example, I often wanted to determine whether neural activity was related

to variables related to movement planning or the movements themselves. In chapter 6, I

compared many different machine learning methods for neural decoding, i.e. predicting

behavioral outputs such as velocity, from the activity of many neurons. This allowed me

to demonstrate the additional predictive power of modern machine learning techniques

for neuroscience.
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CHAPTER 2

Feature-based attention and spatial selection in frontal eye

fields during natural scene search

Abstract

When we search for visual objects, the features of those objects bias our attention

across the visual landscape (feature-based attention). The brain uses these top-down

cues to select eye movement targets (spatial selection). The frontal eye field (FEF) is a

prefrontal brain region implicated in selecting eye movements and is thought to reflect

feature-based attention and spatial selection. Here, we study how FEF facilitates atten-

tion and selection in complex natural scenes. We ask whether FEF neurons facilitate

feature-based attention by representing search-relevant visual features, or whether they

are primarily involved in selecting eye movement targets in space. We show that search-

relevant visual features are weakly predictive of gaze in natural scenes and additionally

have no significant influence on FEF activity. Instead, FEF activity appears to primarily

correlate with the direction of the upcoming eye movement. Our result demonstrates a

concrete need for better models of natural scene search and suggests that FEF activity

during natural scene search is explained primarily by spatial selection.
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Introduction

A central question in neuroscience is how the brain selects eye movement targets.

Eye movements align objects with the high-acuity fovea of the retina, making it possible

to gather detailed information about the world. In this way, eye movements inform

critical everyday behaviors, including gathering food and avoiding danger. However, from

amongst a torrent of visual stimuli, only some are important for the task at hand. How

does the brain prioritize information for eye movement selection?

Prioritizing visual information becomes easier when we search for a target object

known in advance. This allows us to use target features such as shape and color to guide

our search and filter irrelevant information [22]. How exactly the brain performs this com-

putation remains unclear. A leading hypothesis posits that feature-based attention guides

the deployment of spatial selection [23]. During fixation, parts of the visual periphery

similar to the search target are assigned high priority. We refer to this as feature-based

attention. This spatial priority map may then be used to select a part of the visual field to

make an eye movement to. We refer to this as spatial selection. In this way, feature-based

attention and spatial selection cooperate to influence eye movements.

One brain region thought to be important for selecting eye movements is the frontal

eye field (FEF), a prefrontal area on the anterior bank and fundus of the arcuate sulcus

[24, 10, 25]. An extensive literature has highlighted the FEF’s role in attention and

eye movement planning [13, 26, 27, 28, 29, 30]. One central finding is that the FEF

appears to be selective for both bottom-up saliency [31, 32] and task-relevant visual

features [11, 12, 13]. Crucially, distractors that share a greater number of features with

the target (e.g., shape, color) lead to higher firing rates. These results implicate the FEF
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in feature-based attention because they demonstrate selectivity to target-relevant features

in FEF independent of eye movement selection.

However, many of these studies have been conducted in artificial settings that lack

the richness of a more naturalistic environment. First, typical artificial stimuli contain

only a handful of distracting objects, whereas natural scenes contain hundreds or thou-

sands. Second, conventional tasks used to study eye movements require a small number of

task-instructed saccades, whereas in the natural world we often make tens of self-guided

saccades to explore a scene. Therefore, it is important to ask how FEF’s selectivity for

bottom-up saliency and task relevance generalizes to tasks in more complicated natural

scenes. Recent work by our lab has shown that the apparent encoding of bottom-up

saliency by the FEF can be explained away by the direction of spatial selection as de-

fined by the upcoming eye movement [33]. This discrepancy in findings between studies

using artificial and natural stimuli suggests that the way the brain selects targets for eye

movements during natural vision remains an open question.

Here we investigated the role of the FEF in feature-based attention and spatial selec-

tion during natural scene search. In particular, we asked if FEF activity is driven by visual

features of the search target, the upcoming eye movement (as a result of spatial selection),

or by both. To this end, we recorded from FEF neurons while macaque monkeys searched

for known targets embedded in naturalistic stimuli. We then modeled neural activity as

a function of target features and the direction of upcoming eye movements. We found

that the direction of the upcoming eye movement explained a considerable amount of

neural variability, whereas task-relevant visual features did not. Therefore, the reflection

of feature-based attention in FEF activity appears to be explained by spatial selection.
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Methods

Animals and Surgery

We used three adult female rhesus monkeys (Macaca mulatta), ages 14 - 17 years, and

weight 5 – 6 kg. We refer to them as M14, M15, and M16. Northwestern University’s

Animal Care and Use Committee approved all procedures for training, surgery and ex-

periments. Each monkey received preoperative training followed by an aseptic surgery

to implant a recording cylinder above the FEF, as well as a titanium receptacle to al-

low head fixation. Surgical anesthesia was induced with thiopental (5 – 7 mg/kg IV)

or propofol (2 – 6 mg/kg IV), and maintained using isoflurane (1.0% – 2.5%) inhaled

through an endotracheal tube. For single electrode recordings performed in M14 and

M15, an FEF cylinder was centered over the left hemisphere at stereotaxic coordinates

anterior 25 mm and lateral 20 mm. Chronic recording of multiple single units was per-

formed with an individually adjustable 32-channel micro drive in monkeys M15 and M16

(Gray Matter Research, Bozeman, MT). The recording chambers for these arrays were

centered and mounted at stereotaxic coordinates anterior 24 mm and lateral 20 mm (M15

left hemisphere; M16 right hemisphere).

Behavioral Tasks

We analyzed data from two different experiments involving visual search in natural scenes:

the fly search task and the Gabor search task (Fig. 1). Importantly, both tasks were

designed to generate large numbers of purposeful, self-guided saccades. Across all sessions

and tasks, monkeys performed approximately 300 - 1500 trials per session. Thus, for a

typical task comprising ∼20 sessions, approximately 6000 - 30000 images were shown.



52

To control experimental stimuli and data collection, we used the PC-based REX sys-

tem (Hays Jr et al., 1982), running under the QNX operating system (QNX Software

Systems, Ottawa, Ontario, Canada). Visual stimuli were generated by a second, indepen-

dent graphics process (QNX - Photon) and rear-projected onto a tangent screen in front

of the monkey by a CRT video projector (Sony VPH-D50, 75 Hz non-interlaced vertical

scan rate, 1024x768 resolution). The distance between the front of the monkey’s eye and

the screen was 109 cm (43 in). Each natural scene spanned 48◦ x 36◦ of the monkey’s

visual field.

Fly search task

In this task, monkeys (M14 and M15) were trained to locate a picture of a small fly

embedded in photographs of natural scenes. Monkeys initiated each trial by fixating a

central red dot for 500 – 1000 ms, after which the scene and fly target appeared on the

screen, and the fixation dot disappeared. The fly target was placed pseudo-randomly so

that its location was balanced across eight 45◦ sectors. Within these sectors, the fly target

was pseudo-randomly placed between 3 and 30 degrees of visual angle from the center of

the screen. The trial ended when either the monkey fixated a 2◦ window around the target

for 300 ms, or failed to find the target after 25 saccades. When the target was found and

successfully fixated, the monkey was rewarded with water (for details see: [33, 34]).

The natural scene images used for this task were drawn from a library of over 500

images, originally used for [34]. Photographs were taken with a digital camera, and

included scenes with animals, people, plants, or food. Image order was chosen pseudo-

randomly so that images were repeated only after all others had been shown. Although

each unique scene was repeated approximately 10 times over the course of the search
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task, since the locations of the targets were randomized, memorization was not likely to

be useful and the monkey had to search visually on each trial to successfully find the

target.

Since the monkeys quickly learned to perform the task using only a small number of

saccades, we made the task more difficult by blending the fly image with the background

photographs. We did this using a standard alpha-blending technique (see [33] for details).

Even for targets with a transparency of approximately 65%, the average success rate across

animals and sessions approached ∼85%.

Gabor search task

In this task, monkeys (M15 and M16) were trained to locate a Gabor wavelet embedded

in photographs of natural scenes. Gabor wavelets are oriented gratings convolved with a

local Gaussian, and have been used extensively in studies of visual search [35]. Here, we

used Gabor wavelets because their properties can be easily manipulated (e.g., orientation),

and because natural scenes often contain oriented textures. Taken together, this made it

possible to quantify relevant features in the environment in the sense that image patches

sharing features (e.g., orientation) with the Gabor wavelet could be expected to draw the

monkey’s gaze. In these experiments, we used Gabor wavelets with the same orientation

(either vertical or horizontal) within each session. Task parameters and background im-

ages were similar to those used in the Fly search task. This task was significantly more

difficult than the Fly search task and both monkeys did not exceed an average success

rate of ∼50%.
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Figure 2.1: Example stimuli used in natural scene search tasks. Targets were
blended into the natural scenes and monkeys were given a water reward for finding the
target within a fixed number of saccades. For the sake of illustration, targets are encircled
in red; the fly is shown unblended since it is difficult to see at this resolution.

Data Acquisition and Preliminary Characterizations

Tracking

To track eye gaze behavior, we recorded monkeys’ eye position with a precision of up to

0.1◦ resolution. M14 and M15 received an aseptic surgery to implant a subconjunctival

wire-search coil to record eye movements for the fly search task. The coil was sampled at

1 kHz. Eye movements of M15 and M16 were measured using an infra-red eye tracker for

the Gabor search tasks (ISCAN Inc., Woburn, MA, http://www.iscaninc.com/), which

samples eye position at 60 Hz.

Saccade detection

We detected saccade onsets and offsets from the kinematics of recorded eye position. We

used a threshold of 80 deg/s for start velocity, and marked a saccade starting time when

the velocity increased above this threshold. Likewise, saccade-ending times were marked

when the velocity fell below 100 deg/s at the end of this period of decrease. Saccades



55

longer than 80 deg or with duration longer than 150 ms were discarded as eye-blinks or

other artifacts. Fixation locations were computed as the median (x, y) gaze coordinate

in the inter-saccadic interval.

Neural Recording

We analyzed experiments that used two different electrophysiological recording setups.

One set of experiments (the Fly search task) used single-electrode recordings, whereas

the other sets of experiments (Gabor search tasks) used adjustable electrode arrays to

simultaneously record multiple single units.

Single-unit recording

For monkeys M14 and M15 in the Fly search task, single-unit activity was recorded using

tungsten microelectrodes (A-M Systems, Inc., Carlsborg, WA, USA). Electrode penetra-

tions were made through stainless steel guide tubes that just pierced the dura. Guide

tubes were positioned using a Crist grid system (Crist et al., 1988, Crist Instrument, Co.,

Hagerstown, MD, USA). Recordings were made using a single electrode advanced by a

hydraulic microdrive (Narashige Scientific Instrument Lab, Tokyo, Japan). The inter-

electrode distance was 1.0 mm. On-line spike discrimination and the generation of pulses

marking action potentials were accomplished using a multichannel spike acquisition sys-

tem (Plexon, Inc., Dallas, TX, USA). This system isolated a maximum of two neuron

waveforms from a single electrode. Pulses marking the time of isolated spikes were trans-

ferred to and stored by the REX system. During the experiment, a real-time display

generated by the REX system showed the timing of spike pulses in relation to selected

behavioral events.
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Recordings were confirmed to be in the FEF by the ability to evoke saccades with

current intensities of ≤ 50 µA [10]. To stimulate electrically, we generated 70 ms trains

of biphasic pulses, negative first, 0.2 ms width per pulse phase, delivered at a frequency

of 330 Hz.

Chronic recording

For monkeys M15 and M16 in the Gabor search tasks, recordings were performed using a

32 channel chronically implanted electrode micro drive (Gray Matter Research, Bozeman,

MT, USA). The depth of each individual tungsten electrode (Alpha-Omega, Alpharetta,

GA) was independently adjustable over a range of 20 mm. The inter-electrode distance

was 1.5 mm.

All electrodes were initially lowered to pierce the dura. Individual electrodes were

then gradually lowered until a well-isolated unit was located. In general, only a subset of

electrodes was moved on any given day, and electrodes were left in place for at least three

days before further lowering.

Both spikes and local field potentials (LFPs) were recorded with a multichannel acqui-

sition system (Plexon, Inc., Dallas, TX, USA) based on a separate PC. Spike waveforms,

sampled at 40 kHz were stored for offline sorting. In addition, a continuous analog record

of electrode signals sampled at 20 kHz was saved for offline LFP analysis. Automatic

spike sorting was performed offline using the Plexon Offline Sorter (Plexon, Inc., Dallas,

TX, USA).

Since any given electrode was often left in place for multiple days, we likely recorded

from the same neuron across sessions. Therefore, we combined data from units that per-

sisted across recording sessions on different days by manually comparing spike waveforms
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from units recorded at the same site on different days. Generally, we merged units shar-

ing waveform shape (rise/fall characteristics, concavity/convexity, etc.), and time course.

Ambiguous cases were not combined, and waveforms that did not have a single charac-

teristic shape were considered to represent multi-unit activity, which were also included

for analysis. See Table 1 (below) for the entire set of animals, tasks, and units analyzed.

To verify that our recording sites were in the FEF, we used microstimulation to evoke

saccades in two of three monkeys (M14 and M16) for both tasks and M15 for the Fly search

task. For the single unit recordings in the Fly search task (M14, M15) we stimulated at

the end of each recording session and only used data from sessions that reliably evoked

saccades with thresholds of ≤ 50 A (Bruce et al., 1985). For the implanted electrode

array (M16), we only used units isolated from electrodes for which saccades could be

evoked with thresholds of ≤ 50 µA. Since M15 was required for future experiments and

stimulation quickly degrades the recording fidelity of the tungsten electrodes, we were

unable to stimulate to verify the location of our recording sites for the Gabor search

tasks in this monkey. As a result, we were able to verify FEF location with stimulation

in only one (M16) of the two chronically implanted monkeys. However, in M15 the

chronic array was centered at the stereotaxic location matching maximum FEF evoked

saccade sites in M16 and 3 other monkeys used in previous studies. Furthermore, we

limited our analyses to units which had properties (receptive field structure and response

characteristics) expected in the FEF (see FEF cell characterization below). This decreased

the chance of analyzing units from nearby brain regions that were not part of the FEF.
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FEF cell characterization

In the Fly search task experiments, cell type characterization was performed for all cells

using a standard battery of tests (memory-guided delayed saccade task and visually-guided

delayed saccade task; for details see [33, 34]). We excluded cells not meeting criteria for

having either visual-related activity or movement-related activity. From this dataset, we

analyzed 46 neurons (21 visual cells, 4 movement cells, 13 visuomovement cells, and 8

other cells that did not pass any of these criteria; see Table 1).

For the Gabor search task experiments, we did not use the standard battery due

to the large number of simultaneously recorded cells resulting from chronic recordings.

Instead, we used activity from the natural scene search to estimate the degree of visual

and motor activity. In particular, we labeled cells as having visual activity (visual cells)

if the firing rate changed significantly from baseline when the natural scene flashed on

(baseline interval: 100-0 ms before scene onset; test interval: 0-100 ms after scene onset;

Wilcoxon rank-sum test, p < 0.005). Similarly, we labeled cells as having movement

activity (movement cells) if the firing rate at saccade initiation exceeded that at baseline

in any of 8 (45 degree) binned directions (baseline interval: 300-200 ms before saccade

initiation; test interval: 50 ms before to 50 after saccade; Wilcoxon rank-sum test, p <

0.005). If they passed both tests, we considered them as visuomovement cells. From

these datasets, we analyzed a total of 218 cells (49 cells that passed the visual test only,

52 cells that passed the movement test only, and 117 cells that passed both the visual and

movement tests; see Table 1).
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Animal Task Session # units V M VM U # used

M14 Fly 19 19 10 1 9 7 15

M15 Fly 27 27 11 3 4 1 25

M15 Gabor (H) 27 93 13 24 56 - 81

M16 Gabor (H) 36 76 18 21 37 - 57

M16 Gabor (V) 11 49 18 7 24 - 49

Table 2.1: List of units characterized by cell type and list of modeled units.
The H or V in brackets indicates the orientation of the target for the Gabor search tasks.
V, M, and VM stand for visual, movement, and visuomovement cell types. We could not
determine cell types for a small fraction of the cells in the Fly task (undetermined cells).
We were able to model the majority of characterized units (modeled units), although
certain units needed to be discarded due to low firing rates.

Behavioral Data Analysis

Relevance map

This study asks whether FEF activity reflects feature-based attention as a means to select

eye movements. In our visual search tasks, we operationalized feature-based attention as

a bias for visual features similar to the search target. We therefore define these target-

similar visual features as relevant for the search task. To examine whether relevance

influences search behavior and FEF activity, we needed to precisely define relevance. We

generated relevance maps by performing a two-dimensional convolution of the visual scene

with the search target. If an image patch is similar to the target, their convolution will

yield a large value. In practice, to avoid sensitivity to the precise phase of the Gabor, we

convolved the target as well as its 90-deg phase-shifted version with the scene. We then

took the sum of squares of the convolutions (Ramkumar et al., 2015; see Fig. 2A). This

operation effectively measures the low-level visual feature overlap between image regions
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and the search target. Because our search tasks used different search targets (horizontal

Gabor wavelet, vertical Gabor wavelet, fly image), we generated relevance maps separately

for each task. For the fly search task, which used color images, we summed the relevance

map over the three color channels (RGB).

Edge-energy map

Edge-energy of natural scenes is known to influence the fixation choice of both humans

and monkeys in visual search (Rajashekar et al., 2003); Ganguli et al., 2010); Ramkumar

et al., 2015). Therefore, we also computed edge energy as a potential feature that may

influence fixation choice, defined as the sum of squares of the vertical and horizontal edge

gradients (Fig. 2B, for details, see [6]). For the Fly search task, we calculated the energy

maps for each of the RGB color channels and summed them.

Itti-Koch saliency map

Although this study emphasizes the effect of feature-based attention (relevance) on behav-

ior and FEF activity, we also analyzed bottom-up saliency, as it has been influential in eye

movement behavior and FEF electrophysiology [33]. We operationally defined bottom-up

saliency using the Itti-Koch model [36]. This model defines saliency in terms of contrast

of luminance, color, and orientation at multiple spatial scales.

Analysis of the effect of visual features on fixation selection

Before examining the electrophysiological data, we asked whether visual features (rele-

vance, energy and saliency) did indeed guide eye movements in behavior. More specifically,

we asked whether the visual features predicted eye movements to those locations. To do

this, we performed a Receiver Operator Characteristic (ROC) analysis. To construct the
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Figure 2.2: Operational definition of relevance (target similarity) and edge-
energy. (A) Relevance maps were obtained by convolving the target and its quadrature
phase shift with the natural scene and then taking the sum of their squares. (B) Edge-
energy maps were computed by taking the sum of squares of horizontal and vertical edge
gradients. Before computing the relevance and energy maps, the image was degraded in
accordance with decreasing visual acuity in the periphery, with respect to an example
fixation location shown as a yellow crosshair (adapted from [6]).
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ROC curves, we used the experimentally measured locations of saccade endpoints (fix-

ations), in conjunction with the model-based feature maps (described above) for each

image viewed by the monkeys. If feature maps indeed predict fixation locations, saccade

endpoints should fall on image patches with higher values of the respective maps than

those not drawing saccades.

To control for center bias in our scenes, we used a shuffle control approach. We did

this because human-photographed scenes often include interesting objects (those likely to

be relevant) in the center of the image [37, 38]. This makes it possible, for example, to

misattribute fixation selection to a certain visual feature when the better explanation is

simply that the observer tends to look towards the center of the image/screen. To control

for this possibility, we asked whether the predictive power of visual features at fixated

patches (for a given image) was greater than that of the features of the same patches (same

fixation locations) superimposed on a randomly chosen image. If the predictive power of

feature maps was only due to center bias, the visual features at fixated patches in true

images should not be more predictive of saccades than the features of image patches in

randomly chosen images on average.

Although it is well known that visual acuity is strongest at the fovea and falls off with

eccentricity, predictive models of gaze behavior have not taken it into account. Indeed,

we have recently shown that modeling visual acuity has enabled the discovery of gaze

strategies at different time scales during visual search [6]. Therefore, to model decreasing

visual acuity with peripheral distance, we processed the stimuli prior to computing the

feature maps. More specifically, we applied a peripheral degradation filter with respect

to the previous fixation location (see [6] for details).
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To compare the distribution of feature (relevance, edge energy, or salience) values for

fixated patches in the true images and shuffled-control images, we generated the feature

probability distribution functions (PDFs) by aggregating behavioral data across days for

each monkey. We then generated the cumulative distribution function (CDF) of these

PDFs for true and shuffled fixation patterns. To compare these two distributions, we

plotted the true CDF versus the shuffled CDF, effectively yielding an ROC curve. We

then computed the area under the ROC curve for each behavioral session from the Gabor

search tasks.

Neural Data Analysis

The goal of this study is to ask what factors influence FEF activity during natural scene

search. Because there may be multiple such factors, we used a multiple-regression ap-

proach: the Poisson Generalized Linear Model (GLM). We modeled neural activity using

factors that potentially influence FEF spiking: upcoming saccade direction (as a proxy

for saccadic motor command) and visual features (relevance and saliency). To quantify

the extent to which each of these factors explains FEF activity, we fit the model to the

experimental data.

Generalized linear modeling

Here we model extracellularly recorded spiking activity in the FEF as a Poisson process

with a time-varying firing rate. The spiking activity of most cortical neurons follow

Poisson statistics and we specifically verified that this was a reasonable assumption by

checking that the variance was equal to the mean spike count over a wide range of spike

counts across tasks, animals, and neurons. In general, it is reasonable to assume that the
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variability around the mean spike count is Poisson distributed for sufficiently narrow time

bins within which the neuron’s firing rate can be assumed to be constant (homogeneous).

We used 10 ms time bins in our models. To model non-negative, time-varying firing

rates, explanatory features are linearly combined and then passed through an exponential

nonlinearity (the Poisson inverse link function) (Fig. 3). The number of spikes in each

10-ms time bin is then drawn randomly from a Poisson distribution with the mean given

by the estimated firing rate in that bin.

To accurately model FEF neurons, we included the known characteristics of FEF RFs.

FEF cells are typically influenced by movement and/or visual features in a particular part

of retinocentric space, and have a stereotypical temporal response. In particular, firing

rates of classical visually-tuned neurons are typically modulated by visual features within

the receptive field (RF). Likewise, classical movement-tuned neurons are modulated by

upcoming/current eye movements in the direction of the preferred movement direction

(movement field). Thus, FEF RFs have both spatial and temporal components. We

jointly estimated the spatial visual receptive field, the movement receptive field, as well

as the temporal response to visual and movement features.

For mathematical tractability, we also assume that the spatial and temporal parts of

the RF are multiplicatively separable. Details of the parameterization and fitting process

are provided below.

Spatial Receptive Field Parameterization

Spatially, FEF RFs are retinocentric in nature, with centers ranging from foveal to ec-

centric [10]. This is true for classically defined movement, visual, and visuomovement
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Figure 2.3: Schematic illustration of the comprehensive generative model of
neural spikes using a GLM framework. The model comprises visual features:
saliency, relevance and energy from a neighborhood around fixation location after the
saccade, untuned responses aligned to saccade and fixation onsets, and the direction of
the saccade. The features are passed through parameterized spatial filters (representing
the receptive field) and temporal filters. The model also comprises spike history terms (or
self terms). All these features are linearly combined followed by an exponential nonlinear-
ity, which gives the conditional intensity function of spike rate, given model parameters.
Spikes are generated from this model by sampling from a Poisson distribution with mean
equal to the conditional intensity function. Brown: basis functions modeling temporal
activity around the saccade onset; Green: basis functions modeling temporal responses
around the fixation onset; Blue: basis functions modeling temporal responses after spike
onset.

cells. For both movement and visual features, we parameterize space using polar coor-

dinates (angle and eccentricity). More specifically, we use cosine tuning for the angular

coordinate, and flat tuning for the eccentric coordinate. We chose flat eccentric tuning for

mathematical tractability, but this assumption is realistic for many FEF neurons, which

tend to have large RFs [10].
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Temporal Receptive Field Parameterization

Because of the unconstrained nature of visual search, modeling the temporal responses

of FEF neurons is complex. To simplify the problem, we chose to model only the neural

activity in a fixed temporal window surrounding each eye movement (200 ms both before

and after saccade initiation, as well as fixation onset) rather than all neural activity in each

trial. This interval is large enough to contain both pre-saccadic activity and post-saccadic

fixation-related activity.

The temporal responses of FEF neurons are heterogeneous, so we allowed for sufficient

variability in their shape. To do this, we allowed both saccadic motor activity and visual

responses to be explained by a range of temporal scales spanning the 400 ms temporal

window. More specifically, we convolved the spatial receptive field features with a tempo-

ral basis set, gi, consisting of 5 fixed-width (wi =40 ms) raised cosine functions (Eqn. (1))

centered at times ti={-140,-70,0,70,140} ms with respect to saccade onset (for upcoming

eye movement related activity) or fixation onset (for visual activity). Ultimately, these

temporal basis functions allow us to explain a wide range of neural response templates

related to both saccades and fixation.

(2.1) gi =

(
1 + cos

(
ti − ci

2wi

))

Generative model

Using the above parametric structure, the entire generative model of spike activity is built

using the following components (Fig. 4).
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Figure 2.4: Parameterization of the generative model. Untuned saccade- and
fixation-related temporal responses were modeled using linear combinations of raised-
cosine temporal basis functions. Spatiotemporal tuning to saliency, relevance, energy,
and saccade direction were modeled using bilinear models with left multipliers repre-
senting temporal basis function loadings, and right multipliers representing spatial basis
function (cosine and sine) loadings. Additionally, a spike-history (self) term was modeled
using a linear combination of temporal basis functions causally aligned to spike events.
Parameters of the model were fit using maximum-likelihood with elastic net regularization.
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i) Baseline firing rate: We use a scalar term α0 to model a constant baseline firing rate.

ii) Untuned temporal responses: Neurons may have temporal responses to saccade and

fixation events that do not depend on direction. We account for this possibility using

separate untuned temporal responses aligned to both saccade onset and fixation onset.

The untuned saccade-related response is given by
∑G

j=1 α
sac
j gj(t)∗Esac(t), where αsacj

are the free parameters, gj(t) are the basis functions, and Esac(t) is an event function

(a delta function) specifying saccade onsets. Similarly, the untuned fixation-related

response is given by
∑G

j=1 α
fix
j gj(t) ∗ Efix(t). Each untuned response is specified by

5 free parameters.

iii) Spatiotemporal visual (saliency, relevance and energy) tuning: We modeled the neural

activity around a fixation event as a function of the visual features (relevance and

saliency) in the RF with respect to that fixation location. For each fixation, we

began by extracting the visual features from an image patch (400 x 400 pixels; or

∼13◦ x 13◦) centered on the fixation location. The values for each visual feature

were taken from their respective feature maps (see above). To simulate the effect of

resolution decreasing with eccentricity, we then applied a blurring transform using

image pyramids (Geisler and Perry, 1998; see [6] for details).

We do not know the visual RF a priori; it has to be estimated from the data.

To do this, we first constructed the x and y components for each visual feature by

applying a spatial cosine and sine mask, respectively, to the visual feature maps of

the extracted image patch (Fig. 4). The RF center (preferred angle, Ψ∗) can then

be inferred from the data by fitting the corresponding weights for the sine and cosine

masked images, and using the trigonometric identity:
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(2.2) cos(Ψ−Ψ∗) = cos Ψ∗ cos Ψ + sin Ψ∗ sin Ψ, andΨ∗ = tan−1

(
sin Ψ∗

cos Ψ∗

)

where cos (Ψ∗) and sin (Ψ∗) are linear model parameters of the GLM.

Along with estimating a spatial RF (via the above parameterization), we also

wanted to model the temporal response around the fixation event. To this end,

we convolved each spatial covariate (sine and cosine) with each of the 5 allowed

raised-cosine temporal basis functions. Combining all of these parts, the complete

spatiotemporal visual response can be succinctly specified by two bilinear models as:

(2.3) βTsalHsal

βc
βs

+ βTreHrel

βc
βs

+ βTenHen

βc
βs


where βsal, βrel and βen are free parameters specifying the temporal response to

saliency, relevance, and energy, βc and βs specify the angular position of the visual RF,

and Hsal, Hrel and Hen are matrices representing spatial sine and cosine covariates

convolved with the temporal basis functions (Fig. 4). Note that we assume the

same spatial RF for both saliency and relevance. (i.e., βc and βs are the same for

saliency, relevance and energy). Thus, we have 5 free parameters each for the saliency,

relevance and energy temporal response, and two free parameters for the spatial RF,

resulting in a total of 17 free parameters.

iv) Spatiotemporal saccade tuning: We modeled the neural activity around a saccade

event as a function of the upcoming saccade direction (upcoming saccadic motor
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command). To do this, we constructed the movement covariates as the sine and

cosine projections of the upcoming eye movement direction. Note that we do not

incorporate previous knowledge of the neuron’s RF from RF mapping tasks. As with

the visual RF estimation, the angular position of the neuron’s movement field can

be inferred from the data by fitting the model parameters corresponding to sine and

cosine covariates.

As with the visual response, to simultaneously estimate a temporal movement

response along with the movement field, we can specify a bilinear model as:

(2.4) γTHmov

γc
γs


Altogether, this response is specified by 5 temporal and two spatial parameters,

resulting in 7 free parameters.

v) Spike history terms: To further explain variability in neural activity, we included

a spike history term. This feature is not central to the logic of our argument, but

serves to improve our model of neural activity. To model the effect of spike history, we

simply convolve the spike train with 3 raised-cosine temporal basis functions, hj(t),

spanning a range of [0, 200] ms with respect to each spike event. The basis functions

were centered at 60, 100, and 140 ms. The temporal response for the spike history

term is not coupled to any external events (i.e., fixation or saccade onset), and is

given by
∑H

j=1 δ
self
j hj(t) ∗ y(t), where y(t) is the spike train that we are modeling

with the GLM. This response is specified by 3 free parameters, δselfj , j = 1, 2, 3.
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Spatiotemporal RF fitting algorithm

To summarize our model parameterization: we model space with polar coordinates, but

dispense with eccentricity for mathematical tractability. We model time using raised-

cosine temporal basis functions.

For the spatiotemporal model terms, each model feature (saliency, relevance, energy,

and upcoming movement direction) is initially parameterized by two covariates: the sine

and cosine projections of that feature. We then model temporal responses of each spatial

feature with five raised cosine functions. Thus, the sine and cosine projection of each

spatial feature is convolved with five temporal basis functions. This leads to a total of

40 covariates for the model of saccadic motor and visual activity (4 x 2 x 5 = 40, four

features, two spatial coordinates for each feature, five temporal basis functions for each

spatial covariate).

For the temporal model terms, the untuned temporal responses aligned to saccade and

fixation onsets have 5 covariates each, and the spike history term provide 3 covariates.

Including the baseline term with all of these gives us a total of 53 covariates.

Using all 53 convolved covariates as an independent variable would make the maximum-

likelihood estimation problem linear and convex, but could lead to different temporal

responses for the sine and cosine terms, making the estimate hard to interpret. For ex-

ample, it would be difficult to rationalize differing time courses for horizontal and vertical

saccades.

To keep the model interpretable, we adopted the bilinear formulations of the spa-

tiotemporal terms given in Eqns. (34), resulting in a total of 37 (17 for saliency, relevance,
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and energy, 7 for movement, 10 for untuned, and 3 for spike history terms) free param-

eters. However, since the log-likelihood of this bilinear formulation is no longer convex,

estimating it could result in local minima and would in general suffer from the difficulties

of optimizing non-convex functions.

Therefore, to estimate the parameters of this model, we adopted an iterative algorithm

in which we alternatively held the spatial parameters (βc, βs, γc, γs), or the temporal pa-

rameters (βsal, βrel, βen, γmov) fixed while fitting all the others. In this approach, each

iteration step is a convex optimization problem. This method guarantees that the tem-

poral response of each spatial covariate will be the same. We alternated between fitting

stages until the model parameters converged.

Model Fitting

We trained and tested our model using non-overlapping 2-fold cross validation. To avoid

overfitting, we estimated model parameters using elastic net regularization [39, 40, 41]

(Glmnet implemented in Matlab). Regularization helps to select for simpler models by

penalizing models with large or many parameter values. Elastic net regularization includes

two free parameters: α, which determines the strength of L1 relative to L2 penalization,

and λ, which determines the strength of regularization. We selected the values of these

parameters (α = 0.01, λ = 0.05) on a different data set using cross validation.

Model Comparison

The main goal of modeling spike trains using GLMs was to determine whether FEF ac-

tivity significantly encodes visual or movement features. To address the main scientific

question of whether the FEF encodes task relevant visual features, we fit partial models to
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the data using relevance covariates only or movement covariates only, and compared them

against joint models comprising both relevance and movement covariates. To maximally

explain variance and address possible confounding factors, we also fit a more comprehen-

sive and more complex model including saliency, energy and spike history terms. The

partial models fell into two categories: leave-out models, and leave-in models. Leave-out

models leave out the main feature of interest; the idea is that by comparing a leave-out

model against a full model, we can quantify the marginal predictive power of the left out

feature. Leave-in models only include the features of interest; the idea is to character-

ize the apparent encoding of these features by neural activity when other features are

not considered. We used leave-out models to assess statistical significance, and leave-in

models as an interpretive tool for apparent encoding.

To measure the quality of our model fits, we used two metrics: pseudo-R2, and

conventional-R2. Pseudo-R2 is related to the likelihood ratio and extends the idea of

linear R2 to non-Gaussian target variables. The idea of the pseudo-R2 metric is to map

the likelihood ratio into a [0, 1] range, thus offering an intuition similar to the conventional

R2 used with normally distributed data. Many definitions exist for the pseudo-R2, but

we used McFadden’s formula [42].

(2.5) R2
D(model) = 1− logL(n)− logL(λ̂)

logL(n)− logL(n̄)

Where logL(n) is the log likelihood of a perfect model, logL(λ̂) is the log likelihood

of the model in question, and logL(n̄) is the log likelihood of a model using only the

average firing rate. More specifically, it can be interpreted as the relative improvement
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that a given model offers above and beyond the simplest possible model (constant firing

rate).

We also use a variant of pseudo-R2, relative pseudo-R2, to compare nested models

(e.g., a partial model with the full model. The relative pseudo-R2 quantifies the increase

in model likelihood as a result of adding back the left-out features from the partial model

(also maps to the [0, 1] range). A relative pseudo-R2 significantly greater than zero

indicates that the left-out feature is a statistically significant explanatory feature.

(2.6) R2
D(model 1,model 2) = 1− logL(n)− logL(λ̂2)

logL(n)− logL(λ̂1)

Where logL(λ̂2) is the log likelihood of the full model, and logL(λ̂1) is the log likeli-

hood of the nested, partial model. It can be interpreted as the relative improvement due

to the model components left out by model 1.

We computed pseudo-R2 for all models and relative pseudo-R2 for all partial models

on test sets of both cross-validation folds. We obtained 95% confidence intervals on these

metrics using bootstrapping. A left-out feature was deemed significant at four-sigma

(p < 0.006; uncorrected for multiple comparisons) if the minimum of the lower bounds of

the relative pseudo-R2s was greater than zero (a conservative measure).

Pseudo-R2 values are not directly comparable to (are much smaller than) conventional

R2, and are thus more difficult to interpret. We also computed conventional R2 values

by calculating the correlation coefficient between (1) the saccade- and fixation-averaged

PSTHs and (2) the saccade- and fixation-averaged model predictions. Averaging across
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hundreds of fixations renders Poisson spiking into a smooth curve, which can be compared

with the smooth firing rate predictions of the model.

Explaining Away

By using a multivariate modeling approach, we are able to compare the relative contribu-

tions of different model components (e.g., visual features and upcoming eye movements).

In this section, we elaborate on the nuances of interpreting the results of a multivariate

analysis.

Even if two model components are both individually correlated with neural activity,

multiple situations related to marginal explanatory power can arise in theory:

i) If two components explain the same neural variability, they will have overlapping ex-

planatory power. In this case, a multivariate model with both components is unlikely

to be significantly better than the single best univariate model.

ii) If two components explain different neural variability, they will have non-overlapping

explanatory power. In this case, a multivariate model with both components is likely

to be significantly better than both univariate models.

iii) If two components explain neural variability that is similar but is neither completely

identical nor distinct, an intermediate situation arises. In this case, a multivariate

model is likely to be significantly better than both univariate models as the overlap

between the two decreases.

PSTH Analysis

In addition to modeling individual neurons using GLMs, we also analyzed them in a

conventional way using peri-saccade time histograms (PSTHs). We chose to perform this
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analysis for one set of sessions for which relevance and energy were maximally predictive

of fixation choice (i.e. for animal M16, vertical Gabor search task). We computed these

PSTHs for two different sets of saccades as follows.

First, we selectively analyzed saccades into the movement RF as follows. We catego-

rized each saccade into one of eight directional bins with bin centers at 0, π
4
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4
, and averaged the firing rates in 10 ms time bins across saccades, separately within

each directional bin. We then considered the movement-field (movement RF) to be along

the directional bin having highest peak firing rate around the saccade. We took this

within-RF PSTH for each neuron and max-normalized it, i.e. set the peak firing rate

within this bin to 1. We then averaged these normalized PSTHs across neurons to pro-

duce a population-averaged PSTH. We separately calculated such a population-averaged

PSTH for saccades categorized according to high and low relevance (top 50% of sac-

cades to high- and low-relevance locations) at saccade landings, as well as high and low

edge-energy.

Second, we selectively analyzed saccades out of the movement RF as follows. As before,

we categorized saccades into one of eight directional bins and computed the PSTHs for

each directional bin within 10 ms time bins. We then defined saccades out of the RF to

be those that were not into the directional bin defined by the maximum peak firing rate

(i.e. the movement RF) as well as the two neighboring directional bins. We averaged

the PSTHs across these five out-of-RF directional bins. As before, we max-normalized it

before averaging them across neurons. Crucially, we calculated these out-of-RF PSTHs
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separately for high and low relevance (top and bottom 50% of saccades) within the pre-

saccadic RFs (not those at saccade landings). We also calculated these PSTHs separately

for high and low edge-energy, again within pre-saccadic RFs, not saccade landings.

Power Analysis

Since we found that relevant visual features did not explain FEF activity, we wanted

to ask whether our approach had sufficient power to detect such an effect. To do this,

we simulated neural data with known parameters (e.g., a weak relevance representation),

and attempted to detect the effects of those parameters. We used behavioral data from

a single experimental session (eye movements and image features), and simulated spiking

activity according to our Poisson model.

To ask whether we could detect a weak effect of relevance, we first simulated neural

activity with a range of representation strengths for relevance. As a measure of repre-

sentation strength, we defined modulation depth as the relative change in firing rate due

to a 1 standard deviation change in the given feature. For example, if a fixated image

patch had a relevance value that was 1 standard deviation above average, and led to a

10% increase in firing rate from baseline, we would say the modulation depth was 10%

(alternatively, 1.1). We explored ten modulation depths that were evenly spaced between

1.05 and 1.30. We used a baseline firing rate of 20 spikes/s, and ensured that average

firing rates were the same across modulation depths. To do this, we randomly removed

spikes to achieve an average of 20 spikes/s in each condition. A given representation was

said to be detectable if the marginal predictive power of relevance was statistically greater

than zero (if its 95% confidence interval did not overlap zero).
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To explore the consequences of using noisy or inaccurate relevance models, we per-

formed two additional analyses. In the first, we simulated neural data according to our

relevance model as above. We then corrupted the relevance model covariates with Gauss-

ian noise before fitting the model.

(2.7) xfitted = xsimulated + αN

Where xsimulated is the covariate used for data simulation with µ = 1, σ = 1, xfitted

is the covariate used for fitting, N is Gaussian noise with µ = 1, σ = 1, and α tunes the

degree of noise added. In addition to the uncorrupted covariates, we used three levels of

noise. These corrupted model covariates used for fitting were correlated with the model

covariates used for simulation with r = 0.8,0.5,0.2. This procedure allowed us to explore

when the effect of relevance was detectable, even if the definition of relevance used for

fitting was a noisy version of the correct definition.

In the second analysis, we characterized the consequences of simulating and fitting the

model with qualitatively different definitions of relevance. Specifically, we simulated the

data using edge-energy, a visual feature that is correlated with relevance (r=0.61) and fit

the model using relevance [6]. This allowed us to characterize the effects of fitting the

model with an inaccurate version of the correct definition of relevance.

Results

When we search for a known target, we can use properties of that target to guide

our search. In this study, we ask whether the Frontal Eye Field (FEF), a region heavily
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implicated in eye movement selection, facilitates feature-based attention by biasing gaze

towards target features, or whether it reflects spatial selection of subsequent eye movement

targets. We recorded a heterogeneous population of FEF neurons from three macaques

while they performed several variations of a natural scene search task. In each task, a

target known to the monkeys ahead of time was embedded in natural scenes, and the

monkeys were rewarded for successfully fixating this target (see Methods for details).

Since the spatial distribution of targets in the scene was extremely broad and there was

no contextual information about their location in the scene, spatial attention would not

help them find the target. Furthermore, since the targets were blended into the scene,

they did not stand out with respect to their local background. Thus, looking for salient

objects was not a viable strategy either. However, because the targets were known ahead

of time, the monkeys could use target features task-relevant features to guide their

search. To disentangle possible influences of feature-based attention and spatial selection

on FEF activity, we then analyzed the data with a multiple-regression approach.

First, we found that monkeys were able to perform the tasks to varying levels of success

(see Table 2 for the search performance of individual monkeys averaged across sessions).

The Fly task was somewhat easier because it was a large, mostly black and white target

blended into a colored natural scene, and because its position was restricted to a 3 - 30◦

range around the center. By comparison, the Gabor task with a grayscale background

and a grayscale target uniformly distributed around the scene was significantly harder.

Next, we asked if monkeys indeed use visual features to guide their search. To do this,

we performed a Receiver Operator Characteristic (ROC) analysis to examine whether

image patches with higher task relevance predicted fixations. Since human-photographed
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Animal Task

Trial
duration

(s)

Success
rate (%)

#
Saccades
to locate

target

Fixation
duration
in suc-
cessful
trials
(ms)

Fixation
duration
in failed

trials
(ms)

M14 Fly 1.4 ± 0.3 72.8 ± 7.5 4.7 ± 0.3 185 ± 17 221 ± 47

M15 Fly 1.4 ± 0.4 98.8 ± 6.0 3.3 ± 0.6 302 ± 38 465 ± 317

M15
Gabor

(H)
6.1 ± 0.7 49.0 ± 13.1 5.1 ± 0.7 351 ± 45 321 ± 81

M16
Gabor

(H)
7.8 ± 1.1 38.8 ± 15.8 7.2 ± 0.9 297 ± 19 303 ± 34

M16
Gabor

(V)
6.1 ± 1.2 75.2 ± 19.0 5.4 ± 0.8 316 ± 11 275 ± 49

Table 2.2: Statistics of search behavior for each monkey and task summarized
across sessions (mean ± SEM). The trial duration is the entire duration from scene
onset to scene offset. The success rate is the percentage of trials in which the monkey
successfully located the target. The number of saccades to find the target is given only
for successful trials, and includes the last, target-finding saccade. The fixation duration
is averaged across all saccades in successful and failed trials.

natural scenes are known to have a center bias, we compared the feature distribution of

fixated image patches to the feature distribution of the same fixation pattern superimposed

on a randomly chosen image (see Methods for details). None of the visual features were

able to predict fixation choice significantly above chance (AUC of 0.5) for the Fly search

task (Fig. 5). For the Gabor task, both relevance and energy predicted fixations only for

monkey M16 (Fig. 5). The overall predictive power of relevance was weak (AUC < 0.55)

but energy was more strongly predictive of fixations than relevance for the same subset

of tasks (Fig. 5; AUC > 0.6). Although the effect size of relevance appears modest, it is

reasonable in the context of most predictive models of gaze behavior (for a recent survey

see [43]; the best performing models have an AUC of under 0.6). Thus, at the very least,
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Figure 2.5: Prediction of gaze using visual features at fixation. We compared
bottom-up IK-saliency, top-down relevance and energy at fixated (above: left panel) and
non-fixated, i.e. shuffled control (above: right panel) targets by computing the area
under the ROC curves (below). The star indicates statistically significant difference from
a chance level of 0.5 at a significance level of p < 0.05.

correlates of task relevance and energy may be encoded by brain regions responsible for

saccade selection.
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The ROC analysis only provides us with a session-by-session summary statistic of the

influence of search-target related features on fixation selection. To ask if the influence

of these features on fixation choice was modulated by search performance, we performed

three different analyses. First, we separately analyzed the fixations from successful and

unsuccessful trials. However, we found no significant differences between the AUCs across

these two types of trials (not shown). We did not analyze the Fly search task in this way

because we did not have a sufficient number of failed trials for reliable estimation of ROC

curves.

Second, we asked whether the predictive power of visual features (AUC) in a given

session was correlated with search performance (percentage of trials in which the monkey

found the target). We found a strong correlation between relevance and search perfor-

mance, but only for the vertical Gabor search task performed by M16, for which relevance

was significantly predictive of fixation choice (Table 3). Surprisingly, we did not find such

a correlation between energy and search performance even though energy was predictive

of fixation choice (Table 3). This strongly suggests that whenever relevance has an effect

on fixation choice, it also has an effect on search performance. Unlike relevance, energy

predicts fixations but not search performance. Thus, although energy is predictive of

saccade targets, it may be a bottom-up feature and therefore not an important factor in

feature-based attention.

Third, the natural distribution of saccade velocities is likely to reflect the distribution

of urgency with which the animal selects fixations. If the peak velocities of saccades

were correlated with relevance or energy, it would suggest that these features influence

the conscious choice of fixations. However, we did not find any correlation between peak
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Animal Task
Relevance vs.
Success Rate

Energy vs. Success
Rate

M14 Fly r = -0.18, p = 0.52 r = -0.49, p = 0.06

M15 Fly r = 0.21, p = 0.31 r = 0.32, p = 0.11

M15 Gabor (H) r = 0.14, p = 0.49 r = -0.02, p = 0.90

M16 Gabor (H) r = 0.20, p = 0.25 r = 0.21, p = 0.22

M16 Gabor (V) r = 0.96, p < 10−4 r = 0.18, p = 0.60

Table 2.3: Correlation between success rate and ROC values across sessions.

saccade velocity and relevance or energy (on average across sessions and animals, these

correlations did not exceed 0.05 (−0.05 ≤ Pearson’s r ≤ 0.05).

Taken together, these behavioral analyses suggest that saliency is not predictive, rel-

evance is weakly but significantly predictive, and energy is strongly predictive of fixation

locations for a subset of animals and tasks. There appears to be no correlation between

behavioral parameters such as peak saccadic velocity and visual features of saccade land-

ings. Importantly, even though relevance was weakly predictive, when it was predictive of

saccade choice, its predictive power was correlated with success rate of search behavior.

Based on the weak behavioral effect alone, it is still very possible that the FEF could

represent feature-based attention as operationally defined by relevance. Indeed, just as

cortical area V1 represents visual information regardless of whether such information

directly informs behavioral choices, the FEF could represent relevance in order to consider

and reject potential saccades to locations that are similar to the target, but not sufficiently

similar as to warrant a saccade. In such a circumstance, feature-based attention would

inform saccadic decisions, but would not manifest in measurable fixation behavior, since
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saccades would only be made to locations that have a very high target similarity. Therefore

it is important to examine neural activity no matter the result of the behavioral analysis.

Next, we asked which features best explain FEF activity during natural scene search.

We used a multiple-regression approach to model neural activity while monkeys performed

a target search task in natural scenes. More specifically, we used the Poisson Generalized

Linear Model framework to explain spiking events in terms of behavior and task variables.

We modeled spiking in terms of visual feature maps of relevance and energy, in addition

to other features thought to be encoded by the FEF: upcoming eye movements (as a

proxy for spatial selection or planning), and visual feature maps. In this way, we tested

the potential influence of feature-based attention on FEF activity during natural scene

search.

We found that some neurons appeared to be well explained by a simple model of

saccadic motor activity aligned to saccade onsets, based on the direction of upcoming

movement alone (Fig. 6). Others initially appeared to be explained by a simple model of

relevant visual features alone, aligned to the onset of fixation (Fig. 7).

Much previous work has characterized the activity of FEF cells as movement-related

or visually related using simple, artificial stimuli and tasks. Therefore, having first es-

tablished that univariate models can explain both visually-related and movement-related

activity, we used our multiple-regression approach to characterize neurons in the same

way: to what extent is the activity of FEF neurons predicted by upcoming movement,

relevance, or some combination thereof? We addressed this question by comparing uni-

variate models of relevance against multivariate models of relevance and movement tuning.
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Figure 2.6: Example neuron fit using a movement-only model. The model was
fit to an independent held-out half of the data that is not visualized here (A) Raster
plots, peri-saccadic time histograms (PSTHs) and model predictions, separated into 8
categories according to the direction of the upcoming saccade (color-coded in the central
glyph), and aligned to saccade onset (vertical line). (B) Data and model PSTHs aligned
to the saccade onset show tuning to upcoming movement direction.
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Figure 2.7: Example neuron fit using a relevance-only model. The model was fit
to an independent held-out half of the data that is not visualized here (A) Raster plots,
fixation-aligned PSTHs, and model predictions, separated into 8 categories according to
the direction of the maximally relevant octant (color-coded in the central glyph). (B)
Data and model PSTHs aligned to the fixation onset do not show a clear tuning to
direction of maximum relevance during the fixation onset, but do show a modest tuning
at around 200 milliseconds after fixation, as indicated by the gray panel.



87

We found that although some neurons initially appeared to encode relevant visual stim-

uli, an upcoming movement was a better predictor of neural activity aligned to fixation

(example neuron in Fig. 8A). For most neurons, we found that a relevance-only model

was significantly improved by adding a movement covariate (Fig. 8B, top panel), but

a movement-only model was not significantly improved by adding a relevance covariate

(Fig. 8B, bottom panel).

We formally quantified the predictive power of relevance and movement using a relative

pseudo-R2 analysis, which compares a model leaving out the covariate of interest (either

relevance or movement) against a joint model comprising both relevance and movement, as

well as a full model comprising additional covariates including bottom-up saliency, edge-

energy, and self terms (see Methods). We found that apparent tuning to relevance (Table

4, column 3) was progressively explained away when compared against the joint model

and the more comprehensive full model (Table 4, columns 5 and 6). A nearly identical

effect was observed for edge-energy (Table 4, columns 7 and 8). However, movement

does not get explained away when comparing a model that left movement out against the

joint model comprising relevance and movement (Table 4, column 4). Therefore, neural

activity is correlated with both saccades and relevant image patches, even though only

one of the features (upcoming saccades) is truly encoded by neural activity.

Although the GLM analysis convincingly suggests that movement explains away any

apparent effect of relevance or energy, it may be limited by the specific assumptions of the

linear-nonlinear Poisson model. Therefore, we analyzed the data using a more conven-

tional technique by visualizing PSTHs, only for the set of sessions for which relevance and

edge-energy were maximally predictive of fixation choice (M16, vertical Gabor search).
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Figure 2.8: Apparent tuning to relevance is explained away. (A) Data PSTHs
(black) and corresponding model predictions (red) for a single example neuron, of (from
L to R): relevance-only model, relevance covariates of the joint model comprising relevance
and movement, and movement covariates of the joint model, overlaid on top of each other.
Dots show spike rasters. Both rasters and model predictions are aligned to fixation onset
(B) Scatter plots of pseudo-R2 (goodness of fit) values of univariate against multivariate
models. Top panel: relevance-only model vs. a joint model comprising relevance and
movement. Bottom panel: movement-only model vs. a joint model comprising movement
and relevance.
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Model
Rel.
only

Mvt. +
Rel.

Mvt. +
Rel.

Full
En.
only Full

Animal
Task

(# nrn)
# Rel.

nrn
# Mvt.

nrn
# Rel.

nrn
# Rel.

nrn
# En.

nrn
# En.

nrn

M14 Fly (15) 5 9 0 0 4 0

M15 Fly (25) 8 8 1 0 8 0

M15
Gabor H

(81) 57 55 1 1 54 1

M16
Gabor H

(57) 24 25 1 0 28 3

M16
Gabor V

(49) 23 24 1 0 22 1

Table 2.4: GLM analysis summary statistics. Number of neurons that were signif-
icantly modulated by relevance, energy or movement in different models. Neurons were
deemed to be significantly tuned if the 4 confidence intervals of the (relative) pseudo-R2s
exceeded zero. We used a strict 4 threshold to sufficiently correct for multiple com-
parisons across neurons and models. Column 3: number of significant neurons for the
relevance-only model. Column 4: number of neurons significantly tuned for movement by
comparing a leave-movement-out model against a joint model with movement and rele-
vance. Column 5: number of neurons significantly tuned for relevance by comparing a
leave-relevance-out model against a joint model with movement and relevance. Column
6: number of neurons significantly tuned for relevance by comparing a leave-relevance-out
model against a comprehensive full model (see text). Column 7: number of significant
neurons for the energy-only model. Column 8: number of neurons significantly tuned for
energy by comparing a leave-energy-out model against a comprehensive full model (see
text).

Specifically, we computed population-averaged normalized PSTHs for saccades into the

RF (see Methods), separated by the top and bottom 50% of relevance (or energy) of

saccade landings (Fig. 9, above). We also computed these PSTHs for saccades out of the

RF (see Methods), separated by the top and bottom 50% of relevance (or energy) in the

pre-saccadic RF (Fig. 9, below). We found no significant firing rate differences between
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these saccades, suggesting yet again that relevance and energy have no aggregate effect

on population FEF firing rates during natural scene search.

In summary, we found that upcoming movements, rather than relevant visual features,

best explained neural activity in many neurons examined across all tasks. Could this result

simply be due to a lack of statistical power? Neural representations of visual features are

likely more complicated and weaker in natural scenes than in simple, artificial scenes. To

address this possibility, we performed a power analysis based on simulated neural data. In

short, we used behavioral data from a real experimental session to simulate many versions

of neural data with different modulatory influences. We then fit this data with our model

to ask if these influences were detectable (see Methods). We found that, even when the

simulated modulation depth (relative increase in firing rate; see Methods) of relevance

was low, we were able to detect its influence on neural activity (Fig. 10A, green line).

Therefore, assuming our model of relevance representation is accurate, we would be able

to detect relevance representations even when they were weak.

But what if our model of relevance is not accurate? The monkeys may use visual

features to locate the target that are similar but not identical to our convolution-based

relevance measure. To explore this issue, we performed two additional power analyses to

ask whether we could detect the influence of relevance on neural activity. Both analyses

make use of the following approach: We use one set of covariates to simulate the neural

data, and a different set of covariates to fit the model to the data. This procedure mimics

the situation in which we have only approximate information about the relevance model

that the monkey is using. In the first analysis, we used our standard relevance model

covariates to simulate the neural data, but fit the model using relevance model covariates
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Figure 2.9: Relevance and edge-energy do not modulate FEF firing rates around
saccade onset (above) or fixation onset (below). We divided saccades into the
top and bottom 50 percentiles of the respective visual features either at the saccade
landing (above) or within the pre-saccadic receptive field (below), and calculated the
saccade- (above) or fixation- (below) aligned PSTHs for each neuron separated in eight
directional bins. To combine these across neurons, we then selected the directional bin
with highest peak firing rate to represent the receptive field, and averaged the within-
RF PSTHs across neurons to compute the saccade-aligned PSTHs (see Methods). For
fixation-aligned PSTHs, we first averaged responses around fixation around the directional
bins representing out-of RF saccades and then averaged these single-neuron PSTHs (see
Methods).
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that were corrupted with noise (see Methods). Although our ability to detect the influence

of relevance was decreased detection required a stronger modulation depth of relevance

this modulation depth was still physiologically plausible (Fig. 10A). For example, even

when the correlation between the relevance models for simulating and fitting was only .5,

we could detect relevance when its modulation depth was ∼1.13 (compared with ∼1.08

when no noise was added)(Fig. 10A, red line).

In the second analysis, we used two qualitatively different models for simulating and

fitting the model. We simulated neural data using edge energy (see Methods for defini-

tion), and fit the model using our convolution-based measure of relevance. Although not

identical, edge energy and relevance are correlated (e.g., r = 0.61 for the Gabor search

task), meaning that we should nonetheless be able to detect its influence. Our ability to

detect relevance was indeed decreased, but not beyond physiological plausibility. More

specifically, we could detect relevance when its modulation depth was ∼1.13, even though

a qualitatively different model (edge energy) produced the data. Therefore, we find that

our method of estimating the influence of relevant visual features on neural activity is

robust to both weak effects and inaccurate models of relevance. Our inability to find

relevance representations in the real data suggests that it is represented very weakly, or

that it is represented in a more complex manner than our bilinear spatiotemporal model

can describe.

Discussion

In this study, we used a modeling-based approach to analyze the frontal eye field

(FEF) of monkeys while they searched complex, natural scenes. They searched for a target
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Figure 2.10: Power analysis. Both plots show marginal predictive power of relevance
as a function of its simulated modulation depth. Red points indicate that the marginal
predictive power is significantly greater than zero; blue points indicate that it is not
significantly greater than zero. Error bars are bootstrapped 95% confidence intervals.
(A) Injected noise analysis. After simulating the neural data, we corrupted the relevance
model with varying degrees of noise, and then fit the model. Each line represents the
model fits for a different level of added noise. The r values indicate the correlation
between the original model covariates and the corrupted model covariates. (B) Incorrect
model analysis. We simulated neural data using edge energy, and fit the model using the
relevance model (yellow line). For comparison, we include the model fits when the correct
model, relevance, was used to simulate the spikes (green line).
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known ahead of time, making it possible for them to guide their saccades using target-

similar features (task relevance). We then asked if FEF reflected feature-based attention,

i.e., whether neural activity was explainable using task relevance and edge energy. We

found that FEF activity was explained primarily by upcoming eye movements (a proxy

for spatial selection or planning), and not by task relevance (a proxy for feature-based

attention), or bottom-up influences such as saliency and energy.

Studies investigating the neural basis of feature-based attention have implicated the

FEF in feature-based attention [13]. However, a recent study by the same group [44]

implicates a relatively unexplored region (but see Kennerley and Wallis, 2009) in the

prefrontal cortex the ventral pre-arcuate area (VPA) as the primary source of feature-

based attention. They showed that pharmacologically inactivating the VPA interfered

with feature-based search behavior, and also eliminated the signature of feature-based

attention in FEF activity, while leaving the signature of spatial selection unaffected. This

revised understanding of the role of FEF in attention may explain why we did not find a

clear reflection of feature-based attention in FEF activity.

Our study thus raises the question of how results from simplified stimuli and tasks

generalize to complex, natural vision. Beginning with the pioneering studies of Bruce

and Goldberg [45, 10, 25], many studies have implicated the FEF in planning saccades

[46, 47, 48], employing covert attention [13, 27], and selecting salient [31, 32, 49] and

task-relevant objects from distractors [50]. While these studies have provided the founda-

tion of our understanding about FEF function, they have typically used simplified tasks

(involving a single cued saccade) in the context of artificial stimuli (that present limited

choices against a homogeneous background). By contrast, natural scene search requires
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navigating hundreds or thousands of distracting stimuli, and often requires making tens

of self-initiated saccades. In support of these differences being important, a recent study

from our group found that FEF activity is better explained by upcoming eye movements

than visual saliency [33]. The current study extends this work by examining the influence

of top-down, rather than bottom-up, visual features on FEF activity. A central compo-

nent of feature-based attention is a top-down bias for target-like objects, which is exactly

what we failed to detect. Our study thus provides another line of evidence that FEF

function may differ in the context of natural behavior and stimuli.

One important limitation of this study is the weak effect of relevant visual features

on search behavior. The main implication of this weak effect is that if our relevance

metric does not accurately model the search strategy used by monkeys to plan their

saccades, then the brain may not reflect relevance. Although we found that the predictive

power of relevance on search behavior varied across animals and tasks, relevance failed to

predict firing rate changes. Despite this, we found, using simulations, that both noisy and

incorrect definitions of relevance in our model were able to estimate the simulated effects

on firing rates. Furthermore, despite this weak effect of relevance, when monkeys used

relevance to inform saccade selection, they were more likely to be successful in finding

the target (Table 3). Therefore, it is important to test the possibility that relevance

modulates neural activity during saccade planning.

Our difficulty in predicting fixation choice with high accuracy suggests that better

models of behavior are likely to be more successful in discovering the role of FEF in

feature-based attention during naturalistic vision. However, even cutting-edge behavioral

models of gaze achieve modest predictive power (for instance, see [43] for a review of



96

contemporary saliency models; best AUC ¡ 0.6). These numbers highlight the difficulty

of modeling complex, natural behaviors. Indeed, fixation choice is likely driven by many

factors beyond relevant and salient visual features. Furthermore, not all saccades in a

natural scene are made to locations that maximize immediate expected reward. Some

saccades are corrective saccades, bridging the discrepancy between intended and current

gaze locations in a sequence [51, 52, 53]. Other saccades are exploratory or information-

gathering in intent, which are useful to maximize long-term expected reward [35, 54].

These possibilities suggest that improved behavioral models of gaze as well as improved

models of neural coding of behavioral variables might yield more success in understanding

the computational role of the FEF during search. For example, more sophisticated models

could incorporate the need to balance exploring the scene with exploiting particular image

patches, or take into account the shifting spatial spotlight of covert attention.

Recent studies with natural scenes, including our own [55, 33], have suggested that

FEF may not encode visual information that is not targeted by an upcoming saccade.

Such studies have called into question the conventional understanding that FEF represents

a feature-based priority map. These findings need to be reconciled with findings from

artificial tasks. What explains the discrepancy between results from artificial scenes and

our findings using natural scenes? One possible explanation arises from the number of

potential saccade targets in complex natural stimuli. In artificial search tasks with few

saccade targets (typically fewer than eight), it may be possible to deploy covert attention

to all of them. Therefore, selecting the saccade target based upon its similarity to the

search target is a feasible strategy, and FEF activity might reflect this similarity. In

crowded natural scenes, by contrast, the space of possible saccade targets is continuous
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(infinite). In these contexts, it might only be feasible to attend to a local region around

the point of fixation using feature-based attention. If this were true, the animal is more

likely to be successful by making several saccades to new areas in order to maximize the

likelihood of finding the target within these parafoveal regions. Therefore, during natural

scene search, FEF activity might primarily reflect spatially selected saccade landings.

Another important discrepancy between artificial and natural search tasks arises from

the natural behavior elicited by our tasks. Several studies with artificial stimuli have

described an evolution of FEF activity from stimulus selection to saccade selection, sug-

gesting distinct roles and classes of neurons in the continuum between representing visual

and movement variables [56, 32, 49]. In our study, rather than holding fixation, the

monkeys were allowed to freely move their eyes to locate targets. Hence, they are likely

to immediately saccade to a target (or relevant stimulus) once it is detected. This means

that target detection and making saccades to the target are likely to be tightly coupled

during natural behavior. This close natural overlap between saccade decision and execu-

tion makes it challenging to disambiguate neural activity specifically related to each.

In summary, our results suggest that, during natural vision, the FEF does not reflect

feature-based attention. We emphasize that upcoming eye movements explain away the

effects of visual features on FEF activity. It is not the case that we failed to explain

FEF activity, but rather that upcoming eye movements provide a better explanation

than task-relevant visual features. These results suggest that FEF activity more closely

reflects movement than sensory variables during natural scene search. They also expose

an important need to develop better models of gaze behavior during natural scene search.
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More broadly, our study illustrates the complexity of understanding the role of higher-

order brain areas during unconstrained, natural behaviors.
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CHAPTER 3

The role of expected reward in frontal eye field during natural

scene search

Abstract

When a saccade is expected to result in a reward, both neural activity in oculomotor

areas and the saccade itself (e.g. its vigor and latency) are altered (compared to when

no reward is expected). As such, it is unclear whether the correlations of neural activity

with reward indicate a representation of reward beyond a movement representation; the

modulated neural activity may simply represent the differences in motor output due to

expected reward. Here, to distinguish between these possibilities, we trained monkeys to

perform a natural scene search task while we recorded from the frontal eye field (FEF).

Indeed, when reward was expected (i.e., saccades to the target), FEF neurons showed

enhanced responses. Moreover, when monkeys accidentally made eye movements to the

target, firing rates were lower than when they purposively moved to the target. Thus,

neurons were modulated by expected reward rather than simply the presence of the target.

We then fit a model that simultaneously included components related to expected reward

and saccade parameters. While expected reward led to shorter latency and higher velocity

saccades, these behavioral changes could not fully explain the increased FEF firing rates.

Thus, FEF neurons appear to encode motivational factors such as reward expectation,

above and beyond the kinematic and behavioral consequences of imminent reward.
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Introduction

When an animal expects a movement to result in a reward, activity in motor circuits

of the brain is modulated [57, 58, 59, 60]. The result is movements with greater vigor

(higher velocity), lower latency, and greater accuracy [61, 62, 63]. In other words, the

movement itself reflects the expectation of reward. Hence, the muscles and motor units

driving the movement reflect reward expectancy, but only to the extent that the movement

itself is different when reward is expected. As the motor pathway is traced farther back

from motor units to the more complex cortical and subcortical circuits that plan the

movements, it becomes more likely that reward expectancy influences variables other

than movement alone [64]. In any given brain area, to test whether reward is represented

beyond its obvious influence on movement, it is essential to consider movement and reward

parameters simultaneously.

The oculomotor system has been an important model for understanding the effects of

reward on neural activity and movement [65, 66, 67]. However, much is still unknown

about reward processing in the frontal eye field (FEF), a prefrontal cortical area involved

in the control of saccades [10, 68] and spatial attention [44, 27, 28]. In the past, when

researchers have discovered expected reward modulation in FEF [69, 70]), the underlying

cause has been unclear. Was activity only modulated because it led to a modulated

saccadic output? Or did expected reward affect neural activity above and beyond its

effects on motor output, due to factors such as motivation and attention?

Here, we investigated reward expectancy in FEF while monkeys searched for a target

embedded in natural scene images. This natural search behavior comprised a broad range

of saccadic velocities and latencies, which allowed us to disentangle motor output and
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expected reward as drivers of neural modulation. We found that saccadic vigor and latency

were correlated with FEF activity. After accounting for this, reward expectancy still

contributed unique variance to the neural response, suggesting that reward modulation

in FEF plays a role that is not limited to the programming of eye movements.

Methods

Animals and Surgery

Northwestern University’s Animal Care and Use Committee approved all procedures for

training, surgery and experiments. We used three adult female rhesus monkeys (Macaca

mulatta), which we referred to as M14, M15, and M16. Each monkey received preoper-

ative training followed by an aseptic surgery to implant a recording cylinder above the

FEF, as well as a titanium receptacle to allow head fixation. Surgical anesthesia was

induced with thiopental (5-7 mg/kg IV) or propofol (2-6 mg/kg IV), and maintained

using isoflurane (1.0%-2.5%) inhaled through an endotracheal tube. For single electrode

recordings performed in M14 and M15, an FEF cylinder was centered over the left hemi-

sphere at stereotaxic coordinates anterior 25 mm and lateral 20 mm. A chronic array

was used to record from multiple units in monkeys M15 (right hemisphere) and M16 (left

hemisphere). The recording chambers for these arrays were centered and mounted over

the arcuate and principal sulci at stereotaxic coordinates anterior 24 mm and lateral 20

mm.
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Behavioral Paradigms

Setup

To control experimental stimuli and data collection, we used the PC-based REX sys-

tem [71], running the QNX operating system (QNX Software Systems, Ottawa, Ontario,

Canada). Visual stimuli were generated by a second, independent graphics process (QNX

- Photon) and rear-projected onto a tangent screen in front of the monkey by a CRT video

projector (Sony VPH-D50, 75 Hz non-interlaced vertical scan rate, 1024 x 768 resolution).

The distance between the front of the monkeys eye and the screen was 109.22 cm (43 in).

Each natural scene spanned 48◦ × 36◦ of the monkey’s visual field.

Search Tasks

Monkeys M14 and M15 searched for a fly embedded in a natural scene (Fig. 1a). The

monkey made saccades around the scene until a saccade landed near the fly target (within

5 degrees), and she held fixation there for 200 ms, at which point she received a water

reward. If she made 25 saccades without finding the target, the trial ended. Each trial

was initiated by the monkey fixating on a red dot in the center of the blank screen.

Monkeys M15 and M16 performed a Gabor search task, which was identical to the fly

search task with the exception that a Gabor target (rather than a fly) was embedded in

a natural scene (Fig. 1b).

Typically, between 1000 and 2500 saccades were made each day. The first saccade

from every trial was excluded from our main analyses due to the confounding visual onset

effects.



103

Figure 3.1: Experimental Setup. (A, B) In our experiments, monkeys freely searched
for targets in natural scenes. In the fly search task (left; done by M14 and M15), the
target was an embedded fly. In the Gabor search task (right; done by M15 and M16),
the target was an embedded Gabor wavelet. Monkeys were rewarded only after fixating
the target for a specified duration. (C) Functional characterization of FEF in M16 based
on stimulation results for the semi-chronic array. Colors indicate current intensities at
(or below) which saccades were reliably elicited. Only neurons at locations where current
intensity was equal to or less than 50 µA were used in our analyses. (D) Characterization
of FEF in M14. A subset of locations for acute recordings are marked by blue circles.
All recording locations were characterized as FEF by elicitation of saccades with ≤ 50µA
during stimulation.
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Data Acquisition

Eye Tracking

In the fly search task (M14 and M15), eye movements were tracked with a subcon-

junctival wire search coil, sampled at 1 kHz [72, 73]. In the Gabor search task (M15 and

M16), eye movements were tracked with an infrared eye tracker (ISCAN Inc., Woburn,

MA, http://www.iscaninc.com/) at 60 Hz.

Single-unit recording

During the fly search task, single-unit activity was recorded using tungsten micro-

electrodes (A-M Systems, Inc., Carlsborg, WA, USA). Electrode penetrations were made

through stainless steel guide tubes that just pierced the dura. Guide tubes were posi-

tioned using a Crist grid system (Crist 88) (Crist Instrument, Co., Hagerstown, MD,

USA). Recordings were made using a single electrode advanced by a hydraulic microdrive

(Narashige Scientific Instrument Lab, Tokyo, Japan). On-line spike discrimination and

the generation of pulses marking action potentials were accomplished using a multichannel

spike acquisition system (Plexon, Inc., Dallas, TX, USA).

Recordings were confirmed to be in the FEF by ability to evoke low-threshold saccades

with current intensities of ≤ 50µA. To stimulate electrically, we generated 70 ms trains

of biphasic pulses, negative first, 0.2 ms width per pulse phase, delivered at a frequency

of 330 Hz.

Chronic recording

During the Gabor search task, recordings were performed using a 32 channel chroni-

cally implanted electrode array (Gray Matter Research, Bozeman, MT, USA). The depth
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of each individual tungsten electrode (Alpha-Omega, Alpharetta, GA) was independently

adjustable over a range of 20 mm.

All electrodes were initially lowered to pierce the dura. Individual electrodes were

then gradually lowered until a well-isolated unit was located. In general, only a subset of

electrodes was moved on any given day, and electrodes were left in place for at least three

days before further lowering.

Spikes were recorded at 40 kHz with a multichannel acquisition system (Plexon, Inc.,

Dallas, TX, USA) on a separate PC. Automatic spike sorting was performed offline using

the Plexon Offline Sorter (Plexon, Inc., Dallas, TX, USA).

Because any given electrode was often left in place for multiple days, we often recorded

from the same neuron across sessions. To make use of this, we combined data from units

that persisted across recording sessions on different days. To do this, we manually com-

pared spike waveforms from units recorded at the same site on different days. Generally,

we merged units sharing waveform shape (rise/fall characteristics, concavity/convexity,

etc.), and time course. Ambiguous cases were not combined. Additionally, we included

multi-unit activity in our present analysis.

As stimulation quickly degrades the recording fidelity of the tungsten electrodes in

the array, we were unable to stimulate until the array was ready to be removed. Because

of this, we were able to verify FEF location with stimulation (using the same parameters

described for single-unit recording) in only one (M16) of the two chronically implanted

monkeys (Fig. 1c). In M16, only units recorded on electrodes where saccades were

reliably elicited at or below 50 A at any depth were included in our analyses. The

cluster of electrodes where stimulation evoked saccades in M16 roughly matched the
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location of maximum FEF evoked saccade sites in M14 (Fig. 1d). However, many of

the recordings were more superficial than the depths at which we observed consistent

elicitation of saccades. This does not rule out these cells being part of FEF, but it does

increase the probability that some of the cells that we recorded were not from FEF.

In M15, the chronic array was centered at the same stereotaxic location as M16 and a

sample of 3 monkeys used in earlier studies. Further, the spatial pattern of electrode grid

locations where FEF-like responses were observed closely resembled the pattern of FEF

locations in the grid of M16. We note here that, similar to M16, chronic recordings for

M15 were at relatively shallow depths (e.g., 3 to 5 mm below dura).

In M15 and M16, we limited our analyses to units that had presaccadic properties

expected in the FEF (see following section). This decreased the chance of analyzing units

from nearby brain regions that were not part of the FEF. However, we cannot rule out

the possibility that some of the units included in our analysis were from prefrontal regions

other than FEF, especially in the case of M15.

Neuron Characterization and Selection

Cell Selection

We analyzed units that had presaccadic activity. To determine whether there was

presaccadic activity, we looked at peri-saccadic time histograms (PSTHs) aligned to the

start of the upcoming saccade, binned into 8 angular directions (according to saccade

direction), with each bin subtending 45 degrees. In any bin, if there was a significant

difference between a firing rate and baseline, and the rise started before the saccade

onset, then there was presaccadic activity. Additionally, we only analyzed cells with
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average firing rates of at least 5 spikes per second during the task. These criteria gave us

142 units to analyze: 27 from M14, 79 from M15, and 36 from M16.

Most neurons recorded during the fly task were classified using a memory-guided

saccade task, as having visual, delay and/or movement activity. The neurons recorded

during the Gabor task were not classified.

Importantly, a neuron having presaccadic activity in our natural scene search does not

mean that it is classically a movement neuron. It has previously been shown that purely

visual cells (according to the classic nomenclature) have presaccadic activity during a

natural scene search task [55]. Moreover, from our 38 classified neurons, 4 were purely

visual, 18 were visual/delay, 11 were visual/delay/movement, 2 were visual/movement,

and 3 were purely movement. Within this small number of (mostly visual) neurons, we

did not observe a noticeable difference in results based on classification. However, as the

majority of our neurons were not classified in a traditional manner, we were unfortunately

unable to do a thorough analysis of the effects of cell type on our results.

Receptive Field Characterization

To map receptive fields, we first looked at the binned (by saccade angle) PSTHs. We

initially assigned the receptive field (RF) as the bin that had the largest difference between

baseline and the peak. We then found the time point corresponding to the peak firing

rate in this bin.

We then calculated a better estimate of the RF at this time point. To do this, we

calculated a smoothed version of the average firing rate across space. More specifically,

we tiled space with square pixels that were 3/4 of a degree. Each pixel was given the

average firing rate (at the given time) of the 200 non-target saccades that landed nearest
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to that pixel. After creating this smoothed firing rate map, we said that the RF was all

of the pixels with a smoothed firing rate more than 50% of the way from the minimum

to the maximum smoothed firing rate.

Note that when we previously ran all our analyses using a simpler (but less accurate)

RF characterization that only consisted of angle bins, we obtained the same general

results.

Behavioral Data Analysis

Saccades were classified into 3 types. First, target, expected reward (T+/ER+) saccades

were those that landed near the target followed by a fixation and reward, indicating

knowledge of the target. Second, target, no expected reward (T+/ER-) saccades were

those that landed near the target but were not followed by a fixation long enough (200

ms) to receive a reward. We assumed that this indicated lack of knowledge regarding the

target, and thus a lack of expected reward. Third, we defined non-target, no expected

reward (T-/ER-) saccades as those not landing near the target.

To statistically compare the latencies between T+/ER+ and T-/ER- saccades, we used

a two-tailed Wilcoxon Rank-sum test. Note that latencies below 90 ms were excluded in

this analysis under the assumption that anything below this cutoff would be an express

saccade. Additionally, we exclude latencies above 1000 ms, as it is likely the next saccade

was not detected. For M15, this statistical test was done separately for the fly and Gabor

task. A single result was reported, as it was the same for both tasks. When plotting the

distribution of latencies (Fig. 2c), we put latencies into 40 ms bins between 90 and 490

ms. The small number of saccades with latencies greater than 490 ms were not plotted.
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Since saccade velocities are strongly dependent on saccade magnitude, we plotted the

peak saccade velocity as a function of saccade magnitude for both T+/ER+ and T-/ER-

saccades. We put saccades with magnitudes between 5 and 25 degrees into bins with a

size of 1 degree. Note that for the fly task, M14 and M15 had eye movements tracked with

an eye coil, while for the Gabor task, M15 and M16 had eye movements tracked with an

IR camera (see Methods). The recorded peak velocities were consistently smaller when

using the IR camera, due to its limited 60Hz resolution (Fig. 2e). As we are comparing

velocities of saccade types, rather than being concerned with absolute velocities, we do not

view these differences as problematic. Note that for M15, we averaged the plots created

using the fly and Gabor task. In order to statistically compare the peak velocities between

T+/ER+ and T-/ER- saccades, for each saccade magnitude bin, we computed the relative

change in peak velocity vT−vNT

vT
, where vT and vNT are the peak velocities for T+/ER+

and T-/ER- saccades, respectively. This created a vector of 21 proportions of change.

We did a two-tailed Wilcoxon signed-rank test to determine whether this proportion was

significantly greater than 0. We defined vigor as the velocity of a saccade divided by the

expected velocity of that saccade, given its amplitude (Fig. 2f). The expected velocity of

a saccade was calculated by averaging the velocities of the 25 saccades with the closest

amplitudes to that of the given saccade for that monkey (regardless of whether they were

T+/ER+ or T-/ER-). When plotting the distribution of vigor (Fig. 2g), we put vigor

into bins of 0.1. Vigor less than 0.5 or greater than 1.5 was not plotted. When plotting

vigor versus saccade latency (Fig. 2h), latencies were put into 40 ms bins and scaled

velocities into bins of 0.02 (M14) or 0.01 (M15, M16).
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To examine whether latency and vigor were correlated, we tested whether the cor-

relation coefficient was significantly different from 0 using a two-tailed t-test. For M15,

this statistical test was done separately for the fly and Gabor task. A single result was

reported, as it was the same for both tasks.

In order to look at the effect of expected reward as a function of latency and vigor

simultaneously (Fig. 4a), we put latencies into 40 ms bins, and scaled velocities into

bins of size 0.1. We plotted the logarithm of the ratio of the probability distribution

of T+/ER+ saccades versus the probability distribution of T-/ER- saccades (over all

shown behavioral conditions). Each probability distribution was smoothed (in a 3 row x

3 column window with a Gaussian filter of σ = 0.5), prior to taking the ratio. We didn’t

show bins with less than 0.1% of saccades for both conditions. When averaging across

monkeys, the plot for M15 was first averaged across the fly and Gabor tasks.

Neural Data Analysis

For all subsequent analyses, we put spikes into 10 ms bins. We excluded the first saccade

in each trial from the analysis due to the confounding effects of the image onset. We only

included saccades that started and ended on the screen. In general, we focus on analyzing

activity around the time neurons are most active. This is because 1) our heterogeneous

population of neurons are active at different times in our natural scene search task (e.g.

see Fig. 3c); and 2) averaging activity over a large, static time window can nullify effects

(e.g., if a condition increases the firing rate at one time, and decreases it at another; as

in Fig. 3c, M14 cell 22).
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Comparing Peak Firing Rates Between Conditions

To compare firing rates between conditions, we computed perisaccadic time histograms

(PSTHs) of spiking activity When showing PSTHs of individual neurons (Fig. 3c), we

show the mean firing rate across saccades. The error bars on shown PSTHs are the

standard error of the mean (SEM) across saccades. When showing the PSTHs averaged

across neurons, we first normalize the mean firing rate for each neuron by dividing by the

peak firing rate when saccades are made into the RF, but not to the target (peak of the

red trace in Fig. 3c). We then show the average of these normalized firing rates across

neurons. Error bars are the SEM across neurons. All traces are smoothed using a 50 ms

sliding window.

To determine whether there was a significant difference in the peak firing rate of the

PSTHs between two conditions for a monkey (averaged across neurons), we 1) for a given

condition found the time bin that had the highest firing rate in the smoothed PSTH; 2)

for that condition, for every neuron, computed the normalized average firing rate in a 50

ms interval around that bin (i.e., the previous two 10 ms bins, that 10 ms bin, and the

next two 10 ms bins). This creates a vector of firing rates for each neuron in a given

condition (e.g. firing rates around each T+/ER+ saccade); 3) used a two-tailed Wilcoxon

signed-rank test to compare peak firing rates between the two conditions.

Tuning Curves

For our tuning curve analysis (Fig. 3f-g), we calculated firing rates in the 50 ms

window that contained the highest firing rate in the PSTH of all saccades into the RF.

The time window was independently determined for each neuron.
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To fit tuning curves, we created a scatterplot showing the firing rate (y-axis) versus

direction (x-axis) of each saccade. We then fit a Von-Mises function to these data points,

to model how firing rate varies as a function of direction (Fig. 3f). We fit a standard

four-parameter model [74]

(3.1) λ = α + β exp (κ cos (θ − θ∗))

where λ is the firing rate for each saccade, θ is the saccade direction for the trial,

and [α, β, κ, θ∗] are the parameters. We estimated these parameters using nonlinear least-

squares fitting, constraining the minimum of the tuning function to be non-negative,

κ ≤ 10, α > 0, and [−π ≤ θ∗ ≤ π]. We then computed the following quantities from the

estimated parameters:

Baseline: The minimum of the tuning curve, i.e. α + β exp(−κ),

Gain: The difference between the maximum and minimum, i.e. β exp(κ)− β exp(−κ),

Width: The empirical full-width half-maximum of the tuning curve,

Preferred direction: θ∗

In order to determine whether a parameter was significantly different across neurons

between T+/ER+ and T-/ER- saccades, we used a two-tailed Wilcoxon signed-rank test.

For each monkey, we plotted (Fig. 3g) the median of the ratio between the parameters

for T+/ER+ and T-/ER- saccades. For error bars, we plotted the standard error of the

median, computed by bootstrapping. The median and standard error of the median (as

opposed to the mean) were used due to skewed distributions with outliers.
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Generalized Linear Models

We used a Poisson generalized linear model (GLM) in order to determine whether

neurons uniquely encoded saccade latency, saccade vigor, and expected reward (whether

the saccade was to the target). In this analysis, we only considered saccades into the

receptive field, and those with latencies less than 1000 ms.

For each neuron, we aimed to predict the number of spikes during each saccade (into

the RF) during the 50 ms of peak activity for that neuron. In other words, we found

the 50 ms window with the highest firing rate (averaged across saccades into the RF;

as described in Comparing Peak Firing Rates Between Conditions), and then found the

number of spikes in this window for each saccade. This yielded a vector of spike counts,

Y. Note that we also ran a GLM where we always used a 100 ms time window prior to

saccade onset, and found the same general results.

In order to explain the spike counts, we used 4 covariates: 1) saccade latency, θL (a

vector of the latencies for each saccade); 2) saccade vigor, θV ; 3) expected reward (a

binary variable for whether the saccade was to the target), θT ; and 4) the expected firing

rate given the saccade vector, θRF (the smoothed average firing rate at the location of

the saccade vector see Receptive field characterization). This last covariate was included

because the proximity of the saccade vector to the preferred vector of the cell could help

explain the firing rate.

Overall, the model that generates the firing rate (λ) can be written as:

(3.2) λ = exp (β0 + βLθL + βV θV + βTθT + βRFθRF )
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where the β’s are the weights for each covariate (β0 is a baseline term) that we fit. Note

that the covariates are passed through an exponential nonlinearity, ensuring that firing

rates are positive. The model assumes that spikes are generated from the firing rate,

λ, according to a Poisson distribution. We fit the weights to the data using maximum

likelihood estimation. That is, we found the β’s that were most likely to produce the true

spike output (assuming spikes were generated from the firing rate in a Poisson nature).

For each neuron, we tested whether βL, βV , and βT were significantly different from 0

using a two-tailed t-test.

Multiple Comparisons Testing

When listing the number of significant neurons in our GLM analysis, we listed un-

corrected (for multiple comparisons) statistics. This was because we were not concerned

with whether specific individual neurons were significant; rather, we wanted to show an

uncorrected comparison of the numbers of neurons that had significant positive and nega-

tive effects. Nonetheless, there were many individual neurons that do survive Bonferroni

corrections.

Results

In two separate search tasks, three head-fixed monkeys (M14, M15, and M16) freely

searched for a target embedded in a natural scene (Fig. 1). Monkeys were rewarded for

locating and holding fixation on the target. Targets were blended into the background,

making the task difficult enough that the monkeys typically had to make several saccades

(on average, 5 to 7) in order to locate the target.
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We defined target, expected reward (T+/ER+) saccades as those that landed near

the target followed by a fixation and reward, indicating knowledge of the target (Fig. 2a).

The trial ended following these saccades. Similarly, we defined non-target, no expected

reward (T-/ER-) saccades as those not landing near the target (although this could also

include a small number of saccades where reward was expected; Fig. 2a). The trial

continued after these saccades, unless the maximum number of saccades allotted per trial

was reached. Our main comparison was between these two saccade types.

Expected reward alters saccade latencies and velocities

Prior to testing for neural differences resulting from expected reward, we investigated

whether there were behavioral differences between T+/ER+ and T-/ER- saccades. Specif-

ically, we tested for differences in latency and velocity of saccades, as previous studies have

shown that expected reward can decrease the latency and increase the velocity of saccades

[75, 61, 76, 58].

Indeed, while there was a large range of latencies (Fig. 2c), T+/ER+ saccades had

significantly shorter latencies than T-/ER- saccades (Fig. 2b; p < 0.001 for all mon-

keys). Interestingly, for T-/ER- saccades, the latencies systematically depended on the

saccade amplitude, and this pattern was different for each monkey, likely reflecting indi-

vidual search strategies (Fig. 2d; red). However, for T+/ER+ saccades, latencies were

consistent across saccade amplitudes (Fig. 2d; blue). Monkeys appear to have idiosyn-

cratic exploration strategies but share a common, fast, strategy for making saccades to

the target (for which they expect reward).
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One might also predict that reward expectation leads to higher saccade velocities. We

observed that T+/ER+ saccades had a significantly higher peak velocity than T-/ER-

saccades (Fig. 2e; p < 0.001 for all monkeys), especially for larger amplitude saccades.

For both types of saccades, however, velocity increased with amplitude, consistent with

the main sequence for saccades [77]. Therefore, in order to ask whether saccade velocity

varies with reward expectancy, we needed a velocity measure that accounts for the fact

that velocity varies as a function of amplitude. We use vigor, [61] which describes how

much the velocity of a saccade is above or below the expected velocity (for all saccades)

given the saccade amplitude (Fig. 2f,g; see Methods for calculation of vigor). Furthermore,

vigor and latency are unlikely to be independent; for example, a high degree of motivation

may lead to both increased velocity and decreased latency. Indeed, vigor and latency are

significantly negatively correlated (Fig. 2h; p < 0.001 for all monkeys), suggesting a

related neural mechanism.

Increased firing rates for saccades into the receptive field, when reward is

expected

We aimed to understand whether FEF activity is modulated by the expected reward of

saccades. To do this, we first computed PSTHs (aligned to saccade onset) for T+/ER+

and T-/ER- saccades made into the RF for each neuron (see Methods for RF character-

ization). To examine the average effect, we then normalized and averaged these PSTHs

across neurons. Average peak firing rates were significantly higher for T+/ER+ saccades

versus T-/ER- saccades (Fig. 3a-d) for all monkeys (M14, p < 0.001; M15, p < 0.001;

M16, p = 0.0218). This effect was not due to the increased fixation times that followed
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Figure 3.2: Behavioral differences
of saccades due to expected re-
ward. (A) Saccades that land near
the target followed by fixation are
defined as target, expected reward
(T+/ER+), and are shown in blue in
subsequent panels. Saccades that do
not land near the target are defined as
non-target, not expected reward (T-
/ER-), and are shown in red in subse-
quent panels. (B) Latencies are com-
pared between T+/ER+ (blue) and
T-/ER- (red) saccades. Mean +/-
SEM are shown. For this, and subse-
quent, panels, each column is behavior
from a different monkey. (C) Latency
distributions. (D) The mean latencies
(+/- SEM) of T+/ER+ and T-/ER-
saccades are shown as a function of
saccade amplitude. (E) Velocities are
compared between T+/ER+ (blue)
and T-/ER- (red) saccades. Mean ve-
locities (+/- SEM) as a function of
amplitude. Note that differences in
the magnitude of velocities are due to
differences in eye tracking technology
across monkeys (IR camera vs. eye
coil; see Methods). (F) Because ve-
locity is dependent on amplitude, we
define vigor as the velocity divided by
the expected velocity for that ampli-
tude (for all saccades). Shading is
based on whether scaled velocities are
greater or less than 1. (G) Vigor dis-
tributions. (H) Vigor as a function of
saccade latency for all monkeys. All
saccades, regardless of expected re-
ward, were combined, as they had the
same trends.
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saccades to the target (fixation was required for reward), as long fixation times did not in-

crease firing rates for T-/ER- saccades (M14, p = 0.029 for short fixation times increasing

firing rates; M15, p > 0.05; M16, p > 0.05; Fig. 3e). Therefore it appears that expected

reward does modulate FEF neurons’ activities during saccades into the RF.

In order to more generally understand how expected reward modulates FEF activity

during saccades across visual space (rather than just into the RF), we fit directional tuning

curves to both T+/ER+ and T-/ER- saccades (Fig. 3f,g). We found that T+/ER+

saccades led to significantly larger tuning curve gains (maximum minus minimum of the

tuning curve) in all monkeys (M14, p < 0.001; M15, p < 0.001; M16, p = 0.031), but

neither the width nor the baseline of the tuning curves changed systematically across

all monkeys (p > 0.05 for all except p = .047 for M14 width). These results support

an increase in neural activity that is specific for the upcoming saccade direction, rather

than a general enhancement (e.g. due to arousal). This gain increase could be beneficial

because it increases information [78] about the rewarded target location for downstream

brain areas [79, 80, 81, 82, 83].

Velocity and latency differences explain some, but not all, of the neural dif-

ferences due to expected reward

Because expected reward affects motor output (e.g., the latency and velocity of saccades),

any brain structure that leads to motor output can be modulated by expected reward. For

example, neurons in the brain stem that affect the velocity of saccades will be modulated

by expected reward. Thus, it is important to ask whether FEF’s modulation due to



119

Figure 3.3: Neural activity re-
flects expected reward. (A)
A schematic of T+/ER+ and T-
/ER- saccades into the RF. While
the RF is shown as an angular
wedge, the RFs generally had some
amplitude dependence. (B) Nor-
malized PSTHs averaged across
neurons, aligned to saccade onset.
We plot T+/ER+ saccades into
the RF (blue) and T-/ER- sac-
cades into the RF (red). Error bars
represent the SEM. (C) PSTHs of
example neurons, aligned to sac-
cade onset. Error bars represent
the SEM of that neuron’s firing
rate. (D) Normalized PSTHs av-
eraged across neurons (for each
monkey), aligned to saccade onset.
(E) Normalized PSTHs of T-/ER-
saccades that have subsequent fix-
ation times of greater than (pur-
ple) and less than (brown) 200
ms. Only saccades into the RF are
used. (F) We fit separate tuning
curves to T+/ER+ and T-/ER-
saccades using a Von-Mises func-
tion. An example tuning curve
fit is shown. Each dot repre-
sents a single saccade. (G) Tun-
ing curves were fit to all neurons.
The gains (left), widths (mid-
dle), and baselines (right) are
compared between T+/ER+ and
T-/ER- saccades. The medians of
these ratios (across neurons) +/-
the standard error of the median
(computed by bootstrapping) are
shown.
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expected reward is simply because FEF is programming appropriate saccade outputs, or,

whether there are higher level, cognitive effects of expected reward in FEF, or both.

It is important to first determine whether the latency and velocity of saccades explain

FEF variability. To determine whether latency and velocity could influence firing rates

independent of reward expectation, we quantified the latency and vigor dependence of

responses during T-/ER- saccades (Fig. 4b,c). We found that higher vigor and shorter

latency did increase the firing rate (M14, p < 0.001; M15, p = 0.0064; M16, p = 0.0017).

Behavioral factors thus explain some variability within T-/ER- saccades. Given this

finding, we asked if these movement variables could explain all the neural differences

caused by differences in expected reward.

To test this possibility, we compared T+/ER+ and T-/ER- saccades while controlling

for latency and vigor. Specifically, we sub-selected saccades (both T+/ER+ and T-

/ER-) with behavioral markers of expected reward (namely, high vigor and short latency

saccades) so that the behavior matched between T+/ER+ and T-/ER- saccades (Fig. 4a;

see Methods for details). T+/ER+ saccades had a higher peak firing rate than T-/ER-

saccades even when matched for latency and vigor (Fig. 4b-c; M14, p < 0.001; M15,

p = 0.0057; M16, p = 0.039). Thus, the enhanced response during T+/ER+ saccades is

only partially explained by behavioral differences in motor output.

To more rigorously control for velocity and latency, we fit a multiple regression model

(the Poisson generalized linear model (GLM)) to explain the peak firing rate of each

neuron. The model can tell us which factors uniquely contribute to the firing rate, even

when these factors are themselves correlated. We found that many neurons independently

encoded expected reward (i.e., that the saccade would land on the target), latency, and
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Figure 3.4: Increased firing rates due to expected reward, short latency, and
high velocity saccades: PSTHs. (A) As latency and vigor are correlated, we look at
the effect of expected reward across the behavioral space of latency and velocity. On the
top, the relatively likelihood of a saccade having a certain latency and vigor for T+/ER+
compared to T-/ER- saccades, averaged across monkeys. More yellow areas mean that a
particular latency and vigor are more likely for T+/ER+ saccades. Below, a threshold
is put on the upper panel to determine behavioral regions that are more likely to contain
saccades accompanied by expected reward (yellow) or no expected reward (blue). (B)
Normalized PSTHs averaged across neurons (from all monkeys) are constructed from
3 conditions: 1) T+/ER+ saccades in the yellow behavioral region of the above panel
(cyan); 2) T-/ER- saccades in the yellow behavioral region (orange); 3) T-/ER- saccades
in the blue behavioral region (pink). (C) Same as panel B, for individual monkeys.
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vigor (Fig. 5). We found higher peak firing rates for saccades when reward was expected

(22% of neurons significantly higher vs. 8% lower firing rates), short latency saccades

(39% vs. 11%), and high vigor saccades (30% vs. 8%). These GLM findings support

our previous PSTH-based analysis by showing that while FEF neurons are modulated by

latency and vigor, expected reward has an effect beyond the motor output.

Lastly, we asked whether expected reward, latency, and vigor were represented by sep-

arate populations of neurons (i.e., each neuron represents a single feature) or overlapping

populations of neurons (i.e., neurons represent multiple features). To answer this, we de-

termined the percentage of neurons that were significant for representing features (in the

above GLM analysis), conditional on the neuron representing other features (Fig. 5C). If

neurons represented only individual features, then the probability of a neuron represent-

ing one feature (e.g., expected reward), conditioned on that neuron already representing

another feature (e.g., latency; bars in Fig. 5C), should be lower than the general prob-

ability of representing the original feature (expected reward; dashed lines in Fig. 5C).

However, that was not the case. Neurons were more likely to represent a given feature

if they already represented an additional feature (bars are above the lines in Fig. 5C).

Thus, overlapping populations of neurons represent expected reward, latency, and vigor.

Enhanced FEF responses are due to expected reward, not simply due to mov-

ing to the target

In our previous analyses, all target saccades (T+) were associated with expected reward.

It is possible that the neural differences based on expected reward were actually due to

the visual presence of the target in the receptive field. The natural search task offered us
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Figure 3.5: Increased firing rates due
to expected reward, short latency,
and high velocity saccades: GLMs.
(A) Using a GLM, we used the latency,
vigor, and expected reward of the saccade
(whether it was to the target) to explain
the peak firing rate of each neuron. His-
tograms of the regression coefficients for
each covariate are shown, colored based on
their significance (dark blue is not signif-
icant). Insets (below) show the percent-
age of neurons that are significant. For
target (left), having positive regression co-
efficients signifies that going to the tar-
get (T+/ER+ saccade) increased the firing
rate. For latency (middle), having positive
coefficients signifies that longer latency sac-
cades increased the firing rate. For vigor
(right), having positive coefficients signi-
fies that higher vigor increased the firing
rate. (B) Same as panel A, with individ-
ual monkeys shown in each row. (C) Bars
show conditional probabilities (the proba-
bility of a neuron representing one feature,
e.g. expected reward, conditional on the
neuron representing another feature, e.g.
latency) from the GLM results across all
monkeys. Dashed lines show the general
probabilities of a feature being significant
in the GLM (not conditioned on the neu-
ron representing any other features). Error
bars are SEMs from bootstrapping. For ex-
ample, on the left we show the probability
that neurons’ firing rates significantly in-
crease due to expected reward (dashed line)
conditioned on the neurons’ having signifi-
cantly higher firing rates due to shorter la-
tencies (left bar) and higher vigor (right
bar).
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a simple way of controlling for this possibility. Because the target is difficult to find in

the complex background, it is likely that the monkey will occasionally saccade toward a

target without awareness of the target. We thus looked at a third type of saccade: that

which lands near the target, but is not followed by a fixation long enough (200 ms) to

receive a reward. We assume that this indicates lack of awareness of the target, and thus

a lack of expected reward. We defined these types of saccades as target, no expected

reward (T+/ER-) saccades (Fig. 6a).

These T+/ER- saccades give us an opportunity to ask if target presence was rep-

resented, independent of expected reward. We observed lower firing rates for T+/ER-

saccades compared to T+/ER+ saccades (Fig. 6b). Further, these differences were sig-

nificant for each monkey (Fig. 6c; M14, p < 0.001; M15, p = 0.0044; M16, p < 0.001).

In fact, the firing rate of T+/ER- saccades was generally the same as the firing rate of

T-/ER- saccades (Fig. 6b,c; M14, p < 0.021; M15, p > 0.05; M16, p > 0.05). Note that

for M14, the firing rate for T+/ER- saccades was slightly, but significantly, higher than

the firing rate of T-/ER- saccades. We believe this is due to a small number of classifica-

tion errors; that is, some of the T+/ER- saccades may have been reward expecting, but

the monkey did not fixate long enough, or some of the T+/ER+ saccades may not have

been reward expecting, but the monkey fixated long enough by chance. These results

demonstrate that FEF indeed is modulated by the expected reward of saccades rather

than the presence of the target in the RF or merely saccades to locations near the target.

A potential confound is that T+/ER+ saccades landed closer to the target than

T+/ER- saccades (Fig. 6d). Thus, it could be possible that the landing distance from the

target, rather than reward expectation, was responsible for the neural differences between
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T+/ER+ and T+/ER- saccades. This does not appear to be the case, as T+/ER+

saccades landing far from the target (defined as greater than the median distance from

the target) have higher firing rates than T+/ER- saccades landing far from the target

(Fig. 6e; M14, p = 0.0022; M15, p = 0.042; M16, p = 0.031). This is also true for saccades

landing near the target (Fig. 6e; M14, p = 0.0025; M15, p = 0.032; M16, p = 0.0055).

In fact, T+/ER+ saccades landing far from the target even have higher firing rates than

T+/ER- saccades landing near the target (Fig. 6e; M14, p < 0.001; M15, p = 0.098; M16,

p = 0.048). Nonetheless, it is important to note that for T+/ER- saccades, landing closer

to the target does increase firing rates. This is likely due to classification errors; that

is, some of the T+/ER- saccades landing near the target were probably associated with

expected reward. These results confirm that, when controlling for the landing distance

from the target, FEF firing rates are enhanced by expected reward rather than target

presence.

Differences between monkeys

It is worth noting that there were differences in results between monkeys. One main dif-

ference is the proportion of neurons that significantly represent features (expected reward,

latency, or vigor) in the GLM analysis (or similarly, the effect size of the results in the

PSTH analyses). M14 had the greatest proportion of neurons that represented features,

while M16 had the fewest. Indeed, the GLM analysis yielded no cells for M16 where

expected reward was significantly represented after accounting for latency and vigor. An-

other notable difference between monkeys is that the peak of the PSTHs happened near
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Figure 3.6: Modulation in FEF due to expected reward rather than target
presence. (A) We compared T+/ER+ (blue), T+/ER- (green), and T-/ER- (red)
saccades into the RF. (B) PSTHs show the average normalized firing rate +/- SEM of
saccades across all neurons (from all monkeys). (C) Same as panel B, but for individual
monkeys. (D) For an example monkey, M14, we show the difference in the distributions of
landing distances from the target for T+/ER+ and T+/ER- saccades. (E) We control for
the possibility that T+/ER+ saccades only have a higher peak firing rate than T+/ER-
saccades because T+/ER+ saccades land closer to the target on average (panel D). We
plot PSTHs for T+/ER+ and T+/ER- saccades that land close and far from the target.
Close and far are defined as less and more (respectively) than the median distance from
the target far all T+ saccades. Error bars are not shown to ensure that the means are
visible.
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saccade onset in monkey M14, but approximately 50 ms prior to onset in monkeys M15

and M16.

One reason for these differences is the way cells were selected. All units from M14,

and some units from M15 were recorded using acute recordings (see Methods). In these

cases, cells with strong visual or visuo-movement responses were almost always selected.

However, all cells from M16 and most cells from M15 were recorded with chronic arrays.

In those cases, cells were not carefully selected. Thus, these differences in selection could

have led to differing results between monkeys.

Another reason for differences in results across monkeys is due to potential differences

in anatomical location. Cells that were acutely recorded in M14 and M15 were confirmed

to be in FEF. However, some of the cells that were chronically recorded in M15 and

M16 may have been in nearby regions. Moreover, differences in recording location within

FEF could have led to differences between monkeys, or between neurons in an individual

monkey (see Methods).

Lastly, these differences in results could also be caused by different cell types being

recorded across monkeys, as the majority of our neurons were not classically categorized

into cell types (see Methods). Overall, we find it especially interesting that even though

there may be differences in the relative distributions of cell types recorded from each

monkey, most of the general trends are consistent.

Discussion

We recorded single-cell FEF activity while monkeys freely searched for targets in

natural scenes. We found that expected reward modulated the activity of FEF neurons
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during saccades into their receptive fields. This modulation was due to the expected

reward, and not simply the presence of the target, as there was no modulation when

monkeys accidentally made a saccade near the target. Importantly, expected reward

altered saccadic parameters; velocity was increased and latency was decreased. Although

FEF activity was modulated by these saccadic parameters, it additionally reflected the

expected reward above and beyond those parameters.

Expected Reward

The modulation of FEF activity due to expected reward was a central finding in our study.

We classified all non-target saccades, along with target saccades when the monkeys did not

fixate long enough to receive a reward, as not expecting reward. This classification was not

arbitrary, but was based on our assumption that the monkeys learned the required fixation

time in order to gain the reward. Undoubtedly, some of the saccades were misclassified.

For instance, if the monkey intended to fixate the target but ended up at a non-target

location, the monkey expected a reward at the end of the saccade, but we misclassified the

saccade as not expecting reward. Alternatively, if the monkey fixated near the target by

chance and got rewarded, the saccade was misclassified as expecting reward. Importantly,

errors of either kind in our data analysis would only lead us to underestimate the true

effect size of the neural differences.

The effects of expected reward in the oculomotor circuits of the brain have been stud-

ied extensively. Aside from FEF, for example, many cortical areas have been investigated:

lateral intraparietal sulcus [84, 85], supplementary eye fields [70, 86], dorsolateral pre-

frontal cortex [87], ventrolateral prefrontal cortex [88], orbitofrontal cortex [89, 90], and
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premotor cortex [90], among others. The effects of expected reward also appear in sub-

cortical areas: for example, superior colliculus [57, 91], the basal ganglia [92, 58], and

ventral tegmental area [93]. Past studies that tested for reward size effects in FEF have

yielded mixed results: no reward modulation [87], a general reward effect but no effect

of reward size [69], and an effect of reward size [70]. In our study, while we did not

manipulate reward size, we did observe a clear effect of expected reward on FEF activity

while a monkey searched natural images to find a target.

Saccadic velocity and latency

Unlike in previous work [94], we observed that vigor (velocity relative to the main se-

quence, [77]) is reflected in FEF responses. Previous work may have not found this effect

because classical tasks may elicit a more stereotyped relationship between saccade am-

plitude and velocity. Additionally, we observed that the greatest variability in velocity

occurred in the 15-25 degree range of amplitudes (see Fig. 2e), whereas past work often

looked at the lower end of this range. This demonstrates the importance of examining

the full range of saccades in order to understand the neural encoding of saccade variables.

We have found a dependence of firing rate on latency. This is consistent with decision-

making models that propose that there is a growing urgency signal [95, 21] or a decreasing

threshold [96, 97] over time. These models suggest that a higher firing rate is necessary

early on to make a decision, but lower firing rates are sufficient with increasing laten-

cies. Thus, urgency models may help explain the neural mechanisms of sensorimotor

decision-making not only during traditional multi-alternative choice tasks, but also dur-

ing naturalistic behavior.
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Simultaneously analyzing expected reward and motor variables

Given the effects of expected reward on saccadic parameters, it is important to under-

stand the degree to which reward modulation in a particular area is a reflection of motor

programming. While a small number of studies have used multiple regression to separate

the variance accounted for by reward and movement [91, 98, 87], the vast majority of

studies that examine reward in motor regions of the brain overlook this. Critically, in the

cases where reward modulation has been observed in FEF [69, 70], no effort was made

to test whether the effect of reward could be explained by movement variables like vigor

or latency. The present study demonstrates that, while much of the influence of reward

on FEF activity can be accounted for by changes in saccadic vigor and latency, there are

still unique effects of reward on FEF above and beyond this.

We used two separate methods to demonstrate that the FEF reflects expected reward

above and beyond saccadic parameters. Specifically, we (1) matched saccadic parameters

for different saccade types, and (2) jointly modeled the effects of movement and reward

on FEF activity using a GLM. Here we discuss potential weaknesses of these methods.

In both methods, other saccade parameters, such as further derivatives of velocity (e.g.,

acceleration, jerk) could be uniquely driving neural activity. We used latency and velocity,

as these have been previously shown to be affected by expected reward. In our GLM

analysis, it could be the case that our model was unable to capture the true relationship

between FEF firing and movement covariates. For example, some nonlinear combination

of vigor and latency may better explain the neural activity. Additionally, there could be

nonlinear effects (e.g., saturation) linking the movement covariates to the firing rate. It

is possible that the neural activity that we are attributing to expected reward could be
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explained by movement in a more accurate model. Nonetheless, these potential sources of

error in the GLM analysis are addressed by the matching analysis, which does not make

assumptions about the relationship between the movement variables and neural activity.

Both methods yield the same results.

Interpretation limitations

While we distinguished between the neural representation of expected reward and motor

variables, there are still many unanswered questions involving the neural mechanisms

related to expected reward. First, we cannot be sure about causality. While it is possible

that FEF activity is causally altering movement parameters, it is also possible that FEF

activity is simply correlated with these motor outputs. In this scenario, expected reward

would affect both the FEF and other oculomotor structures, but only a subset of the other

oculomotor structures, exclusive of FEF, would be causally linked to the motor output.

Observational studies like ours cannot ultimately answer such causal questions without

further interventions.

Additionally, it is particularly difficult to determine the processes that are being mod-

ulated by expected reward in cortical oculomotor circuitry where there is a unique con-

fluence of cognitive, sensory, and motor processing [99]. For example, expected reward

modulates visuospatial working memory [88] and spatial attention [64, 100, 85]. In our

study, the effect of expected reward that was observed above and beyond saccade param-

eters may thus have been due to an increase in attentional gain. While this is a likely

explanation of our findings, in a naturalistic task, attention and expected reward are tied

together, preventing mechanistic identification.
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Lastly, neural activity may be related to the value of the reward itself, or the reward’s

behavioral relevance. Indeed, human and non-human primate studies suggest that more

anterior regions of the cortex (e.g., orbitofrontal, dorsolateral prefrontal) tend to be mod-

ulated by the value of the reward, while more posterior regions of frontal cortex (e.g.,

FEF, premotor) tend to be equally modulated by rewarding and aversive stimuli. This

suggests that the latter are sensitive to the behavioral relevance, rather than the value, of

the stimulus [101, 90, 102]. Thus, the effects of reward expectation in our study might

more appropriately be attributed to the behavioral relevance of the target stimulus, rather

than its reward value.

Lastly, we want to reiterate that, while we aimed to record only from FEF, it is possible

that some recorded neurons may have been in nearby areas (see Methods and Results: Dif-

ferences between monkeys for details). Given the past observation of differences in reward

modulation between FEF and other prefrontal areas [87], it is important to consider the

possibility that the individual differences in the reward-related effects we observed could

be explained by differential contamination of the FEF recordings from other regions with

different functional properties. Nonetheless, our main claim that there are neurons in

FEF that represent expected reward after controlling for saccadic variables is strongest

in monkey M14, whose recordings were confirmed to be in FEF.

Natural Scene Search

The interplay between the concepts of exploration and exploitation may provide meaning-

ful insights into our natural scenes findings about expected reward. When searching for

an object, we initially make exploratory saccades that aim to gather information about
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the scene [35]. When we then find the object in the visual periphery, we make an exploita-

tive saccade that aims to foveate the object in order to gain reward. The enhancement of

neural activity associated with exploitative (expected reward) saccades could have several

purposes. Along with allowing the subject to reach the object faster (due to increased

vigor and decreased latency), the higher firing rates could lead to more precise saccades

(due to the increased gains of tuning curves; Fig. 3g, [78]), which are likely more impor-

tant for exploitative saccades. Tuning curves with higher gains could also more precisely

allocate attention, which is useful to avoid distraction and ensure that this is the correct

object (e.g. to make sure this is the berry you are looking for, not a poisonous one). Thus,

the effects of expected reward during visual search can be understood in the context of

exploration and exploitation in the real world.

Our results also highlight the value of using natural scenes in vision experiments with

non-human primates [55, 103, 104, 34, 105, 106, 107]. For instance, we were able to

analyze saccades that landed near the target accidentally (without reward expectation),

which would not occur in an experiment with simple stimuli. The finding that these acci-

dental target saccades did not increase firing rates can help explain previous discrepancies

between experiments using artificial stimuli and natural scenes. While there have been

studies using artificial stimuli that have found evidence that FEF encodes task-relevance

or feature-based attention (i.e., visual similarity to a target) [11, 13], studies using natural

scenes have not yielded this result [1]. Similarly, in our study, T+/ER- were not accom-

panied by an enhanced response, even when the target was contained within the RF. It

may be the case that the ease of localizing stimuli in the artificial stimulus paradigms
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more consistently leads to an awareness, and subsequent neural representation, of the tar-

get and objects similar to the target [107], as it did with the T+/ER+ saccades. These

differences highlight the importance of using natural stimuli in order to test ecologically

relevant behaviors.
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CHAPTER 4

From preliminary to definitive plans: two classes of neurons in

frontal eye field

Abstract

Prior to selecting an action, we often consider other possibilities. How does the brain

represent these preliminary plans prior to action selection? Here, we investigated this

question in the oculomotor system during self-guided search of natural scenes. We found

two classes of neurons in the frontal eye field (FEF): 1) “late selection neurons” that

represented the selected action plan not long before the upcoming saccade, and 2) “early

selection neurons” that became predictive of the upcoming saccade much earlier, often

before the previous saccade had even ended. Crucially, these early selection neurons did

not only predict the upcoming saccade direction; they also reflected the probabilities of

possible upcoming saccades, even when they did not end up being selected. Our results

demonstrate that during naturalistic eye movements, separate populations of neurons

code for preliminary and definitive plans.

Introduction

Deciding where to look next in the real world is a complex process, as we must rapidly

decide between countless options. Prior knowledge about the environment and past be-

havior can facilitate decisions by focusing limited computational resources on seemingly



136

good options. For example, if you are currently looking on the left side of the desk for a

pencil, it will be most useful to look rightwards next. Using prior information to make

preliminary plans about upcoming saccades could be an efficient use of neural resources

in the oculomotor system.

Several previous studies have shown that oculomotor structures in the brain utilize

prior information for planning saccades [108, 109, 14, 110, 12, 111]. In macaque

superior colliculus (SC), burst neurons show increased pre-target activity [108, 109] when

there is an increased probability that a target will be placed in the neurons’ receptive fields.

The same effect was found in corticotectal neurons in the frontal eye field (FEF) [14]. In

both SC and FEF, the neurons with pre-target activity also responded after target onset,

with greater activity when the target actually appeared in their receptive fields. That is,

the same population of neurons appeared to be involved in the preliminary (pre-target)

planning and final (post-target) action selection. However, it remains unclear how the

oculomotor system accomplishes various stages of planning and execution, in particular

in more naturalistic settings where targets are typically not flashed on and off.

Unlike unconstrained, natural eye movement behavior, the tasks used in previous

studies imposed substantial limitations on the prior information available for making pre-

liminary plans. Rather than eliciting self-guided search behavior, these tasks elicited

single saccades instructed by a target. This approach eliminated the ongoing planning of

sequences of saccades, which is a function of FEF neurons in natural search conditions

[112, 13]. These tasks also removed the possibility of ruling out saccade targets based on

previous saccades [110]. Moreover, the oculomotor system is modulated by eye position

in a manner that favors movement towards the center of the oculomotor range [113].
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By removing starting eye positions as a variable, these previous studies also removed a

significant source of prior information for constraining the range of potential eye move-

ments. In naturalistic settings, much remains unknown about how the oculomotor system

represents preliminary plans, and how they evolve into definitive plans.

Here, to explore how the oculomotor system represents preliminary and definitive

plans during naturalistic saccades, we recorded from macaque FEF during a natural

scene search task. Rather than finding that the same neurons represented preliminary

and definitive plans, we found two separate classes of neurons. “Early selection neurons”

became predictive of the upcoming saccade prior to the current fixation, before they

could have received new visual information. “Late selection neurons”, on the other hand,

coded for the selected action plan shortly before the upcoming saccade. Importantly,

the activity of early selection neurons related not only to the upcoming saccade; early

selection neurons also reflected the probabilities of upcoming eye movements based on the

current eye position, regardless of the actual selected saccade direction. We find that in

naturalistic settings, two separate classes of neurons code for preliminary and definitive

saccade plans.

Results

Behavior

To investigate how preliminary and definitive plans are represented during self-guided eye

movements, we recorded single units from the frontal eye field (FEF) while head-fixed

monkeys freely searched for a target embedded in natural scenes (Fig. 1A) [2, 1]. Trials

either ended when the monkeys made 20 saccades without finding the target, or when
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they made a saccade to the target and held gaze there to receive a reward. During such a

self-guided search, monkeys could make preliminary plans for saccades before they have

new detailed visual information at each upcoming fixation location.

One easily quantifiable factor that could contribute to preliminary saccade plans is

the eye position on the screen. For instance, when the monkey is fixating on the right

side of the screen, there are more possible saccadic opportunities to the left, and thus the

monkey might make preliminary plans to go left (Fig. 1B).

To explore this idea, we defined a quantity φ, which was the angle between the eye

position vector (relative to the center) and the upcoming saccade vector (Fig. 1C). When

going back towards the center, φ = 180◦, and when going away from the center, φ = 0◦.

We found that monkeys are more likely to look approximately opposite of their current

position (away from the borders of the screen), and the effect is stronger when closer to

the border of the screen; Fig. 1D). This is in line with the known finding of center bias in

eye movement behavior [38, 114, 115]. Interestingly, the peak of φ is not at exactly 180◦

(when going back towards the center). In both monkeys, there is a higher probability of

φ = 135◦ or φ = 225◦ than φ = 180◦. This is because these statistics not only reflect the

possible on-screen saccades (which would be centered on 180◦); they also reflect any other

strategies and biases of the monkeys, which could be involved in preliminary planning.

In addition to saccade directions, preliminary saccade planning may also be reflected

in saccade latencies. Indeed, latencies were shorter for saccades made approximately

opposite of the eye position, (at φ close to 180◦; both monkeys, p < 1e − 10; Fig. 1E),

and the effect was stronger for eye positions closer to the border (Monkey J, p = 4.9e− 4;

Monkey K, p = 7.9e − 10; Fig. 1F). These findings are consistent with several previous
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studies showing that saccades back towards the center have shorter latencies [113, 116,

117]. Interestingly, latencies were actually slightly less for saccades at φ’s slightly offset

from 180◦ (Fig. 1E). This is similar to the above finding that the distribution of φ

was peaked at angles slightly offset from 180◦. Overall, the monkeys’ behaviors suggest

that the oculomotor system became more prepared to look in a given direction as the

probability of a saccade in that direction increased.

Saccade-related neural activity

To investigate the neural basis of preliminary and definitive saccade planning, we first

looked at the time at which neurons’ activities became predictive of the upcoming sac-

cades. We focused on a subset of neurons (86/226, 38% of recorded neurons) whose

activity we found to be modulated by the upcoming saccade direction (see Methods).

Among this subset, we categorized these neurons as Early Selection (E-Sel) or Late Se-

lection (L-Sel) depending on the time that their activity predicted the upcoming saccade

direction. More specifically, we found the time that activity distinguished between up-

coming saccades into neurons’ preferred directions (PDs) versus opposite their PDs (Fig.

2; see Methods). L-Sel neurons (48/226, 21% of recorded neurons) became responsive to

the upcoming movement direction following fixation (Figs. 2A and S1A, rows 1,2). E-Sel

neurons (38/226, 17% of recorded neurons), however, became responsive to the upcoming

saccade prior to fixation, i.e., during the previous saccade (Figs. 2A and S1A, rows 3,4).

This agrees with the findings of Phillips and Segraves [112], who showed that during

self-guided search, a subpopulation of FEF neurons became selective for the upcoming
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Figure 4.1: Experiment and behavior. (A) Monkeys freely searched for a Gabor
target embedded in natural scenes. (B) The probability of the direction of the upcoming
saccade is dependent on the eye position on the screen. This is an example where the
eye position is to the right of the screen. (C) We quantify the relationship between the
upcoming saccade direction and position using φ, the angle between the position vector
(relative to center), and the upcoming saccade vector. (D) The distribution of φ’s for all
saccades (blue), and split according to whether the starting eye position was close (purple)
or far (orange) from the border. The close/far distinction was based on being less/more
than the median distance from a border. (E) The mean latency of saccades as a function
of φ. (F) The latency difference between saccades towards the center (|φ− 180◦| < 60◦)
and saccades away from the center (|φ − 180◦| > 120◦), as a function of the starting
eye position’s distance from a border. The distance from the border was divided into
quartiles.
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saccade prior to fixation. As E-Sel neurons demonstrated predictive activity that pre-

ceded detailed visual information (available only after fixation), these neurons seemed to

represent preliminary planning of saccades.

If the neurons’ activities are involved in saccade planning, then we would expect them

to relate to the latency of the upcoming saccade, with higher activity predictive of shorter

saccade latency [118, 119, 120, 121]. We found that this is the case for both E-Sel and

L-Sel neurons. For saccades into neurons’ PDs, shorter saccade latencies were associated

with greater neural activity (Figs. 2B and S1B). This provides additional evidence that

both E-Sel and L-Sel neurons are involved in planning upcoming saccades, but at different

times.

Preliminary planning based on eye position

In the preceding section, we showed that E-Sel neurons became predictive of the upcoming

saccade during early stages, which suggested preliminary planning. These preliminary

plans could be related to the monkey’s eye position on the screen. For instance, when

the monkey is fixating on the left side of the screen, it may make preliminary plans to

move rightward. Thus, if a neuron with a PD to the right was involved in preliminary

planning, we would expect this neuron to have greater activity when the monkey’s eye

position was on the left side of the screen. Generalizing this example, we would expect

neurons involved in preliminary planning to have greater activity when the monkey’s eye

positions are such that the next saccade is likely to be into the neurons’ PDs. This occurs

when the eye positions are approximately opposite of the neurons’ PDs. Importantly, we
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Figure 4.2: Different times of saccade selectivity for E-Sel and L-Sel neurons,
and neural differences related to saccade latencies. Peri-event time histograms
(PETHs), aligned both to fixation (left part of each column) and the upcoming saccade
onset (right part of each column). First Row of PETHs: An example late selection
neuron. Second Row: Normalized averages of late selection neurons. Third Row: An
example early selection neuron. Bottom Row: Normalized averages of early selection
neurons. (A) PETHs of saccades near the preferred direction (PD; black) versus opposite
the PD (brown). (B) PETHs of saccades near the PD, for saccade latencies less than 150
ms (orange) versus latencies greater than 150 ms (green).
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should be able to see evidence of this preliminary planning based on position, regardless

of the direction of the actual saccade.

We investigated whether the time course of neural activity (as shown by peri-event

time histograms, PETHs) of E-Sel neurons depended on the initial eye position. Indeed,

we found that these neurons did have greater activity when the eye position at fixation

was opposite of the neurons’ PDs (Figs. 3 and S2, PETH rows 3,4; red trace higher

than blue trace), i.e. when the upcoming saccade is likely to go into the neurons’ PDs.

This differentiation of activity based on the initial eye position began prior to fixation,

long before the upcoming saccade. This is around the same time these neurons became

selective for the upcoming saccade (Figs. 2 and S1). Importantly, even when controlling

for the direction of the upcoming saccade, E-Sel neurons still had greater activity when

the eye position was opposite the PD (Figs. 3 and S2). Moreover, this activity difference

was not due to latency differences (Fig. S3). In other words, neurons had higher activity

when the eye was in a position that made a saccade into the PD likely, even if the saccade

didn’t actually end up going into the PD (Figs. 3B and S2B). This finding, along with

the early timing of these neurons’ responses, supports the idea that E-Sel neurons are

involved in preliminary planning.

Do L-Sel neurons also represent this information about preliminary plans? The PETHs

reveal that these neurons did not have higher activity when the initial eye position was

opposite the PD (Figs. 3 and S2, PETH rows 1,2; red trace does not rise above the blue

trace). In fact, on average, activity was higher for positions near neurons’ PDs, likely

due to persisting activity from the previous saccade. This finding, along with the late



144

timing of these neurons’ responses, supports the idea that L-Sel neurons are not involved

in preliminary planning.

Model-based analysis

The previous PETH-based analyses contained several confounding factors. For instance,

activity around the time of fixation could have been related to the previous saccade. Plus,

there were correlations between eye position and upcoming saccades that were not fully

disentangled. To more rigorously determine how much of the observed neural activity

related to the actual upcoming saccades versus the eye position (which can be used in

preliminary planning), we used a generalized linear model (GLM) analysis. As input

variables to the model, we included the eye position, upcoming saccade vector, upcoming

saccade velocity, and previous saccade vector (see Methods). This model-based analysis

allowed us to estimate the importance of saccade and position variables.

For E-Sel neurons, the upcoming saccade covariate’s importance began to increase

approximately 100 ms before fixation, and ramped up for about 200 ms (Figs. 4B and

S4B). The position covariate’s importance was also high at this time, and showed a similar

increase in importance over time. This analysis supports that early activity was indeed

predictive of the actual saccade that would occur, but the activity was also independently

influenced in a similar manner by eye position.

For L-Sel neurons, the saccade covariate’s importance began to increase after fixation

(Figs. 4A and S4A). While the position covariate had some importance on average, its

importance across time was static, rather than ramping up. Additionally, the importance

of the saccade parameter was much greater than that of the position parameter. This
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Figure 4.3: E-Sel, but not L-Sel, neurons have higher activity in positions that
are more likely to result in saccades near the PD. Peri-event time histograms
(PETHs), aligned both to fixation (left part of each column) and the upcoming saccade
onset (right part of each column). First Row of PETHs: An example late selection
neuron. Second Row: Normalized averages of late selection neurons. Third Row: An
example early selection neuron. Bottom Row: Normalized averages of early selection
neurons. (A) PETHs of saccades near the PD, with a starting position near the PD
(unlikely that upcoming saccade will be near PD; blue) versus a position opposite the PD
(likely that upcoming saccade will be near PD; red). (B) PETHs of saccades opposite
the PD, with a starting position near the PD (blue) versus a position opposite the PD
(red).
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Figure 4.4: GLM results - importance of upcoming saccade and eye position
parameters. Importance of parameters in the generalized linear model, across time,
aligned to fixation. (A) The mean relative pseudo-R2 of the upcoming saccade (green)
and eye position (purple) covariates for late selection neurons. (B) Same plot for early
selection neurons. Shaded areas represent SEMs.

confirms that this later activity was primarily related to the actual saccade that would

occur.

Early activity reflects probabilities of upcoming saccades

Above, we observed that E-Sel neurons had greater activity when the eye position made

it more likely that the upcoming saccade would be toward neurons’ PDs. But does this

activity more precisely relate to the task behavior? That is, does the early neural activity

reflect the probability distribution of upcoming saccades (Fig. 1d)?

To understand how E-Sel activity relates to the distribution of upcoming saccades,

for each neuron we calculated the average activity as a function of the “relative position

angle”. The relative position angle is the position relative to the PD of the neuron (Fig.

5a), and is an analog to the behavioral measure φ (Fig. 1c, Fig. 5b). We averaged across

all neurons and tracked this distribution over the course of saccade planning. Importantly,

we only included fixation periods preceding saccades that were made opposite of the
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neurons’ PDs in order to minimize contamination by neural activity that was related to

definitive saccade plans or execution.

In the resulting plot, we observed greater activity when the eye position was approx-

imately opposite the neurons’ PDs (Figs. 5c and S5a). This relation was not due to

activity from the previous saccade (Fig. S5c). Looking more closely at the 100 ms around

fixation, we can see that the greatest neural activity occurred when the eye position was

not exactly opposite the PD. It was greatest at a relative position angle of about 135◦,

similar to the saccade statistics in the task. In fact, the circular means of the neural

activity distribution and behavioral distribution were not statistically different (p > 0.05

via bootstrapping; Fig. 5d). Thus, the neural population activity reflected the probability

distribution of upcoming saccades in the task.

We also examined whether there were differences in FEF activity when the eye position

was close versus far from the border. Like before, we only included fixation periods

preceding saccades that were made opposite of the neurons’ PDs. We found that for eye

positions opposite to the PD, there was greater activity when close to the border (Figs.

5e and S5b). This relates to the behavior, in that the probability of saccades opposite

the current position is greater when closer to the border (Fig. 5f). For eye positions in

the same direction as the PD, there was lower activity when close to the border (Figs. 5e

and S5b). This relates to the behavior, in that the probability of saccades in the same

direction as the current position is smaller when closer to the border (Fig. 5f). Thus,

the early activity of the population of E-Sel neurons closely relates to the probabilities of

saccades that will later occur.
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Figure 4.5: E-Sel population activity reflects the probabilities of upcoming sac-
cades. On the left, we plot the population activity of E-Sel neurons as a function of the
relative position angle. On the right, with a gray background, we show how this relates
to the behavioral distribution of φ’s. (A) The relative position angle is the difference
between a neuron’s preferred direction and the eye position vector (from the center). (B)
Copied from Fig. 1c, φ is the difference between the upcoming saccade and the eye posi-
tion vector. (C) On the left, a heat map of normalized activity over time, as a function
of relative position angle, averaged across neurons. On the right, the normalized average
activity in the 100 ms surrounding fixation, plotted as a function of the relative position
angle. Only saccades away from the PD are included. (D) The distribution of φ’s across
all saccades combined across monkeys. (E) Same as panel C, but now separated for ini-
tial eye positions close to the borders (top left, right in purple) and far from the borders
(bottom left, right in orange). (F) Same as panel D, but now separated for initial eye
positions close to the borders (purple) and far from the borders (orange).
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While the PETH results suggested that L-Sel neurons are not involved in preliminary

planning, we still analyzed L-Sel neurons’ activity as a function of eye position to check

whether they represent the probabilities of upcoming saccades (Fig. 6). Early on, around

the time of fixation, there was the greatest activity when the eye position was in the

same direction as the preferred direction. This was due to activity related to the previous

saccade, which was more likely to be into the PD when the current eye position was in the

direction of the PD. Later during the fixation period (150-250 ms from fixation onset),

activity as a function of relative position angle matched the statistics of saccades (Fig.

6a). However, this was only because we included all saccades, and the saccade-related

activity captured the correlations with eye positions. When we only included saccades

away from the PD (as in Fig. 5), almost all of the activity disappeared (Fig. 6b).

Another way we tested whether the apparent position-related activity was actually due to

the correlation between position and upcoming saccades was to resample saccades to get

a different correlation structure between eye positions and saccades (i.e., we resampled to

get a different distribution of φ’s). When we did this, L-Sel neurons’ activity no longer

matched the true distribution of φ’s (Fig. 6c). On the other hand, for E-Sel neurons,

this resampling still yielded activity that was close to the true distribution of φ’s (Fig.

6c). This demonstrated that the activity of L-Sel neurons related to the actual saccades

themselves, while E-Sel neurons’ activities related to the probabilities that saccades would

occur.
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Figure 4.6: L-Sel population activity does not reflect the probabilities of up-
coming saccades. We plot the population activity of L-Sel neurons (left) and E-Sel
neurons (right) as a function of the relative position angle, as in Figs. 5 and S4. For the
polar plots on the right, we use activity in the 100 ms around fixation for E-Sel neurons,
as in Fig. 5. For L-Sel neurons, we use activity from 150-250 ms following fixation. Note
that the color bars for E-Sel neurons differ from those in Fig. 5. (A) All saccades are
included. (B) Only saccades away from the PD are included. (C) We control for the
correlation between the eye position and upcoming saccade direction. We resampled sac-
cades to create a distribution of saccade directions relative to position angles that were
centered on 45◦. This plot ensures that our main results are not simply caused by a corre-
lation with the true upcoming saccade (in which case the activity after resampling would
become peaked closer to 45◦), but rather reflect the distribution of upcoming saccades (in
which case the activity after resampling would remain peaked at ∼ 135◦).

Discussion

Here, during a self-guided search task we found separate functional classes of neurons

within the frontal eye field (FEF). Early selection (E-Sel) neurons became predictive of
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the upcoming saccade direction prior to fixation, before new visual information could be

processed, while late selection (L-Sel) neurons became predictive of the upcoming saccade

direction following fixation. Along with being predictive of the actual upcoming saccade,

E-Sel neurons activity reflected the probability distribution of upcoming saccades, regard-

less of the actual upcoming saccade direction. This was not the case for L-Sel neurons,

whose activity primarily related to the saccade itself. This suggests E-Sel neurons are

involved in preliminary planning of possible movements that may or may not be selected,

while L-Sel neurons are involved in definitive planning.

Our findings have some overlap with the results of Phillips and Segraves [112], who

also studied FEF during a natural scene search task. Like us, they found early saccade

predictive activity in many neurons, sometimes prior to fixation. In their study, they

also found that many neurons’ activities were predictive of future saccades (not just the

upcoming saccade), which they called “advanced predictive activity”. When they split

neurons into two subpopulations depending whether the neurons had advanced predictive

activity or not, they found that neurons with advanced predictive activity also became

selective for the upcoming saccade significantly earlier. Their classification based on

whether neurons had advanced predictive activity (i.e. whether their activity predicted

future saccades), may thus overlap with our classification into E-Sel and L-Sel neurons.

Importantly, our study goes beyond confirming their finding that neurons have predictive

activity for the upcoming saccade at widely varying times (some early and some late).

Here, we have shown that E-Sel neurons don’t only have activity related to the actual

upcoming saccade, but they (unlike L-Sel neurons) have activity related to the probability

of the upcoming saccade (based on eye position), regardless of the actual direction of the
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saccade that is made. This allowed us to more generally suggest a role for E-Sel neurons

in preliminary plans, which may or may not be executed.

While we aimed to record from neurons within FEF, it is possible that some of the

recorded neurons were from nearby areas within prefrontal cortex (see Methods). Thus,

it is possible that both E-Sel and L-Sel may not both have been in FEF; one class may

have been in a nearby area. However, we believe this is unlikely as there were many

instances in which both E-Sel and L-Sel neurons were recorded from the same electrodes

at the same depths. Moreover, in M16, we recorded both E-Sel and L-Sel neurons from

electrodes that were confirmed to be in FEF. Thus, while some of the neurons may have

been in nearby prefrontal oculomotor structures, at least a portion of both E-Sel and

L-Sel neurons were from FEF proper.

We divided neurons into E-Sel neurons and L-Sel neurons based on the time they be-

came selective for the upcoming saccade. Classically, FEF neurons have been categorized

as having visual, delay, and/or movement activity using a memory-guided saccade task

[80, 10] (although see [122] for recent work revising these classifications). Since both

E-Sel and L-Sel neurons are selective for the upcoming movement, one would initially as-

sume that they would both have classical movement activity. However, during movements

in natural scenes, neurons with classical visual activity have also been shown to be selec-

tive for the upcoming saccade [55, 33]. Moreover, Phillips and Segraves [112] found that

neurons with classical visual activity can be selective for the upcoming saccade at widely

varying times (both early and late). In the future, it would be beneficial to characterize

how the classical neuron types relate to E-Sel and L-Sel neurons.
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Here, we assumed that the neural activity of E-Sel neurons related to eye position was

used for preliminary planning. This is in line with previous research showing that a lower

stimulation threshold in FEF was required to elicit saccades opposite of the current eye

position [123], which suggested that eye position biases upcoming saccades. However, it

is possible that FEF activity related to position was used for computations other than,

or in addition to, saccade planning. For instance, Cassanello and Ferrera [124] found

that there was generally greater activity in FEF neurons when the initial eye position was

opposite the neurons’ PDs. However, they argued that this position-based modulation of

activity could allow vector subtraction, with the purpose of keeping a memory of the target

location across saccades. It is important to note that a position signal could ultimately be

used for multiple purposes. For instance, there could be multiple read-outs of this position

signal, one that is used for saccade planning, and another that does vector subtraction for

the purpose of stability across saccades. Ultimately, given that E-Sel neurons’ activities

with respect to position matched the statistics of upcoming saccades, and given that FEF

has a known role in saccade planning [12, 125, 15], it is improbable that E-Sel neurons

were representing position solely for a purpose other than making saccade decisions.

Previous studies have also suggested that neural activity in superior colliculus (SC)

is modulated by eye position in order to bias upcoming saccades. Pare and Munoz [113]

found that burst neurons in SC had higher firing rates when the eye position was opposite

the neurons’ PDs, as we found here for FEF. However, other studies in SC [126, 127]

found the opposite result (although in different tasks) - that firing rates were generally

higher when the eye position was in the same direction as the neurons’ PDs. It is thus

possible that a subset of SC neurons use position for preliminary planning. Given the
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effect of eye position on saccade latencies (Fig. 1), it makes sense that it would affect

neural activity related to saccade planning throughout the oculomotor system.

How does the FEF have access to eye position information to use for saccade planning?

Given that E-Sel neurons are modulated by the fixation position prior to the start of

fixation, these neurons cannot be using a sensory eye position signal. Rather, we suspect

that this information is computed based on a corollary discharge signal of the saccade

plan coming from superior colliculus (via mediodorsal thalamus) [128, 129]. In fact,

when this corollary discharge pathway is blocked, monkeys are not able to successfully

make sequences of saccades [128, 129]. Thus, we would hypothesize that blocking this

corollary discharge pathway would interfere with E-Sel neurons’ preliminary planning.

When averaging activity across saccades, the activity of E-Sel neurons reflected the

full continuous probability distribution of upcoming saccades. This extends previous

work showing that neural activity in the oculomotor system reflects the probabilities

of upcoming saccades when deciding between a small number of discrete targets [108,

109, 14, 130, 131]. Importantly, because our results were based on averaging across

saccades, we do not know whether the FEF population, prior to single saccades, reflects

the probability distribution of the upcoming saccade. An alternative explanation is that

the population always makes preliminary plans for a single saccade, and when averaged

across saccades, these individual plans create a distribution. In the future, it would

beneficial to simultaneously record many FEF neurons and perform a single-trial decoding

analysis (as in [4]) to determine whether probability distributions are represented prior

to single saccades.
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Our findings suggest a link between previous studies showing pre-target preparatory

activity in constrained tasks and studies showing advanced saccade planning during self-

guided saccades. Everling and Munoz [14] showed that FEF neurons had higher activity

prior to target onset when there was a higher probability the target would be shown in the

neurons’ PDs. This parallels our finding that E-Sel neurons had higher activity when there

was a greater probability of the upcoming saccade being in their PDs. Additionally, during

self-guided search, researchers have provided evidence for FEF planning more than one

saccade in advance [112, 13]. These advanced plans could be reflected by E-Sel neurons,

which are predictive of the upcoming saccade before gathering new information. Thus,

there may be a common mechanism, where E-Sel neurons are involved in preliminary

planning, whether based on saccade probabilities or some saccade sequence planned in

advance.

Previous studies have shown that burst neurons in SC and corticotectal neurons in

FEF have activity related to the probabilities of upcoming targets prior to target onset

[108, 109, 14]. After target onset, the activity of these neurons relates to where the

target (and saccade) actually are. In the framing of this paper, the same neurons would

be involved in both preliminary planning (prior to target onset) and definitive planning

(after target onset). Interestingly, our finding of two separate classes is unique from these

past studies.

One possible reason for this difference is that we have simply recorded different neu-

rons than in these previous studies, possibly because we used chronic arrays rather than

targeting neurons with single electrodes. For instance, the layer 5 corticotectal neurons
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recorded by Everling and Munoz [14] may be more motor-related since they are the out-

put cells of FEF, while we did not focus on this neuron type. Alternatively, it could be

due to differences in the experiments, as the previous experiments involved trials with

single saccades to displayed targets, while our trials had multiple saccades and no target

onset. In previous experiments, the activity after the target was displayed could have

specifically been a visually-evoked response, which we did not see because we did not

flash a target onscreen. Additionally, it is possible that E-Sel neurons’ activity is specific

to our continuous and self-guided saccades. For instance, the activity could be triggered

by the end of the previous saccade, or based on planning multiple saccades in advance,

both of which would not happen in an experiment with a single saccade. In the future, in

order to better understand the differences in our findings, it would be useful to conduct

both a classical task with targets and a self-guided search task, while recording from the

same neurons.

While we have shown separate neurons related to preliminary (E-Sel) and definitive (L-

Sel) planning, the neural circuits involved in transforming preliminary to definitive plans

remain unclear. One possibility is that E-Sel neurons project to L-Sel neurons within

FEF to influence the saccade plan. Another possibility is that E-Sel neurons project to

neurons in SC, which then go on to influence the saccade plan. Both possibilities could

also happen simultaneously. Our work clearly could be explained by a large number of

different circuit models. Future work should aim to elucidate the circuit mechanisms

behind the transformation from preliminary to definitive saccade plans.
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Methods

Many of the methods here, especially for neural data analysis, are the same as in our

other recent manuscripts [2, 4], and are described in the same way.

Behavioral Paradigms

Experiment

Two monkeys (Monkeys J and K; in previous papers referred to as M15 and M16 [2, 1])

freely searched for an embedded Gabor target in a natural scene background, as in [2, 1].

They were rewarded for fixating near the target for 200 ms. If they did not find the target

within 20 saccades, the trial ended.

Eye tracking Eye movements were tracked with an infrared eye tracker (ISCAN Inc.,

Woburn, MA, http://www.iscaninc.com/) at 60 Hz.

Saccade detection

The start of saccades was determined by when the velocity of eye movements went above

80 degrees / sec. The end of saccades was marked by when the velocity fell below 100

degrees / sec. Saccades could only be detected after an intersaccadic interval (latency) of

90 ms. To be conservative about saccades, we only included saccades of at least 5 degrees

(so that noise in the eye tracker was not classified as a saccade). Saccades longer than

80 degrees or with duration longer than 150 ms were discarded as eye-blinks or other

artifacts.



158

Neural Data Acquisition and Preprocessing

Monkeys J and K were implanted with a 32 channel chronic electrode array (Gray Mat-

ter Research, Bozeman, MT, USA) over the frontal eye field (FEF). The depth of each

individual tungsten electrode (Alpha-Omega, Alpharetta, GA) could be independently

adjusted over a range of 20 mm.

Automatic spike sorting with some manual correction was performed offline using

the Plexon Offline Sorter (Plexon, Inc., Dallas, TX, USA). Because any given electrode

was often left in place for multiple days, we often recorded from the same neuron across

sessions. To make use of this, we combined data from units that persisted across recording

sessions on different days. To do this, we manually compared spike waveforms from units

recorded at the same site on different days. Generally, we merged units sharing waveform

shape (rise/fall characteristics, concavity/convexity, etc.), and time course. Ambiguous

cases were not combined. Additionally, we included multi-unit activity in our present

analysis.

As stimulation quickly degrades the recording fidelity of the tungsten electrodes in

the array, we were unable to stimulate during recording to verify FEF location. Thus

(in addition to having the array stereotaxically above FEF), we used functional measures

to include neurons that were likely in FEF. We only included neurons that either had

visual onset activity or presaccadic activity. To determine whether there was visual onset

activity, we compared neural activity in the 100 ms prior to image onset with activity 50 to

150 ms after image onset, to see whether there was a significant difference. To determine

whether there was presaccadic activity, we looked at peri-saccadic time histograms aligned

to the start of the upcoming saccade, binned into 8 angular directions (according to
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saccade direction), with each bin subtending 45 degrees. In any bin, if there was a

significant difference between a firing rate and baseline, and the rise started before the

saccade onset, then there was presaccadic activity. More details about recording locations

and electrical stimulation results can be found in [2]. In sum, while most of the neurons

were likely in FEF, it is possible that some neurons were in nearby areas.

We also only included neurons with average firing rates of at least 2 spikes / second in

either the early or late period. For the eye movement experiment, the early/late periods

were defined as -50 to 100 ms from the start of fixation, and -100 to 0 from saccade onset,

respectively. This left us with 104 neurons from Monkey J and 122 neurons from Monkey

K.

Behavioral Analysis

We excluded saccades that started or ended off of the screen. Behavioral data was com-

bined across all sessions.

Statistics of movement

We defined the position angle, φP , as the initial fixation location (prior to saccades)

relative to the center of the screen (Fig. 1c). We defined φ as the angular difference

between the upcoming saccade direction, φS, and the position angle (Fig. 1). That is,

φ = φS − φP .
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Latency effects

Latency was defined as the time from fixation to saccade onset. Latencies greater than

400 ms were excluded as outliers, as latencies of this duration could have been due to an

undetected saccade.

We computed the mean latency of movements as a function of φ. When claiming

that latencies were lower when making saccades opposite the eye position (when φ is near

180◦), we did the following test: We calculated the Pearson’s correlation between latency

and |φ − 180◦|. We then calculated the p-value associated with the correlation (using a

2-sided one-sample t-test).

We also analyzed differences in latencies between saccades that returned towards the

center (|φ − 180◦| < 60◦) and saccades away from the center (|φ − 180◦| > 120◦), based

on the distance of the eye position from the borders of the screen. To test whether the

latency difference between towards-center and away-from-center saccades depended on

the distance from the border, we used linear regression to fit the latency of saccades as a

function of distance from the center. We then did a 2-sided unpaired t-test with unequal

sample variances to analyze whether the slope was less (more negative) for towards-center

saccades compared to away-from-center saccades.

Neural Data Analysis

As in our behavioral analyses, we only included saccades that remained on the screen.
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Smoothed maps of neural activity

For many aspects of the following neural data analysis, we computed smoothed maps of

neural activity in relation to some variable (position, previous movement, or the upcoming

movement). For instance, we created a map of how neural activity varied over all positions

on the screen, and a map of how neural activity varied in response to all upcoming saccade

vectors. For our maps, we estimated the average firing rate at each point in space using

weighted k-nearest neighbor smoothing. As an example, for the saccade variable (previous

or upcoming), for each saccade we found the k nearest saccade vectors (based on Euclidean

distance). We then averaged the firing rates associated with each of the k saccades, but

with each weighted proportional to its distance from the given saccade to the d power.

The parameters (k and d) we used to generate the smoothed maps of neural activity

are as follows. For the smoothed maps used in the generalized linear models (see section

below), k = the smaller of 30% of the data points and 500, d = 0. These parameters were

found using cross-validation on held out data sets, in order to not inflate the number of

significant neurons in the GLM analysis. For all other times, k = the smaller of 30% of

the data points and 400, d = −0.5. These parameters were found using cross-validation

on the current data sets in order to create as accurate maps as possible. Importantly, all

results were robust to a wide range of smoothing parameters.

For any single variable (e.g. position) we can get the associated estimated firing rate,

θP , by looking up the firing rate for that position on the smoothed map. If, for instance,

we want to get the estimated firing rates due to position in a time interval before every

saccade, we would get a vector θP , which contains the estimate before each saccade.
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The same can be done to estimate the firing rate due to the upcoming saccade, θUS, or

previous saccades, θPS.

Determining Preferred Directions of Neurons

When determining the PD, we used the 100 ms preceding saccade initiation. Let Y be

the vector of firing rates in that interval for every saccade. It is possible that some of the

neural activity during these time periods is related to the eye position and/or previous

saccade, rather than the upcoming saccade. Thus, we first aimed to remove the effect

of these variables that might bias the calculated PD. To do so, we created a smoothed

map of how position and previous saccades were related to neural activity, and then

subtracted the activity related to these variables from the total activity (leaving activity

due to upcoming saccades). That is, if θP is the vector of expected firing rates at given

positions and θPS is the vector of expected firing rates with given previous saccades, then

we fit the tuning curves to Y − θP − θPS. More specifically, we fit a von Mises function

to relate the movement directions to the firing rate due to movement:

Y − θP − θPS = α exp (βcos (φS − φ∗
S))

where φS is the vector of upcoming saccade directions, and α, β, and φ∗
S are the parameters

that we fit. φ∗
S is the PD of the neuron.

PETHs

When plotting PETHs of individual neurons, we plotted the mean firing rate across sac-

cades. The error bars on PETHs are the standard error of the mean (SEM) across sac-

cades. When plotting the PETHs averaged across neurons, we first calculated the mean
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firing rate (across saccades of the given condition) over time for each neuron. We then

normalized this activity trace for each neuron by dividing by the maximum firing rate

of the average trace (across all conditions). We then show the average of these normal-

ized firing rates across neurons. Error bars are the SEM across neurons. All traces are

smoothed using a 50 ms sliding window.

PETHs were made for different categories of movements. For the PETHs, saccades

near the PD were defined as those that were within 60◦ of the PD. Saccades opposite the

PD were defined as those greater than 120◦ from the PD. Positions opposite the PD were

defined as position angles greater than 120◦ away from the PD. Positions near the PD

were defined as position angles less than 60◦ away from the PD.

Generalized Linear Model

To determine which variables were reflected in the neural activity, we used a Poisson

Generalized Linear model (GLM). Let Y be a vector containing the number of spikes in

the time interval we are considering, for every saccade. It has size m × 1. We aimed to

predict Y based on several factors. We used the eye position, the previous saccade vector,

the upcoming saccade vector, the peak velocity of the upcoming saccade, and a baseline

term. More specifically, the covariate matrix X was:

X =


|

1

|

|

θP

|

|

θUS

|

|

θPS

|

|

vmax

|


where θP , θUS, and θPS are generated from the smoothed maps (see Smoothed maps

of neural activity above). Essentially, these covariates are the expected firing rates from
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position, upcoming saccade, and previous saccade (respectively) by themselves. vmax is

the vector of peak velocities of movements. The peak velocity was relative to the main

sequence [77], to control for the changes of velocity with saccade amplitude (as in [2]).

Note that when we run GLMs during different time intervals, we make separate smoothed

maps for these time intervals.

Overall, the model that generates the firing rate (λ; also known as the conditional

intensity function) can be written as:

λ = exp (Xβ)

where β is a vector of the weights for each covariate that we fit, and X is the matrix

of covariates, which is z-scored before fitting. If there are j covariates, then β has size

j × 1. X has size m× j. Note the use of an exponential nonlinearity to ensure that firing

rates are positive. The model assumes that the number of spikes, Y , is generated from

the firing rate, λ, according to a Poisson distribution.

We fit the model weights to the data using maximum likelihood estimation. That

is, we found β that was most likely to produce the true spike output (assuming spikes

were generated from the firing rate in a Poisson nature). Critically, we used (5-fold)

cross-validation, meaning that the model was fit to the data using one set of data (the

training set), and model fits were tested with an independent set of data (the testing set).

Similarly, when calculating the test set covariates for movement and position (described

in Smoothed maps of neural activity), we only used k-nearest neighbors from the training

set, to avoid overfitting.
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To test whether an individual covariate significantly influenced neural activity, we

first made sure that a simplified model with only that individual covariate had significant

predictive power. To determine the value of a model fit, we used pseudo-R2 [132, 33], a

generalization of R2 for non-Gaussian variables. The pseudo-R2 of a model is defined as:

R2
D(model) = 1− logL(n)− logL(λ̂)

logL(n)− logL(n̄)

where logL(n) is the log likelihood of the saturated model (i.e., one that perfectly predicts

the number of spikes), logL(λ̂) is the log likelihood of the model being evaluated, and

logL(n̄) is the log likelihood of a model that uses only the average firing rate.

Then, in order to determine the importance of that covariate to the full model, we test

whether the full model predicts neural activity significantly better than a model where

that covariate is left out (reduced model). To compare the fits between the reduced model

(model 1) and full model (model 2), we used relative pseudo-R2, which is defined as:

R2
D(model 1,model 2) = 1− logL(n)− logL(λ̂2)

logL(n)− logL(λ̂1)

where logL(λ̂2) is the log likelihood of the full model and logL(λ̂1) is the log likelihood

of the reduced model.

To determine significance, we bootstrapped the fits to create 95% confidence intervals,

and checked whether the lower bounds of these confidence intervals were greater than

0. Note that the pseudo-R2 and relative pseudo-R2 values can be less than 0 due to

overfitting.



166

Neuron types

The activities of both Early Selection and Late Selection neurons were significantly mod-

ulated by movement in the GLM analysis (in the early and/or late period). Because many

neurons were significantly modulated by movement in both the early and late period, we

could not split them into Early and Late Selection neurons based on the GLM results.

Rather, we compared the PETHs for saccades near the PD and opposite the PD. To

determine the time when a neuron became selective for movement, we found the time

when the difference between the “near PD” and “opposite PD” PETHs was growing the

most (constrained to be between -150 and 200 ms from fixation). This metric essentially

found the time when neural activity was separating most between saccades near and op-

posite the PD. Neurons with a selection time before/after fixation were categorized as

Early/Late Selection, respectively.

Population activity over time averaged across trials

For each neuron (of the category we were plotting), we calculated the firing rate as a

function of the relative position angle (Figs. 5,6). We defined the relative position angle

as the difference between a neuron’s PD and the eye position (the PD minus the eye

position angle). We then normalized each neuron by dividing by its mean firing rate, and

then averaged the normalized activity across neurons. We then smoothed the activity for

plotting using the parameters from the smoothed maps.

We also made several variants of the above plot (Figs. 5 & 6, Supplementary Fig.

5). We made plots in which only saccades near or far from the border (split based on

median distance to the nearest border) were included. To control for the correlation
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between the previous and upcoming saccades, we made a plot where saccades were only

used if the angle between previous and upcoming saccades was less than 90◦. To show

that the apparent position-related activity was not just due to the correlation with the

actual upcoming saccades, we made a plot in which the saccades were resampled, so that

the distribution of φ’s was peaked at 45◦, rather than being peaked at ∼ 135◦. More

specifically, we resampled saccades so that the resampled φ’s came from a von Mises

distribution: g (φ) ∝ exp (cos (φ− 45◦)).

To determine the relative angular position resulting in peak activity (in the 100 ms

before target onset), we calculated the activity at 20 relative angular positions (evenly

spaced from 0 to 360◦), and calculated the circular means of the angles weighted by

their activities. We created a 95% confidence interval of peak relative position angles

by bootstrapping over the set of neurons., and checked whether this overlapped with the

circular mean of the behavioral distribution of φ’s.



168

Supplementary Figure 4.1: PETHs based on saccade direction and latency, for
individual monkeys. Peri-event time histograms (PETHs), aligned both to fixation
(left part of each column) and the upcoming saccade onset (right part of each column).
First Row of PETHs: Normalized averages of late selection neurons from Monkey J.
Second Row: Normalized averages of late selection neurons from Monkey K. Third
Row: Normalized averages of early selection neurons from Monkey J. Bottom Row:
Normalized averages of early selection neurons from Monkey K. (A) PETHs of saccades
near the preferred direction (PD; black) versus opposite the PD (brown). (B) PETHs
of saccades near the PD, for saccade latencies less than 150 ms (orange) versus latencies
greater than 150 ms (green).
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Supplementary Figure 4.2: PETHs based on eye position, for individual monkeys.
Peri-event time histograms (PETHs), aligned both to fixation (left part of each column)
and the upcoming saccade onset (right part of each column). First Row of PETHs:
Normalized averages of late selection neurons from Monkey J. Second Row: Normalized
averages of late selection neurons from Monkey K. Third Row: Normalized averages
of early selection neurons from Monkey J. Bottom Row: Normalized averages of early
selection neurons from Monkey K. (A) PETHs of saccades near the PD, with a starting
position near the PD (blue) versus a position opposite the PD (red). (B) PETHs of
saccades opposite the PD, with a starting position near the PD (blue) versus a position
opposite the PD (red).
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Supplementary Figure 4.3: PETHs based on eye position, for different saccade
latencies. Peri-event time histograms (PETHs) of E-Sel neuron averages, aligned both
to fixation (left part of each column) and the upcoming saccade onset (right part of each
column). As in Fig. 3A, we compare PETHs of saccades near the PD, with a starting
position near the PD (blue) versus a position opposite the PD (red). Now, we show these
plots for (A) saccade latencies less than 150 ms, (B) saccade latencies from 150-250 ms,
and (C) saccade latencies greater than 250 ms.
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Supplementary Figure 4.4: GLM results, for individual monkeys. Importance of
parameters in the generalized linear model, across time, aligned to fixation. Results for
Monkeys J and K are in the top and bottom rows, respectively. (A) The mean relative
pseudo-R2 of the upcoming saccade (green) and eye position (purple) covariates for late
selection neurons. (B) Same plot for early selection neurons. Shaded areas represent
SEMs.
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Supplementary Figure 4.5: E-Sel population activity reflects the probabilities of
upcoming saccades, for individual monkeys. Population activity of E-Sel neurons
as a function of relative position angle, for Monkeys J (left) and K (right). (A) On
the left, a heat map of normalized activity over time, as a function of relative position
angle, averaged across neurons. On the right, the normalized average activity in the
100 ms surrounding fixation, as a function of the relative position angle. Only saccades
away from the PD are included. (B) Same as panel A, but now separated for initial
eye positions close to the borders (top left, right in purple) and far from the borders
(bottom left, right in orange). (C) We control for the correlation between the previous
and upcoming saccade directions. We only included saccades in which the previous and
upcoming saccade directions were less than 90◦ apart (while in the actual data, previous
and upcoming saccades are more likely to be in opposite directions). Unlike in panels A
and B, we do not exclude saccades towards the PD.
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CHAPTER 5

Population coding of conditional probability distributions in

dorsal premotor cortex

Abstract

Our bodies and the environment constrain our movements. For example, when our

arm is fully outstretched, we cannot extend it further. More generally, the distribution of

possible movements is conditioned on the state of our bodies in the environment, which is

constantly changing. However, little is known about how the brain represents such distri-

butions, and uses them in movement planning. Here, we recorded from dorsal premotor

cortex (PMd) and primary motor cortex (M1) while monkeys reached to randomly placed

targets. The hand’s position within the workspace created probability distributions of

possible upcoming targets, which affected movement trajectories and latencies. PMd,

but not M1, neurons had increased activity when the monkey’s hand position made it

likely the upcoming movement would be in the neurons’ preferred directions. Across the

population, PMd activity represented probability distributions of individual upcoming

reaches, which depended on rapidly changing information about the body’s state in the

environment.
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Introduction

To plan movements, we must incorporate knowledge of the state of our bodies within

the current environment. For example, if we are standing in front of a wall, we cannot walk

forwards; if our arm is fully outstretched, extending it further is not possible. Consider-

ations like these make some movements more likely than others, resulting in probability

distributions over possible movements (Fig. 1a). To understand everyday movement plan-

ning, it is essential to understand how the brain represents these probability distributions.

Several studies have investigated whether the brain represents probabilities during

movement planning [108, 109, 131, 20]. In most, subjects needed to decide to move in

one of a small number of directions, and the probabilities of those choices were manip-

ulated [108, 109, 131]. These studies have shown that neurons in several brain areas

have higher firing rates when there is a greater probability of an upcoming movement

planned in those neurons’ preferred directions (PDs). Recently, we began to study how

the brain represents a continuous probability distribution rather than probabilities of

discrete movements[20]. We displayed a point cloud representing an uncertain target

location for movement. When we increased the uncertainty, there was a broader recruit-

ment of dorsal premotor cortex (PMd) neurons, suggesting that PMd activity can reflect

a distribution of possible movements.

Still, there is a large gap between these previous experiments and the real world,

which contains dynamically changing conditional probability distributions, i.e. probabil-

ities dependent on some background knowledge (here, the current state of the body in

the environment). As the body moves, the probability distributions of possible upcoming
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movements change. If the brain is to make use of these conditional probability distribu-

tions, it must rapidly compute updated probability distributions. Are these conditional

probability distributions represented in the motor cortex, and if so where? How does the

population of neurons function to represent these rapidly changing probabilities?

Here, we recorded from PMd and primary motor cortex (M1) while macaque mon-

keys reached to a series of targets that were chosen approximately randomly within the

workspace. At all times, the position of the hand relative to the borders of the workspace

dictated a conditional probability distribution of possible upcoming target locations. Be-

haviorally, the latencies and trajectories of the monkeys’ movements were affected by this

distribution, suggesting that they used this information during movement planning. Crit-

ically, neurons in PMd, but not M1, reflected these conditional probability distributions

of upcoming movements prior to individual reaches, suggesting that such distributions

are incorporated by the planning areas of motor cortex when coordinating movement.

Results

Experiment and behavior

To study conditional probability distributions about upcoming movements, we recorded

from three monkeys with electrode arrays chronically implanted in PMd and/or M1 while

conducting a random-target reaching experiment. Monkey T had an array in PMd, mon-

key C had an array in M1, and monkey M had arrays in both areas. In the experiment

(Fig. 1b), the monkeys reached sequentially to four targets, before receiving a reward.

About 200 ms after the cursor reached a given target, a new target appeared, to which the

monkey could reach immediately. Due to the borders of the workspace, upcoming targets
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were more likely to be presented approximately opposite of the current hand position

(Fig. 1c). That is, if a monkey’s hand just landed on a target on the right side of the

screen, it was more likely that the next target (and therefore, movement) would be to the

left of this current hand position. Therefore, probability distributions in this experiment

were conditioned on the hand’s current position in the workspace at the time of target

presentation.

The statistics of target presentation were not completely random within the workspace;

rather, targets were slightly more likely to be selected in a clockwise direction (Fig. 1d;

see Methods). To summarize the dependence of upcoming target locations on the current

hand position, we first found the angular position of the hand relative to the center of

the workspace (Fig. 1e). We analyzed the distribution of φ’s: the angular differences

between the current hand position vector and the upcoming movement vector (the vector

that moves the hand to the target; Fig. 1e,f). A φ of 180◦ signifies that the target was

exactly opposite of the current angular hand position. Importantly, this distribution had

a circular mean of 150◦ rather than 180◦ because of the slight clockwise bias in target

selection. Additionally, we can see that the farther the hand position was from the center

of the workspace, the more likely the upcoming target was to be in the opposite direction

(Fig. 1d). When in a position near the center, there is little information about the

upcoming target direction (Fig. 1g). We aimed to determine the effect of the conditional

probability distributions of upcoming movements on behavior and neural activity.

To determine whether these conditional probability distributions influenced behavior,

we first analyzed movement trajectories. The reaches generally did not go straight from
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one target to the next; they had some curvature that was influenced by the target prob-

abilities (Fig. 2a,b). Early in the reach, trajectories were biased toward the expected

target direction, defined as the most probable direction given the distribution of target

presentations (i.e., 150◦ relative to the angular hand position; Fig. 1f). Additionally, the

initial reach directions were more biased toward the expected target direction than simply

toward the center of the workspace (Supplementary Fig. 1). Further, when the hand po-

sition was farther from the center (and the potential target distribution was more peaked)

the magnitude of this bias was larger (Fig. 2b). This supports previous behavioral results

showing that movement trajectories reflect uncertainty about the movement goal[133].

Our behavioral results suggest that the monkeys learned and accounted for the conditional

probability distributions of possible upcoming targets when planning movements.

We then analyzed how the conditional target probabilities affected movement latencies.

We found shorter latencies when the target appeared close to the vector of the expected

direction (Fig. 2c; Monkey M, Pearson’s r = 0.26, p < 1e − 10; Monkey T, Pearson’s

r = 0.20, p < 1e−10; Monkey C, r = 0.041, p = 0.0045). Note that this result is opposite

of what we would expect due to momentum from the previous movement, as the expected

direction is generally approximately opposite of the previous movement. Moreover, the

distance of the hand from the center also affected the latency. For initial hand positions

farther from the center (resulting in a tighter probability distribution), there was a larger

latency difference between reaches to targets in expected and unexpected directions. (Fig.

2d; Monkey M, p = 2.5e−5; Monkey T, p = 0.011; Monkey C, p = 0.068). It is important

to note that the latency and trajectory results are not independent. Since the latency is

defined as the time to reach a velocity threshold (see Methods), the monkeys could have
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Figure 5.1: Experimental design and statistics. (a) If the arm is outstretched, the
only possible arm movements are back toward the body (left). In other limb postures, it
may be possible to move the arm in any direction (right). In blue, circular probability
distributions are shown for the possible upcoming movements based on the current arm
posture. (b) Experimental design. The monkey makes sequences of four reaches, briefly
holding within each target box before the next target appears. (c) The current hand
position limits the range of possible locations of the next target, due to the borders
of the workspace and target presentation algorithm. (d) The probability distributions
of upcoming reach directions (blue) from different areas of space (x and y divided into
quartiles). Green arrows point toward the circular means of the distributions. (e) φ is
the angular difference between the upcoming movement vector (the vector that brings
the hand to the target) and the current angular hand position (relative to the center of
the workspace). (f) The probability distribution of φ’s from all hand positions. (g) The
probability distribution of φ’s from initial hand positions within 2 cm of the center of the
workspace.

shorter latencies when the initial trajectory was closer to the direction of the target, since

they didn’t need to change direction. Overall, the monkeys’ behaviors suggest that the
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motor system began movement preparation towards highly probable directions prior to

target appearance.

Single PMd neurons are modulated by the conditional probabilities of upcom-

ing movements

Given that the conditional probability distributions about the potential upcoming move-

ments affected behavior, we asked whether PMd represented this information in two

monkeys. If PMd represents these probabilities, then we would expect neural activity

preceding target onset to be modulated based on the anticipated possible target loca-

tions.

When observing peristimulus time histograms (PSTHs; Fig. 3a-c, Supplementary Fig.

2a-c for individual monkeys), we found some “potential-response” (PR) neurons (nomen-

clature as in [18]). As expected for PMd neurons, these neurons’ activity increased when

a target was presented near their PDs (Fig. 3a). Crucially, PR neurons’ activity was

also modulated prior to target presentation by the range of possible upcoming move-

ments. When the angular hand position was opposite these neurons’ PDs (causing a

higher probability that the upcoming target would be near the PD), pre-target activity

increased. That is, for PR neurons, the red traces in Fig. 3b and c were elevated prior

to target onset. Note that the activity prior to target onset in Fig. 3a for PR neurons

is due to the correlation between the upcoming target and the current hand position;

monkeys were apparently able to anticipate the upcoming reach direction. We also found

“selected-response” (SR) neurons, whose activity was significantly modulated only after

target presentation. That is, for SR neurons, the red and blue traces barely differed prior
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Figure 5.2: Behavior. (a) An example trajectory. The initial direction of the reach
(green) starts toward the expected direction of the target, given the current hand position.
It later moves in the actual direction of the target. The inset shows an enlarged view of
the beginning of the reach. (b) The median bias of the trajectory over time. A bias of 1
signifies that the direction of the trajectory is toward the expected target direction, while a
bias of 0 signifies that the direction of the trajectory is toward the actual target direction.
Negative biases signify movement away from the expected direction. Different traces are
shown for hand positions at varying distances from the center of the workspace. Error bars
are standard errors of the median. (c) The mean latency of reaches as a function of the
angular difference between the actual and expected target directions. (d) The difference
in mean latency between expected and unexpected reaches (expected minus unexpected),
depending on the hand’s distance from the center. “Expected” reaches are those that had
an angular difference between the actual and expected target directions of less than 60◦.
“Unexpected” reaches had an angular difference of more than 120◦. In panels c and d,
error bars represent SEMs. In panels b and d, distances from the center are divided as
follows: “closest” is 0-20% of distances from the center, “mid-close” is 20-40%, “mid-far”
is 40-60%, and “farthest” is 60-100%. We used these divisions for plotting, rather than
standard quartiles, to ensure that there were “unexpected” reaches in each bin.
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to target onset (see Supplementary Fig. 3 for an explanation of the slight difference be-

fore target onset in the PSTHs). Thus, PSTHs suggest that a subset of PMd neurons is

modulated by the probability of upcoming movements, which seems to form part of the

monkey’s movement planning.

To analyze the factors contributing to neural activity more rigorously, we used a gener-

alized linear modeling (GLM) approach. This approach can inform us whether the current

hand position (and consequent probability distribution of upcoming target locations) sig-

nificantly modulated neural activity above potential confounds related directly to the

previous and upcoming movements. The GLM found that 13% (99/770) of neurons were

PR and 42% (322/770) were SR neurons using this conservative classification approach

(see Methods for classification criteria, and Supplementary Fig. 4 for percentages with a

less conservative criteria). For both types of neurons, the upcoming movement covariate

began to matter after target onset (green trace in Fig. 3d, Supplementary Fig. 2d for

individual monkeys). For PR neurons, but not SR neurons, the importance of the hand

position covariate (purple trace) began to increase more than 200 ms prior to target onset,

until target onset. The GLM analysis thus supports our PSTH results; prior to target

presentation, PR neurons’ activities are modulated by hand position, which determines

the distribution of potential upcoming targets.

PMd population jointly represents the distribution of upcoming movements

An important question is how the neural population represents the probabilities about

upcoming movements. We showed above that when the monkey’s hand is in a position

that makes an upcoming target more likely to appear near a PR neuron’s PD, the neuron
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Figure 5.3: PMd PSTHs and GLM Results. First Row: A selected-response (SR)
neuron. Second Row: Normalized averages of SR neurons. Third Row: A potential-
response (PR) neuron. Bottom Row: Normalized averages of PR neurons. (a-c) Peris-
timulus time histograms (PSTHs) for PMd neurons, aligned to target onset. Shaded areas
represent SEMs. (a) PSTHs of reaches near the preferred direction (PD; black) versus
opposite the PD (brown). (b) PSTHs of reaches near the PD, with a starting hand
position near the PD (lower probability of moving near the PD; blue) versus a position
opposite the PD (higher probability of moving near the PD; red). (c) PSTHs of reaches
opposite the PD, with a starting hand position near the PD (blue) versus a position op-
posite the PD (red). (d) We utilized a generalized linear model (GLM) to control for
confounds in the PSTHs, including different distributions of starting positions, upcoming
movements, and previous movements. Here, we show the importance of parameters in
the GLM, across time, for PMd neurons. We show mean relative pseudo-R2 over time,
of the upcoming movement (green) and hand position (purple) covariates. For the 2nd
and bottom row, shaded areas represent SEMs across neurons. For individual neurons,
shaded areas represent the standard deviation across bootstraps.
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will have greater activity prior to target onset than it otherwise would (Fig. 3). This

could be because the neural population activity is related to the statistical distribution of

possible upcoming movements, conditioned on the current state. Alternatively, the neural

population could be using some type of heuristic to determine the likely location of the

next target (e.g., assuming the next target will always be toward the center).

To understand how the neural population activity relates to the conditional probability

distributions of possible movements, we calculated the average activity (across PR neurons

and reaches) as a function of the current angular hand position relative to each neuron’s

PD (Fig. 4a, Supplementary Fig. 5 for individual monkeys). Neural activity during

the 100 ms prior to target appearance closely reflected the statistics of possible target

locations (Fig. 4b). The peak angle of the neural activity was not significantly different

than 150◦, the most likely φ determined by the experimental design. This finding was

not simply due to the correlation between the previous and upcoming movements or the

correlation between the hand positions and upcoming movements (Supplementary Fig. 5).

Moreover, when only looking at reaches starting near the center, activity prior to target-

onset was clearly diminished (Fig. 4c), reflecting the lower and more uniform probabilities

of upcoming reaches (Fig. 4d). Thus, when averaging across reaches and neurons, the

population does represent the distribution of upcoming reaches.

How do neurons function together to create this distribution of upcoming reaches? It

is possible that individual neurons reflect this distribution, and thus the population does

as well. In this scenario, the firing rate of each neuron as a function of position would

correspond to the probability of movement into its PD. Alternatively, the distribution
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could be created only by many neurons working in concert. In this scenario, not all indi-

vidual neurons’ activities would correspond to the probabilities of upcoming movements

into their PDs, but activity across the population would represent upcoming movement

probabilities.

To differentiate between these possibilities, we analyzed how neurons’ activities as a

function of position related to the neurons’ PDs. When we look at neurons with an up-

ward preferred direction, we see that many individual PR neurons do not have maximal

firing rates at hand positions corresponding to a maximum probability of moving upwards

(Fig. 4e,f). Rather, these neurons have different “preferred positions”, spanning many

different areas at which upward movements are possible. However, when the activity

of all these neurons is summed, the activity as a function of position closely matches

(r = .94) the probability of an upward movement as a function of position. This suggests

the movement probabilities are represented across the population rather than by individ-

ual neurons. Conversely, we can look at reach PDs relative to preferred angular position

(the angular hand position leading to peak activity). When we orient the preferred po-

sition to be down, we see that there are a wide range of reach PDs, reflecting possible

upcoming movements from an initial downward position (Fig. 4g). The PDs of neurons

are distributed approximately in proportion to how likely upcoming movement directions

are (Fig. 4h). The population of PR neurons in PMd works together to represent the

probability distribution of available upcoming movements given the current hand position.
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Figure 5.4: PMd population jointly represents the distribution of upcoming
movements. a) Left: The average normalized firing rate of all PR neurons, over time,
as a function of relative angular hand position. For each neuron, the relative angular
position is the preferred direction of the neuron minus the angular hand position. Right:
The average normalized firing rate in the 100 ms prior to target onset, as a function of
the relative angular hand position. b) The distribution of upcoming movement directions
relative to position angles (duplicated from Fig. 1f). c,d) Same as panels a and b, but for
only for reaches starting near (within 2 cm of) the center. e) Left: Position activity maps
for example PR neurons with preferred movement directions oriented upwards. Position
activity maps show the neurons’ activity as a function of hand position (blue is low;
yellow is high) from -100 to 50 ms surrounding target onset. Right: The sum of position
maps for all PR neurons, when their preferred directions are oriented upwards. f) A map
showing the probability that the next movement will be upwards, as a function of initial
hand position. g) Preferred reach directions for all PR neurons, when space is rotated
so that their preferred hand position angle is oriented to be at the bottom (270◦). h)
A histogram of preferred reach directions of all PR neurons relative to their preferred
angular hand position (the reach PD minus the preferred angular hand position).
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PMd population activity represents the distribution of upcoming movements

on single reaches

While we have shown that the PMd population represents conditional probability dis-

tributions averaged across trials, we also want to know what is occurring prior to single

reaches. Because we recorded many neurons simultaneously, we can decode the monkey’s

intended movement prior to each reach. To do this, we first trained a nave Bayes decoder

to predict the reach direction (see Methods) during the time period 50-200 ms after target

presentation. We then used this decoder (with firing rate rescaling due to differing firing

rates before and after target presentation; see Methods) to estimate what movement the

neural population was planning in the 100 ms prior to target presentation. Note that

this method assumes that the PDs of neurons stayed the same between these two time

periods. While PMd neurons are known to have different PDs during preparation and

movement[134, 135, 136], both our time periods were during preparation. Thus, we

believe it is reasonable to use knowledge about neurons’ PDs after target onset to decode

planning prior to target onset.

As expected, the planned reaches decoded prior to target onset were usually approx-

imately opposite of the current angular hand position (Fig. 5a,b). This can be seen

in example trials (Fig. 5a), where the pre-target decoded reach direction was to the

left when the hand position was on the right, while the post-target decoded reach di-

rection was toward the target. Moreover, the distribution (across reaches) of pre-target

decoded reach directions relative to the angular hand position approximately represented

the experimentally-defined distribution of target presentations determined by the current

hand position (Fig. 5b,c; compare to Fig. 1f,g).
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There are two explanations for PMd’s apparent representation of the distribution of

potential upcoming movement directions (Fig. 4a, Fig. 5b). One hypothesis is that

PMd consistently preplans a specific reach prior to target presentation. That is, the

PMd population does not actually represent a distribution of reaches on single trials, but

averaging across trials yields the observed distribution. The alternative hypothesis is that

PMd represents a distribution of possible movements prior to single reaches.

To distinguish between these two hypotheses, we looked at how single reach decoding

depended on possible upcoming movements. The output of our probabilistic decoding

method is a probability distribution reflecting the animal’s movement intention encoded

by the population for single reaches. Uncertainty in the population about the upcoming

movement will make this distribution wider. We used the width of the decoded dis-

tribution to distinguish between the two hypotheses. If a single movement was being

preplanned every reach, then the width of the decoded distributions should be approxi-

mately the same for every reach (Fig. 5d; Hypothesis 1). However, if PMd represents a

distribution of possible movements, when there are fewer possibilities for upcoming target

locations (i.e., when the hand position is farther from the center), the distribution should

be narrower (Fig. 5d; Hypothesis 2). The data show that the distributions are narrower

prior to target onset when the hand position is farther from the center (Fig. 5e, f, g; Mon-

key M, p < 1e − 10; Monkey T, p = 1.8e − 6). Thus, the decoded distributions suggest

that PMd does represent a distribution of possible movements prior to single reaches.

Our decoding results provide insight into how neural activity prior to target onset in-

fluences individual upcoming reaches. The decoded pre-target reach directions were pre-

dictive of the monkeys’ subsequent behavior. First, when the decoded direction was closer
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to the true target direction, reach latencies were shorter (Fig. 5h; Monkey M, p < 1e−10;

Monkey T, p = 2.1e − 5). Second, the initial direction of many reaches was initially bi-

ased toward the pre-target decoded reach direction (Fig. 5i; both monkeys p < 0.05 using

bootstrapping). Additionally, the uncertainty of the decoded distributions influenced up-

coming reaches. For targets in an expected upcoming direction, latencies were shorter

when the width of the decoded distribution was narrower (Monkey M, p < 1e− 10; Mon-

key T, p = 3.3e − 4). These decoding results could provide a neural explanation for our

observed latency and trajectory behavioral effects (Fig. 2). Overall, our decoding results

provide insight into the expectations represented by the neural population prior to target

onset.

Control: Visuomotor Rotation

In our task, the probabilities of upcoming target locations were determined by the current

hand position. Thus, it is theoretically possible that the neural activity could only be mod-

ulated by position for some purpose other than representing upcoming movements[137,

138]. As a control, we used data where the monkeys performed a visuomotor rotation

(VR) learning task, which changed the probabilities of upcoming movements for the same

cursor position in the workspace. In this task, cursor feedback on the screen was rotated

by 30◦ counterclockwise relative to the hand movement. That is, if a target were directly

upwards on the screen, the monkey would now need to reach up and right to get there

(Fig. 6a). The monkeys performed a block of random-target reaches with normal feed-

back (baseline), followed by a block of movements with the VR. In this task, the statistics

of reach directions relative to the hand position on the screen rotate by 30◦ (Fig. 6b).
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Figure 5.5: PMd population activity represents the distribution of upcoming
movements- single reach decoding. (a) The distribution of decoded reach directions
(blue) from the population of PMd neurons for two example reaches (left and right), before
and after target onset (top and bottom). The purple circle is the current hand position,
and the green square is the target location. (b) The distribution across all reaches of
pre-target decoded reach directions relative to the hand’s angular position (this is φ from
Fig. 1, except with decoded reach directions instead of actual reach directions). (c) The
distribution across reaches starting within 2 cm of the center, of pre-target decoded reach
directions relative to the hand’s angular position. (d) The predictions of two hypotheses
(left and right), shown for two different hand positions (example 1 vs. example 2). (e)
Average pre-target decoded reach direction distributions as a function of hand position.
These distributions are constructed to have the average width and peak angle of all
decoded distributions from the hand positions within the grid square. (f) The full width
at half maximum of the pre-target decoded distribution as a function of hand distance
from the center of the workspace. Distances from the center are binned as in Fig. 2.
Error bars represent SEMs. (g) The width of the decoded distributions over time, for
starting positions that are the closest (blue) and farthest (purple) from the center. (h)
The latency of the reach as a function of the angular difference between the pre-target
decoded direction and the actual target direction. Error bars represent SEMs. (i) The bias
of the initial trajectory of the reach (100-150ms from target onset) toward the pre-target
decoded direction. 95% confidence intervals, computed via bootstrapping, are shown.
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Thus, for the same cursor position in the workspace, the monkeys should plan movements

30◦ more clockwise than in the baseline condition. In fact, the monkeys did mostly learn

to adapt their expectations of the upcoming movement directions, judging by their initial

reach directions (Fig. 6c). We can therefore determine whether PMd activity changed to

reflect the new movement probabilities at the same workspace positions.

Did PMd activity prior to target onset change to reflect the modified expected move-

ment directions? Looking at individual neurons, the majority of PR neurons’ preferred

positions shifted counterclockwise in the VR task (Fig. 6d,e). This was expected, as the

hand position most likely to result in a movement into a neuron’s PD will rotate coun-

terclockwise in the VR task. There was a wide range of changes across neurons, again

demonstrating that distributions are represented across the population.

To look at population level changes, we decoded reach direction using activity prior to

target onset, and compared the distributions of these decoded reaches in the baseline and

rotation periods of the task (Fig. 6f,g). As the rotation was small, we looked only at hand

positions not near the center, where monkeys had more information about the upcoming

movement directions. In every session for both monkeys, the reach directions shifted

counterclockwise relative to the workspace position. On average, there was a small, but

significant, clockwise shift in decoding of about 10◦ for each monkey (Fig. 6d,e; p < 0.05

for both monkeys; for all decoded reaches see Supplementary Fig. 6a,b). Additionally,

when we analyzed the data by looking at the average activity of PR neurons prior to

target onset (as in Fig. 4a) rather than decoding, we found a similar shift in activity

in every experimental session (Supplementary Fig. 6c,d). Thus, PMd activity prior to

target onset (see Supplementary Fig. 7 for effects after target onset) is modulated by
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the probabilities of upcoming movements, not simply by hand position for some other

purpose.

M1 does not represent the conditional probability distribution of upcoming

movements

To determine whether primary motor cortex (M1) also represents conditional probability

distributions of upcoming movements, we ran the same set of analyses for M1 as we did for

PMd. When we did a GLM analysis, we found that 28% (176/618) of M1 neurons met the

criteria of PR neurons, meaning they had significant modulation with hand position prior

to target onset and movement after target onset. However, these neurons did not respond

to hand position in the same manner as the PR neurons in PMd. These M1 neurons had

increased activity prior to target onset when the hand position was in the same direction

as the neurons’ PDs, rather than in the opposite direction of the neurons’ PDs (Fig. 7,

Supplementary Fig. 8 for individual monkeys). This activity could be explained by the

end of the previous movement, since previous movements into the PD (which correspond

to higher M1 activity), often result in angular hand positions in the same direction as the

PD (Supplemental Fig. 9). Moreover, the effect of the hand position didn’t ramp up as

it did in PMd; rather, it appears to be a decreasing effect from the previous movement

(Fig. 7, Supplementary Fig. 8). Thus, while M1 activity varies according to position (as

in [139, 140]), it likely does so in a way that reflects movement execution, rather than

information about the upcoming movement.
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Figure 5.6: Visuomotor Rotation Con-
trol Task. (a) The visuomotor rotation
(VR) task. Movements on the screen (in the
workspace) are rotated 30◦ counterclockwise
relative to the hand movement. (b) The dis-
tribution of hand movements relative to the
position angle in the workspace, i.e. φ’s, for
the baseline (blue) and VR (orange) tasks.
Arrows point toward the distributions’ cir-
cular means. (c) The difference between the
initial reach direction (100-150ms from tar-
get onset) and the expected reach direction
during the baseline task (blue) and different
periods during the VR task (orange). The
expected reach direction was the most likely
upcoming reach direction given the current
workspace position and movement statistics
(panel b). Positive values mean the initial
reach direction was counterclockwise of the
expected target direction, meaning the mon-
key had not adapted. (d) Position activity
maps (activity as a function of position in
the workspace) of example PR neurons in the
baseline (top) and VR task in the second 2/3
of trials (bottom), as in Fig. 4c. In the mid-
dle, we show the direction (clockwise or coun-
terclockwise) and magnitude of change of the
preferred angular position. (e) The change
in preferred angular position of all PR neu-
rons (VR minus baseline). Positive means a
counterclockwise shift. (f) The distribution
of pre-target decoded reach directions rela-
tive to the hand’s angular position (decoded
φ’s) for positions not near the center (greater
than the median distance). Decoding from
the VR task used the second 2/3 of trials.
(g) The difference between the circular mean
of the distributions of decoded φ’s in panel
f, between the baseline and VR tasks (VR
minus baseline). Error bars represent 95%
confidence intervals from bootstrapping.
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Figure 5.7: M1 does not reflect the probability of upcoming movements. (a-d)
PSTHs and GLM results for M1 neurons. Columns have the same schematics as Fig.
3. First Row of PSTHs: Normalized averages of “reach” neurons, defined as those
neurons significant for movement during the late period, but not position in the early
period of the GLM. This was the same criteria as for SR neurons in PMd. Second
Row: Normalized averages of “reach and position” neurons, defined as those neurons
significant for movement during the late period, and position in the early period of the
GLM. This was the same criteria as for PR neurons in PMd. Note that we did not use
the same “SR/PR” nomenclature as PMd, because there was no evidence in the PSTHs
of M1 neurons that position was used to represent potential upcoming movements. (e)
Same schematic as Fig. 4a, but for M1 reach and position neurons. Left: The normalized
average firing rate, as a function of time and relative angular position. Activity is averaged
across all reach and position neurons. Right: The normalized average firing rate in the
100 ms prior to target onset, plotted as a function of the relative angular hand position.
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Discussion

In order to plan everyday movements, we take into account the probability distribu-

tions of possible movements determined by the state of our body in the environment.

Here, we have demonstrated that these conditional probability distributions influence be-

havior, specifically movement trajectories and latencies. A subpopulation of neurons in

PMd, but not M1, function together to represent these probabilities, even prior to indi-

vidual reaches. We used a visuomotor rotation task to show that the effect was not simply

a position dependent component of the firing rate.

Information that shapes conditional probability distributions of upcoming

movements

Probability distributions can be conditioned on many sources of information. Here, we

focused on probability distributions that were determined by the body’s state in the

task environment. When hand position within the environment changed, the probability

distributions of upcoming movements changed. Likewise, changes in the task environment

caused by the visuomotor rotation altered the probability distributions. Although not

the focus of our study, another source of probability distributions is biomechanics. In

the extreme, biomechanics limit the possible movements. Softer constraints may arise

from biomechanical costs, e.g., the ease of movement, which can affect both choice of

arm movements [141, 142] and PMd activity[142]. While biomechanics may influence

the representation within PMd of possible upcoming movements, the fact that PMd’s

probability distributions also changed when the task environment changed in the VR

task, suggests our findings are not solely due to biomechanical constraints.
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In order to represent the probability distributions of upcoming movements, PMd

needed to have information about the hand position in the workspace. Previous stud-

ies have shown that PMd activity is modulated by hand position, either to make the

neurons’ PDs compatible with the orientation of the arm[137], or to encode the relative

position between the hand and eye[138]. Thus, there is evidence that PMd neurons have

access to information about hand position. In our task, PMd began to represent the

possible upcoming movement while the current movement was ongoing and hand posi-

tion was changing. Thus, if PMd was using proprioceptive information to determine the

possible upcoming movements, it would have been using a changing position estimate.

Alternatively, PMd could have made use of visual information about the current target,

or an efference copy of the current movement command, to determine the probability

distribution of the next movement. In everyday life, PMd likely uses a mixture of sensory,

proprioceptive, and movement information to determine possible upcoming movements.

Representation of probability distributions in the brain

There is much debate on how probabilities are represented in the brain. Some argue for

a temporal coding of uncertainty [143], while others argue that probability distributions

are represented across populations of neurons[144, 145, 146] (e.g., probabilistic popula-

tion coding[145]). Several previous studies have proposed models of movement in which

distributed neural populations represent a probability density function across movement

directions[147, 148, 149, 150, 151]. We showed that neurons were more strongly active

in workspace locations from which movements into their preferred direction were more

likely. Only when looking across neurons did the activity as a function of location closely
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match the task’s movement probabilities. Also, when looking at neurons that were ac-

tive at a nearby location, the distribution of PDs was proportional to the probability of

upcoming movement directions from that location. Our results are consistent with the

interpretation that coding of probability distributions across populations of neurons plays

a central role in the movement decision process.

Still, our data is consistent with several possible interpretations for how the brain

represents probabilities prior to movement. The fact that the decoded distributions are

narrower when there are fewer possible upcoming movements could mean that PMd rep-

resents a continuous probability distribution at any given time. Alternatively, the brain

could be discretely sampling multiple possibilities from the probability distribution before

a reach. For example, when there are few movement possibilities, the monkey could be

simultaneously pre-planning two movements on average, and when there are many move-

ment possibilities, the monkey might typically be pre-planning three movements. Another

alternative interpretation is that the monkeys are rapidly sampling (and pre-planning) in-

dividual reaches from the probability distribution at a rate much faster than 50 ms (the

bin size used to calculate the distribution width in Fig. 5g). Future experiments with

many more recorded neurons, resulting in more precise decoding, could help resolve these

questions of how the probability distribution is represented.

Dissociation between visual and motor responses in the visuomotor rotation

task

When analyzing the visuomotor rotation task (Fig. 6), we found changes in PMd activity

that corresponded to changes in the probability distribution of the upcoming movements,
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even though the visual distribution of targets did not change. On first glance, this would

appear to contradict previous studies, which have suggested that PMd tracks the visual

spatial parameters more than the actual movement direction[152, 153, 154]. However,

we were analyzing PMd responses prior to target onset, while other studies have looked

at PMd activity following target onset. In fact, when we analyzed PMd results after the

target was displayed (Fig. S5), we found that the visuomotor rotation did not change

PMd’s representation of the target, consistent with previous findings. It is only during the

time prior to the target being visually displayed, that the activity of PR neurons in PMd

changes to reflect the changing probabilities of the upcoming movements themselves.

PMd’s role in representing movement possibilities

Our study builds on much research about the role of PMd in planning upcoming move-

ments [20, 18, 21, 155, 156, 19, 157]. Previous work has demonstrated that monkeys

represent possible movements when selecting between alternatives[18, 155, 156, 19, 157]

and when estimating the likely target location from visual cues[20]. These studies sug-

gested that PMd can represent a probability distribution. Our work extends these findings

by showing that PMd also represents dynamically changing probability distributions that

are dependent on interactions between the body and the environment. Moreover, our

work shows that PMd does not only represent probability distributions that are explic-

itly manipulated. Here, PMd represented probability distributions even in a standard

reaching task that has been used in a variety of motor studies[158, 159], where probabil-

ities are usually considered to be irrelevant. The representation of conditional probability

distributions of possible movements in PMd appears to be ubiquitous.
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Methods

Behavioral Paradigms

Random-target Experiment

Three monkeys (Monkeys M, T, and C) performed a random-target reaching task (similar

to the experiments in [158, 159]) in which they controlled a computer cursor using arm

movements (Fig. 1). Monkeys were seated in a primate chair while they operated a

two-link planar manipulandum. Arm movements were constrained to a horizontal plane

within a workspace of 20 cm x 20 cm. On each trial, the monkey consecutively reached

to 4 targets (2 cm x 2 cm squares), with each new target appearing once the monkey

reached the previous target. More precisely, once a target was reached, a new target was

triggered 100 ms later, as long as the cursor remained on the target. The target appeared

on-screen 96 ms after this trigger on average, due to delays from graphics processing and

the monitor refresh rate. In accordance, the monkey was required to keep the cursor

on the target for an additional 100 ms after a new target was triggered. Thus, in total

there was a 200 ms hold period after landing on the target. This brief hold period forced

the monkeys to decelerate as they approached the target, but was not so long that the

monkeys completely stopped on the target. After a successful trial (4 successful reaches),

the monkey received a liquid reward. The next trial started after a delay of one second

with a new random target presentation. Target locations were chosen to be 5 - 15 cm

from the current target. Specifically, they were chosen as follows. 1) Randomly choose

a distance between 5 and 15 cm, and an angle between 0◦ and 360◦ for the new target

(relative to the current target). 2) If the new target falls outside of the workspace, add
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90◦ to the angle and set the distance to be 5 cm. 3) Repeat step 2 until the target is in

the workspace.

Many of the analyses are aligned to target onset. These experiments did not use a

photodiode to determine the exact moment the target was displayed. Thus, in all analyses,

the target onset time we used was the time the computer sent the target command plus

the average delay time (96 ms).

In total, we recorded 8 sessions for monkey M, 6 sessions for monkey T, and 5 sessions

for monkey C.

Visuomotor Rotation Experiment

Monkeys M and T each performed three sessions in which a visuomotor rotation (VR)

task followed the baseline random-target task. The VR task was equivalent to the

random-target task, with the exception that the movement vectors displayed on the screen

(workspace) were rotated 30◦ counterclockwise relative to the hand movement vectors (as

in Fig. 6a).

Neural Data Acquisition and Preprocessing

Monkeys M and T were implanted with 100-electrode Utah arrays (Blackrock Microsys-

tems, Salt Lake City, UT) in dorsal premotor cortex (PMd). Monkeys M and C were

implanted with Utah arrays in primary motor cortex (M1). See [20] for the location of

the arrays in Monkeys M and T. Units were manually sorted with Offline Sorter (Plexon,

Inc, Dallas, TX, USA). Only well-isolated individual units were included. Since we used

chronically implanted arrays, it is likely that some neurons were recorded on multiple

sessions and thus were not unique. We only included neurons with firing rates of at least
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2 spikes / second in either the early or late period. The early/late periods were defined

as -100 to 50 and 50 to 200 ms from target onset, respectively. In PMd, this left us with

520 neurons from Monkey M and 250 neurons from monkey T. In M1, this left us with

352 neurons from Monkey M and 266 neurons from Monkey C.

Behavioral Analysis

Each trial consisted of 4 reaches. We did not include the first reach in any of our analyses,

as this was preceded by a reward period without movement (rather than being in the midst

of a continuous movement). Reaches were also excluded if the monkey did not hold on the

previous target for 200 ms, or if it took greater than 1.4 seconds to reach the target. These

“error” reaches were rare, and occurred 2.3%, 4.9%, and 0.8% of the time in monkeys M,

T, and C, respectively. Behavioral data was combined across all sessions for each monkey.

Statistics of target presentation

We defined the angular position, φP , as the hand position (prior to movement) relative

to the center of the workspace (Fig. 1). We defined φ as the angular difference between

the upcoming movement direction (also the direction to the target), φT , and the angular

position. That is, φ = φT − φP .

Trajectory bias

We calculated whether the movement trajectory within a given time interval was biased

toward the expected target direction, φE. The expected direction was the most likely

direction of the next target given the current hand position, based on the distribution of

φ’s. So if φ∗ is the value corresponding to the circular mean of the distribution of φ’s,
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φE = φP + φ∗. The bias of the movement trajectory within a given time interval was

defined as follows. First, a movement direction, φM , was determined within that time

interval based on the start and end hand position in that time interval. We calculated the

bias, B = φM−φT
φE−φT

, where the numerator and denominator were made to be in the interval

of [−180◦ 180◦] prior to dividing. When the current movement direction is toward the

expected direction, B will be near 1, and when the movement direction is toward the

actual target direction, B will be near 0. B can also be negative when the movement

direction is away from the expected direction. For the summary statistics of B, we used

the median and standard error of the median, as B has outliers when dealing with circular

variables. To calculate the standard error of the median, we used bootstrapping. Note

that in Supplementary Fig. 1, we also calculated the bias toward the center, rather than

the expected direction. This has the exact formulation as above, except φ∗ = 180◦.

Latency effects

The latency of a reach was defined as the time from target onset until the movement

surpassed a velocity of 8 cm / sec. Latencies greater than 6 standard deviations from the

mean were excluded as outliers.

We computed the mean latency of movements as a function of the expectedness of

the target location, which was defined as the difference between the target direction and

expected direction: |φT − φE|. We calculated the Pearson’s correlation between latency

and the expectedness of the movement, and determined significance based on the p-value

associated with the correlation (2-sided one-sample t-test).

We also analyzed differences in latencies between expected reaches (expected direc-

tion < 60◦ from target direction) and unexpected reaches (expected direction > 120◦
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from target direction), based on the distance of the hand position from the center of the

workspace. To test whether the latency of expected reaches decreased as a function of

distance from the center more than unexpected reaches, we used linear regression to fit

the latency of reaches as a function of distance from the center. We then did a 2-sided

unpaired t-test with unequal sample variances to analyze whether the slope was less (more

negative) for expected reaches.

Neural Data Analysis

As with the behavioral analyses, we only included successful reaches, and did not include

the first reach of each trial.

Smoothed maps of neural activity

For many aspects of the following neural data analysis, we computed smoothed maps of

neural activity in relation to some variable (hand position, previous movement, or the

upcoming movement). For instance, we created a map of how neural activity varied over

all hand positions in the workspace, and a map of how neural activity varied in response

to all upcoming movement vectors. For our maps, rather than assuming a parametric

form, we non-parametrically estimated the average firing rate at each point in space using

weighted k-nearest neighbor smoothing. The parameters were the number of nearest

neighbors, k, and a decay parameter, d. As an example, for the movement variable

(previous or upcoming), for each movement we found the k nearest movement vectors

(based on Euclidean distance). We then averaged the firing rates associated with each

of the k movements, but with each weighted proportional to its distance from the given

movement vector to the d power.
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The parameters we used for the generalized linear models (GLMs) were k = 20% of

the data points, d = 0. The parameters were found using cross-validation on a held out

data set, in order to not inflate the number of significant neurons in the GLM analysis.

The parameters we used at other times (including in plots) were k = 30% of the data

points, d = −1. These parameters were found using cross-validation on the current data

sets in order to create as accurate maps as possible. Importantly, all results were robust

to a wide range of smoothing parameters.

For visualizing the position maps in Fig. 4c, they were rotated either 90◦, 180◦, or

270◦ so that the PD of that neuron (after the same rotation) was always upward (between

45◦ and 135◦ relative to horizontal), which facilitated the interpretation and comparison

of the results.

To get the estimated firing rate due to a single variable (e.g. position), we could use

these smoothed maps. For any position we can get the associated estimated firing rate,

θP , by looking up the firing rate for that position on the smoothed map. If, for instance,

we want to get the estimated firing rates due to position in a time interval prior to every

reach, we would get a vector θP , which contains the estimate prior to each reach. The

same can be done to estimate the firing rate due to the upcoming movement, θUM , or

previous movements, θPM .

Determining PDs of Neurons

We determined the preferred movement direction (PD) of each neuron from 50 to 200

ms following target onset. Let Y be the vector of firing rates in that interval for every

movement. It is possible that some of the neural activity during these time periods was

related to the hand position, rather than the upcoming movement. Thus, we first aimed
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to remove the effect of any position-related signal that might bias the calculated PD.

Let θP be the vector of the estimated firing rates due to hand position in the same time

interval (see Smoothed Map section above for how we estimate θP ). We fit the tuning

curves to Y − θP , i.e., we subtracted out the position-related signal to get a “firing rate

due to movement.” More specifically, we fit a von Mises function to relate the movement

directions to this “firing rate due to movement”:

Y − θP = α exp (βcos (φM − φ∗
M))

where φM is the vector of movement directions, and α, β, and φ∗
M are the parameters

that we fit. φ∗
M is the PD of the neuron.

Preferred angular positions

We determined the preferred angular (hand) position of each neuron from -100 to 50 ms

following target onset. We first aimed to remove the effect of any movement-related signal

that might bias the calculated preferred angular position. To do so, we subtracted the

movement-related activity from the total activity (as in the previous section). We then

fit a von Mises function to relate the angular positions to this residual. This fitting is

identical to the fitting of PDs, except replacing movement directions with angular hand

positions.

PSTHs

When plotting PSTHs of individual neurons, we plotted the mean firing rate across move-

ments. The error bars on PSTHs are the standard error of the mean (SEM) across move-

ments. When plotting the PSTHs averaged across neurons, we first normalized the mean
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firing rate (across time) for each neuron by dividing by the maximum firing rate of the av-

erage trace (across all conditions). We then plotted the average of these normalized firing

rates across neurons. Error bars are the SEM across neurons. All traces were smoothed

using a 50 ms sliding window.

PSTHs were made for different categories of movements. For the PSTHs, movements

near the PD were those that were within 60◦ of the PD. Movements opposite the PD

were those greater than 120◦ from the PD. Hand positions opposite the PD were angular

positions greater than 120◦ away from the PD. Hand positions near the PD were angular

positions less than 60◦ away from the PD.

Generalized Linear Model

To determine which variables were reflected in the neural activity, we used a Poisson

Generalized Linear model (GLM). Let Y be a vector containing the number of spikes in

the time interval we are considering, for every movement. It has size m × 1, where m is

the number of movements. We aimed to predict Y based on several factors. We used the

hand position, the previous movement vector, the upcoming movement vector, the peak

velocity of the upcoming movement, and a baseline term. More specifically, the covariate

matrix X was:

X =


|

1

|

|

θP

|

|

θUM

|

|

θPM

|

|

vmax

|


where vmax is the vector of peak velocities of movements, and θP , θUM , and, θPM

are generated from the smoothed maps (see Smoothed Maps above). Essentially, these
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covariates are the expected firing rates from position, upcoming movement, and previous

movement (respectively) by themselves. Note that the previous and upcoming movement

covariates were fit separately and do not need to have the same smoothed map (as PDs

can be different during planning and movement [134, 135, 136]). Also note that when

we run GLMs during different time intervals, we make separate smoothed maps for these

time intervals.

Overall, the model that generates the firing rate (λ; also known as the conditional

intensity function) can be written as:

λ = exp (Xβ)

where β is a vector of the weights for each covariate that we fit, and X is the matrix

of covariates, which is z-scored before fitting. If there are j covariates, then β has size

j × 1. X has size m× j. Note the use of an exponential nonlinearity to ensure that firing

rates are positive. The model assumes that the number of spikes, Y , is generated from

the firing rate, λ, according to a Poisson distribution.

We fit the model weights to the data using maximum likelihood estimation. That

is, we found β that was most likely to produce the true spike output (assuming spikes

were generated from the firing rate in a Poisson nature). Critically, we used (5-fold)

cross-validation, meaning that the model was fit to the data using one set of data (the

training set), and model fits were tested with an independent set of data (the testing set).

Similarly, when calculating the test set covariates for movement and position (described

in Smoothed maps of neural activity), we only used k-nearest neighbors from the training

set, to avoid overfitting.
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To test whether an individual covariate significantly influenced neural activity, we

first made sure that a simplified model with only that individual covariate had significant

predictive power. To determine the value of a model fit, we used pseudo-R2 [132, 33], a

generalization of R2 for non-Gaussian variables. The pseudo-R2 of a model is defined as:

R2
D(model) = 1− logL(n)− logL(λ̂)

logL(n)− logL(n̄)

where logL(n) is the log likelihood of the saturated model (i.e., one that perfectly predicts

the number of spikes), logL(λ̂) is the log likelihood of the model being evaluated, and

logL(n̄) is the log likelihood of a model that uses only the average firing rate.

Then, in order to determine the importance of that covariate to the full model, we test

whether the full model predicts neural activity significantly better than a model where

that covariate is left out (reduced model). To compare the fits between the reduced model

(model 1) and full model (model 2), we used relative pseudo-R2, which is defined as:

R2
D(model 1,model 2) = 1− logL(n)− logL(λ̂2)

logL(n)− logL(λ̂1)

where logL(λ̂2) is the log likelihood of the full model and logL(λ̂1) is the log likelihood

of the reduced model.

To determine significance, we bootstrapped the fits to create 95% confidence intervals,

and checked whether the lower bounds of these confidence intervals were greater than

0. Note that the pseudo-R2 and relative pseudo-R2 values can be less than 0 due to

overfitting.
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Neuron types

In PMd, we defined selected-response (SR) neurons as those that were significantly mod-

ulated by upcoming movement in the late period in the GLM, but were not significantly

modulated by hand position in the early period. Potential-response (PR) neurons were

significantly modulated by upcoming movement in the late period and by hand position

in the early period. Using a more relaxed criterion for defining neurons (as described

in Decoding below) greatly increases the number of PR neurons. While our criteria for

determining SR and PR neurons was different from [18], we used the same terminology

due to the same perceived function. In the VR task, PR neurons were those that were

significant during both the baseline and VR periods.

Population activity over time averaged across trials

For each neuron, we calculated the firing rate as a function of the relative angular position

(Fig. 4). We defined the relative angular position as the difference between a neuron’s

PD and the hand’s angular position (the PD minus the angular hand position). In the

VR task (Supplementary Fig. 6c), the relative angular position was calculated relative

to the neuron’s PD in the baseline task. We then normalized each neuron by dividing by

its mean firing rate, and then averaged the normalized activity across neurons. We then

smoothed the activity for plotting using the parameters from the smoothed maps.

We also made several variants of the above plot (Supplementary Fig. 5). We made

a plot where movements were only used if the angle between previous and upcoming

movements was less than 90◦. We made a plot in which the movements were resampled,



209

so that the distribution of φ’s was centered at 180◦, rather than being off center. More

specifically, we resampled from a von Mises distribution: g (φ) ∝ exp (cos (φ− 180◦)).

To determine the relative angular position resulting in peak activity (in the 100 ms

before target onset), we calculated the activity at 20 relative angular positions (evenly

spaced from 0 to 360◦), and calculated the circular means of the angles weighted by their

activities. We determined whether the activity prior to target onset was related to the

distribution of upcoming movements by testing whether the relative angular position re-

sulting in peak activity was significantly different from 150◦ (the circular mean of the

distribution of φ’s). We created a 95% confidence interval of peak relative angular posi-

tions by bootstrapping over the set of neurons, and checked whether this overlapped with

150◦.

Decoding

We aimed to determine the movement intention of the neural population in the 100 ms

prior to target onset. As only including PR neurons would give us a small number of

neurons per session for decoding, we expanded our criteria. While PR neurons were

significant for hand position and upcoming movement with 95% confidence, here we in-

cluded neurons that were significant at a level of 50% (the median pseudo-R2 and relative

pseudo-R2 values were greater than 0). For comparing between the VR task and base-

line, we required that neurons had positive median pseudo-R2 values in both conditions.

Additionally, as neurons changed from session to session, separate decoders were trained

for each session.

We first fit tuning curves to each neuron during 50 to 200 ms after target onset, when

the neurons’ preparatory responses to different target directions was known. This was
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done using a von Mises function, as in Determining PDs of Neurons. We wanted to

use these tuning curves to decode during the 100 ms prior to target onset. However, as

firing rates were greatly different during these two time periods, we needed to rescale the

tuning curves. To do so, we fit tuning curves to the future movement in the 100 ms prior

to target onset. We then modified this tuning curve by giving it the preferred direction

calculated after target onset. This essentially gives us rescaled versions of the tuning

curves determined when the target is known.

Note that for decoding in the VR task, we still fit the initial tuning curve using activity

after target onset in the baseline task. We then decoded using activity from before target

onset in the VR task, using the rescaling described above. We use this procedure to make

the comparison meaningful.

Next, for each neuron, we found the likelihood of the number of spikes given all possible

movement directions (in 1◦ increments). This was done by assuming the number of spikes

during the time period is a Poisson random variable with a mean rate determined by the

value of the tuning curve at the direction being tested. If ri is the number of spikes during

the interval for neuron i, s is the direction, and fi(s) is the value of the tuning curve (the

expected number of spikes) for neuron i at direction s:

P (ri|s) =
exp (−fi(s)) fi(s)ri

ri!

We assumed that neurons’ activities were conditionally independent given the direction

(a nave Bayes decoder), and thus multiplied their probability distributions:
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P (r|s) ∝
∏
i

P (ri|s)

We can use Bayes rule to determine the likelihood of all the movement directions given

the number of spikes of all neurons. Assuming a uniform prior, by Bayes rule:

P (s|r) ∝ P (r|s)

Finally, we normalized P (s|r) (so it was a probability distribution), and this term was

the decoded distribution.

The decoded direction was the direction corresponding to the peak of the distribution

(the maximum likelihood decoded direction). The width of the decoded distribution was

the full width half maximum (FWHM) of the decoded distribution.

To calculate the width of the decoded distribution over time (Fig. 5g), we decoded

using a 50 ms sliding window of neural activity. All methods were the same as above,

just replacing the 100ms of activity prior to target onset with the given 50 ms of activity.

This choice allowed us a better temporal resolution.

As we did decoding separately for each session, to do significance testing, we used

a simple multilevel model analysis - specifically, a random intercepts model, where the

baseline (intercept) can be different for every session. Thus, if there were 4 sessions, when

looking at the width of the decoded distribution (w) as a function of the distance from

center (d), we wrote the model as w = β1I1 +β2I2 +β3I3 +β4I4 +β5d, where I1 through

I4 are indicator variables for whether the values are from a given session. We looked at

whether β5 was significantly different from 0 using a 2-sided one-sample t-test. We used



212

an equivalent approach to determine the significance of the relationship between latency

and the difference between the decoded angle and the target angle. We also used an

equivalent approach to determine the significance of the relationship between latency and

the width of the distribution for expected reaches (expected reaches are those where the

difference between the actual and expected target direction is less than 60◦).

We calculated the bias of the initial trajectory toward the decoded direction, φD,

equivalently to how we calculated the behavioral bias toward the expected target direction:

B = φM−φT
φD−φT

.

To determine whether the distribution of decoded reach directions shifted from the

baseline task to the VR task, we calculated the difference between the circular means of

the distributions of “decoded φ’s” (the decoded reach direction relative to the angular

position). For significance testing, we bootstrapped this difference in circular means.

More specifically, 1000 times, we resampled decoded reaches within the baseline task and

calculated the baseline circular mean, and did the same thing for the VR task. This led

to 1000 differences in circular means. We looked at the 95% confidence interval of this

difference.
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Supplementary Figure 5.1: Trajectory Biases. We compare (a) the biases in the reach
direction towards the expected direction of the reach given the statistics of target pre-
sentation (identical to Fig. 2b) versus (b) the biases in the reach direction towards the
center of the workspace.
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Supplementary Figure 5.2: PMd PSTHs and GLM results, for individual mon-
keys. Peristimulus time histograms (PSTHs) and GLM results for PMd neurons, for indi-
vidual monkeys. All columns are the same as in Fig. 3. First and Second PSTH Rows:
Normalized averages of selected-response (SR) neurons from Monkey M and Monkey T,
respectively. Third and Bottom Rows: Normalized averages of potential-response
(PR) neurons from Monkey M and Monkey T, respectively.
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Supplementary Figure 5.3: Explaining pre-target activity for SR neurons. In Fig.
3, for SR neurons, prior to target onset there began to be a slight separation between
activity traces depending whether the reach will be near vs. opposite the PD. Given that
SR neurons are supposed to only respond after target onset, this is initially surprising.
However, there are two likely reasons for SR neurons’ apparent pre-target activity. The
first reason is our classification criteria of SR and PR neurons. PR neurons, unlike SR
neurons, were significantly modulated by hand position prior to target onset (see Methods
for details). That is, if a neuron was modulated by hand position with > 95% (e.g 96%)
confidence, then it was a PR neuron, but if it was modulated by hand position with ¡ 95%
(e.g. 94%) confidence, it would be an SR neuron. Thus, using this “conservative classifi-
cation” (as we do in Fig. 3), we are likely including some PR neurons in the SR category.
A PSTH using this conservative classification, copied from Fig. 3, is shown in the top
row. Instead, if we use a “relaxed classification” that includes neurons as PR neurons if
they are modulated by hand position with > 50% confidence, then SR neurons should not
include any true PR neurons. When we plot SR neurons using this relaxed classification
(bottom row), the differential activity prior to target onset diminishes, demonstrating that
some PR neurons being included as SR neurons was a cause of the differential activity.
Note that Supplementary Fig. 4 gives more details about different “conservative” and
“relaxed” classification types. A second reason for the pre-target-onset differentiation of
SR neurons in Fig. 3 is jitter in the time of target onset. While we subtracted the average
delay for the target to be displayed on screen, there was some jitter in this timing (see
Methods). Thus, some activity aligned to target onset could appear slightly earlier than
it occurred.
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Supplementary Figure 5.4: Neuron Classification. The proportion of potential-
response (PR) and selected-response (SR) neurons using different classification criteria.
a,b) We include all sessions (as in the main text) a) We defined SR neurons as those
significantly modulated by upcoming movement in the late period in the GLM, but were
not significantly modulated by hand position in the early period. PR neurons were signif-
icantly modulated by upcoming movement in the late period and by hand position in the
early period. Significantly modified means that the 95% confidence intervals of pseudo-R2

and relative pseudo-R2 values were greater than 0 (see Methods). This was the criteria
used for all parts of the main text with the exception of decoding. b) A more relaxed
criteria is to look at all neurons that had a median pseudo-R2 and relative pseudo-R2 > 0.
In the main text, we used this relaxed criteria to include PR neurons for decoding. c,d)
These are the same as panels a and b, respectively, except we now only include sessions
that were recorded in separate weeks, to decrease the number of “repeat” neurons that
were recorded in multiple sessions.
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Supplementary Figure 5.5: PMd population activity represents the distribution
of upcoming movements- accumulated across reaches: individual monkeys and
controls. As in Fig. 4a, all heat maps show normalized average activity over time as a
function of relative angular position (the angular hand position relative to neurons’ PDs).
To the right of each heat map, normalized activity in the 100 ms prior to target onset, as
a function of the relative angular position. Each row calculates activity from a different
set of reaches. Top row: From all reaches (as in Fig. 4a). Second row: Control for the
correlation between the previous and upcoming movement directions, which tended to be
in opposite directions. We examined neural activity in the infrequent cases when pairs of
sequential reaches were in similar directions (less than 90◦ away from each other). Third
row: We resampled reaches to create a distribution of reach directions relative to angular
hand position that were centered on 180◦ (rather than 150◦). This plot ensures that our
main results were not simply caused by a correlation between the angular hand position
and the true upcoming movement (in which case the activity after resampling would
become centered on 180◦), but rather reflected the distribution of upcoming movements
(in which case the activity after resampling would remain centered at 150◦). Bottom
row: From reaches starting near the center (as in Fig. 4c).
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Supplementary Figure 5.6: Visuomotor Rotation Control Task. (a) The distribution
of pre-target decoded reach directions relative to the hand’s angular position (decoded
φ’s) for all positions. Arrows point toward the circular means of the distributions. (b)
The difference between the circular means of the distributions of decoded φ’s in panel a
(rotation minus baseline). Error bars are 95% confidence intervals from bootstrapping.
(c) In both the baseline task and visuomotor rotation task, we display on the left: The
average normalized firing rate of all PR neurons, over time, as a function of relative angular
hand position (as in Fig. 4a). For each monkey, we display on the right: The average
normalized firing rate in the 100 ms prior to target onset, as a function of the relative
angular position (baseline in blue; rotation task in orange). Arrows point toward the peak
angles of activity. (d) For each session, the difference between the angles corresponding to
peak activity in panel c, between the baseline and rotation tasks (rotation minus baseline).
In all panels, results from the VR task used the second 2/3 of trials.
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Supplementary Figure 5.7: Visuomotor Rotation Task - changes in PDs after
target onset. On the left, we plot a histogram of changes in the visual PD for PR
neurons, in the time period 50-200 ms after target onset. If the neurons were representing
the movement rather than the target, then the neurons would be most active when the
target is +30 degrees (counterclockwise) in the VR task. If they were representing the
visual location of the target, then we would see a change of 0. The median change across
PR neurons is -2.1 degrees. On the right, we have the same plot for SR neurons, with
a median change of 0.4 degrees. Thus, the visuomotor rotation does not change PMd’s
representation of the target after target onset.
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Supplementary Figure 5.8: M1 does not reflect the probability of upcoming move-
ments, for individual monkeys. (a-d) PSTHs and GLM results for M1 neurons.
Columns have the same schematics as Fig. 3. First and Second Rows of PSTHs:
Normalized averages of “reach” neurons. Third and Fourth Rows: Normalized aver-
ages of “reach and position” neurons. (e) Same schematic as Fig. 4a, but for M1 neurons.
Left: The normalized average firing rate, as a function of time and relative angular hand
position. Activity is averaged across all reach and position neurons. Right: The normal-
ized average firing rate in the 100 ms prior to target onset, as a function of the relative
angular position.
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Supplementary Figure 5.9: Relationship between previous movement and hand
position. (a) We define the angle between the previous movement vector and the hand
position vector (relative to the center) as ψ. More specifically, ψ is the previous movement
vector direction minus the position vector direction. (b) The distribution of ψ’s, across
all reaches. Note the slight counter-clockwise bias from 0◦ (it is peaked at about 10◦ and
has a circular mean at 23◦), that may explain a portion of the counter-clockwise bias in
M1 activity in Fig. 7e.
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CHAPTER 6

Machine learning for neural decoding

Abstract

While machine learning tools have been rapidly advancing, the majority of neural de-

coding approaches still use last century’s methods. Improving the performance of neural

decoding algorithms allows us to better understand what information is contained in the

brain, and can help advance engineering applications such as brain machine interfaces.

Here, we apply modern machine learning techniques, including neural networks and gra-

dient boosting, to decode from spiking activity in 1) motor cortex, 2) somatosensory

cortex, and 3) hippocampus. We compare the predictive ability of these modern methods

with traditional decoding methods such as Wiener and Kalman filters. Modern methods,

in particular neural networks and ensembles, significantly outperformed the traditional

approaches. For instance, for all of the three brain areas, an LSTM decoder explained

over 40% of the unexplained variance from a Wiener filter. These results suggest that

modern machine learning techniques should become the standard methodology for neural

decoding. We provide code to facilitate wider implementation of these methods.

Introduction

Decoding is a critical tool for understanding how neural signals relate to the outside

world. It can be used to determine how much information the brain contains about an

external variable (e.g. sensation or movement) [160, 161, 162], and how this information
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differs across brain areas [163, 164, 165], experimental conditions [20, 4], disease states

[166], and more. It is also useful in engineering contexts, such as for brain machine

interfaces (BMIs), where signals from motor cortex are used to control computer cursors

[158], robotic arms [167], and muscles [168]. Decoding is a central tool for neural data

analysis.

Because decoding is simply a regression or classification problem, many methods can

be used for neural decoding. Despite the many recent advances in machine learning

techniques, it is still very common to use traditional methods such as linear regression.

Using modern machine learning tools for neural decoding would likely significantly boost

performance, and might allow deeper insights into neural function.

Here, we compare many different machine learning methods to decode information

from neural spiking activity. We predict movement velocities from macaque motor cortex

and sensorimotor cortex, and locations in space from rat hippocampus. In all brain

regions, modern methods, in particular neural networks and ensembles, led to the highest

accuracy decoding, even for limited amounts of data. We provide code so that others can

easily use all the decoding methods we tested.

Methods

Tasks and brain regions

Decoding movement velocity from the motor cortex and somatosensory cortex

In our random-target experiment [4], monkeys moved a planar manipulandum that con-

trolled a cursor on the screen (Fig. 1a). The monkeys continuously reached to new

targets that were presented with a brief hold period between reaches. After training,
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the monkeys were surgically implanted with 96-channel Utah electrode arrays (Blackrock

Microsystems, Salt Lake City, UT) to record the extracellular activity of cortical neurons.

In one experiment [4], we recorded from both primary motor cortex (M1) and dorsal

premotor cortex (PMd) and combined neurons from both areas. In another experiment

we recorded from area 2 of primary somatosensory cortex (S1) [169]. From both brain

regions, we aimed to predict the x and y components of movement velocity. The recording

from motor cortex was 21 minutes, and contained 164 neurons. The mean and median

firing rates, respectively, were 6.7 and 3.4 spikes / sec. The recording from S1 was 51

minutes, and contained 52 neurons. The mean and median firing rates, respectively, were

9.3 and 6.3 spikes / sec.

Decoding position from the hippocampus

We used a dataset from CRCNS, in which rats chased rewards on a square platform (Fig.

1b) [7, 8]. Extracellular recordings were made from layer CA1 of dorsal hippocampus

(HC). We aimed to predict the x and y position of the rat. The recording from HC was

93 minutes, and contained 58 neurons. We excluded neurons with fewer than 100 spikes

over the duration of the experiment, resulting in 46 neurons. These neurons had mean

and median firing rates, respectively, of 1.7 and 0.2 spikes / sec.

General Decoding methods

Decoding movement velocity from the motor cortex and somatosensory cortex

We predicted the average velocity (x and y components) in 50 ms bins. Neural spike

trains used for decoding were also put into 50 ms bins. In motor cortex, we used 700
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ms of neural activity (13 bins before and the concurrent bin) to predict the current

movement velocities, as the primary interest is in investigating how motor cortex causally

affects movement. In somatosensory cortex, we used 650 ms surrounding the movement (6

bins before, the concurrent bin, and 6 bins after), as neural activity has been shown both

preceding and following movements [170]. Decoding position from the hippocampus: We

aimed to predict the position (x and y coordinates) of the rat in 200 ms bins. Neural spike

trains used for decoding were also put into 200 ms bins. We used 2 seconds of surrounding

neural activity (4 bins before, the concurrent bin, and 5 bins after) to predict the current

position.

Scoring Metric

To determine the goodness of fit, we used R2 = 1−
∑
i

(ŷi−yi)2∑
i

(yi−ȳ)2
, where ŷi are the predicted

values, yi are the true values and ȳ is the mean value. This formulation of R2 (which

is the fraction of variance accounted for, rather than the Pearson’s correlation coefficient

squared [171]) can be negative on the test set due to overfitting on the training set. The

reported R2 values are the average across the x and y components of velocity or position.

Cross-validation

When determining the R2 for every method (Fig. 3), we used 10 fold cross-validation.

For each fold, we split the data into a training set (80% of data), a contiguous validation

set (10% of data), and a contiguous testing set (10% of data). For each fold, decoders

were trained to minimize the mean squared error between the predicted and true veloci-

ties/positions of the training data. We found the algorithm hyperparameters that led to

the highest on the validation set using Bayesian optimization [172]. That is, we fit many
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models on the training set with different hyperparameters and calculated the R2 on the

validation set. Then, using the hyperparameters that led to the highest validation set R2,

we calculated the R2 value on the testing set. Error bars on the test set R2 values were

computed across cross-validation folds.

Bootstrapping

When determining how performance scaled as function of data size (Fig. 5), we used

a single test set and validation set, and varying amounts of training data that directly

preceded the validation set. The test and validation sets were 5 minutes long for motor and

somatosensory cortices, and 7.5 minutes for hippocampus. To get error bars, we resampled

from the test set. Because of the high correlation between temporally adjacent samples,

we didn’t resample randomly from all examples (which would create highly correlated

resamples). Instead, we separated the test set into 20 temporally distinct subsets, S1-S20

(i.e., S1 is from t = 1 to t = T/20, S2 is from t = T/20 to t = 2T/20, etc., where T

is the end time), that were more nearly independent of each other. We then resampled

combinations of these 20 subsets (e.g. S5, S13, S2) 1000 times to get confidence intervals

of R2 values.

Preprocessing

The training input was normalized (z-scored). The training output was zero-centered

(mean subtracted), except in support vector regression, where the output was z-scored.

The validation/testing inputs and outputs were preprocessed using the preprocessing pa-

rameters from the training set.
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Specific Decoders

Kalman Filter

In the Kalman filter, the hidden state at time t is a linear function of the hidden state at

time t− 1, plus a matrix characterizing the uncertainty. The observation (measurement)

at time t is a linear function of the hidden state at time t (plus noise). At every time point,

to update the estimated hidden state, the updates derived from the current measurement

and the previous hidden states are combined. During this combination, the noise matrices

give a higher weight to the less uncertain information. We used a Kalman filter similar

to that implemented in [9]. In the Kalman filter, the measurement was the neural spike

trains, and the hidden state was the kinematics (x and y components of position, velocity,

and acceleration). We had one hyperparameter which differed from the implementation

in [9]. This parameter determined the noise matrix associated with the transition in

kinematic states (Q in [9]). We divided the empirical noise matrix of training data (used

in [9]) by the hyperparameter scalar C. The rationale for this addition is that neurons

have temporal correlations, which make it desirable to have a parameter that allows

changing the weight of the new neural evidence. Interestingly, the introduction of this

parameter made a big difference for the hippocampus dataset (Fig. S1). We also allowed

for a lag between the neural data and predicted kinematics. The lag and hyperparameter

were determined based on validation set performance.

Wiener Filter

The Wiener filter uses multiple linear regression to predict the output from multiple time

bins of every neurons’ spikes. That is, the output is assumed to be a linear mapping of the
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number of spikes in the relevant time bins from every neuron (Fig. 1c,d). Here, separate

models were used to predict the x and y components of the kinematics.

Wiener Cascade

The Wiener cascade (also known as a linear nonlinear model) fits a linear regression (the

Wiener filter) followed by a fitted static nonlinearity (e.g. [173]). This allows for a non-

linear relationship between the input and the output, and assumes that this nonlinearity

is purely a function of the linear output. Here, as in the Wiener Filter, the input was

neurons’ spike rates over relevant time bins. The nonlinear component was a polynomial

with degree determined on the validation set. Separate models were used to predict the

x and y components of the kinematics.

Support Vector Regression

In support vector machine regression (SVR) [174], the inputs are projected into a higher

dimensional space using a nonlinear kernel, and then linearly mapped from this space

to the output to minimize an objective function [174]. Here, we used standard support

vector regression (SVR) with a radial basis function kernel to predict the kinematics from

the neurons’ spike rates in each bin. We set hyperparameters for the penalty of the error

term and the maximum number of iterations. Separate models were used to predict the

x and y components of the kinematics.

XGBoost

XGBoost (Extreme Gradient Boosting) [175] is an implementation of gradient boosted

trees. For the regression problem, gradient boosting fits many regression trees. Each

subsequent regression tree is fit to the residuals of the previous fit. Regression trees
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create nonlinear mappings from the input to output. Here, we used XGBoost to predict

the kinematics from the neurons’ spike rates in each bin. We set hyperparameters for the

maximum depth of the tree, number of trees, and learning rate. Separate models were

used to predict the x and y components of the kinematics.

Feedforward Neural Network

A feedforward neural net connects the inputs to sequential layers of hidden units via

linear mappings followed by output nonlinearities. This can allow for mapping complex

nonlinear functions from input to output. Here, using the Keras library [176], we created

a fully connected (dense) feedforward neural network with 2 hidden layers and rectified

linear unit activations after each hidden layer. We required the number of hidden units

in each layer to be the same. We set hyperparameters for the number of hidden units in

the layers, amount of dropout [177], and number of training epochs. We used the Adam

algorithm [178] as the optimization routine. This neural network, and all neural networks

below had 2 output units. That is, the same network predicted the x and y components

rather than there being 2 separate networks. The input was still the number of spikes

in each bin from every neuron. Note that we refer to feedforward neural networks as

a modern technique, despite their having been around for many decades, due to their

current resurgence and the modern methods for training the networks.

Simple RNN

In a standard recurrent neural network (RNN), the hidden state is a linear combination

of the inputs and the previous hidden state. This hidden state is then run through an

output nonlinearity, and linearly mapped to the output. RNNs, unlike feedforward neural
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networks, allow temporal changes in the system to be modeled explicitly. Here, using the

Keras library [176], we created a neural network architecture where the spiking input

from all neurons was fed into a standard recurrent neural network (Fig. 1e). The units

from this recurrent layer were fed through a rectified linear unit nonlinearities, and fully

connected to an output layer with 2 units (x and y velocity or position components). We

set hyperparameters for the number of units, amount of dropout, and number of training

epochs. We used RMSprop [179] as the optimization routine.

Gated Recurrent Unit

Gated recurrent units (GRUs) [180] are a more complex type of recurrent neural network.

It has gated units, which in practice allow for better learning of long-term dependencies.

For implementation, all methods were the same as for the Simple RNN, except Gated

Recurrent Units were used rather than a traditional RNN.

Long Short Term Memory Network

Like the GRU, the long short term memory (LSTM) network [181] is a more complex

recurrent neural network with gated units that allow long-term dependencies to be cap-

tured better. The LSTM has more parameters than the GRU. For implementation, all

methods were the same as for the Simple RNN, except LSTMs were used.

Ensemble

Ensemble methods combine the predictions from several other methods, and thus have the

potential to leverage the different benefits of the methods contained within the ensemble.

Here, using the predictions from all decoders except the Kalman filter (which had a
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different format) as inputs, we predicted the outputs using the feedforward neural network

described above.

Code

Python code for all methods is available at https://github.com/KordingLab/Neural_

Decoding

Results

We investigated how the choice of machine learning technique affects decoding per-

formance (Fig. 1) using a plethora of common machine learning methods. These ranged

from historical linear techniques (e.g., the Wiener filter) to modern machine learning

techniques (e.g., neural networks and ensembles of techniques). We tested the perfor-

mance of all these techniques across datasets from motor cortex, somatosensory cortex,

and hippocampus.

We aimed to understand the performance of the methods when fit to neural data.

First, in order to get a qualitative impression of the performance, we plotted the output

of each decoding method for each of the three datasets (Fig. 2). In these examples, the

modern methods, such as the LSTM and ensemble, appeared to outperform traditional

methods, such as the Wiener and Kalman filters, as the predictions were slightly closer to

the true output. Next, we quantitatively compared the methods. In all three brain areas,

modern machine learning methods outperformed traditional decoding methods (Fig. 3).

In particular, neural networks and the ensemble led to the best performance, while the

Wiener or Kalman Filter led to the worst performance. In fact, the LSTM decoder

explained over 40% of the unexplained variance from a Wiener filter (R2’s of 0.88, 0.86,

https://github.com/KordingLab/Neural_Decoding
https://github.com/KordingLab/Neural_Decoding
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Figure 6.1: Tasks and Decoding Schematic. a) In the task for decoding from motor
and somatosensory cortices, monkeys continuously reached to new targets that were pre-
sented, with a brief hold period between reaches [4]. b) In the task for decoding from
hippocampus, rats chased rewards on a square platform [7, 8]. c) To decode (predict)
the output in a given time bin, we used the firing rates of all N neurons in B time bins.
In this schematic, N = 4 and B = 3 (one bin preceding the output, one concurrent bin,
and one following bin). In our data, we predicted two outputs from each brain region (x
and y components of velocity from motor and somatosensory cortex, and x and y compo-
nents of position from hippocampus). For each region, the number of neurons and time
bins used for decoding are described in Methods. Also, note that this schematic does not
apply for the Kalman Filter decoder. d) For the non-recurrent decoders (Wiener Filter,
Wiener Cascade, SVR, XGBoost, and Feedforward Neural Network), this is a standard
regression problem where N ×B features (the firing rates of each neuron in each relevant
time bin) are used to predict the output. e) For the recurrent decoders (simple RNN,
GRUs, LSTMs), to predict an output, we used N features, with temporal connections
across B bins. A schematic of an RNN predicting a single output is on the right.
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0.62 vs. 0.78, 0.75, 0.35). Additionally, the feedforward neural network did almost as

well as the LSTM in all brain areas. Across cases, the ensemble method added a reliable,

but small increase to the explained variance. Modern machine learning methods led to

significant increases in predictive power.

While modern machine learning methods yielded the best performance on our full

datasets, it is possible, because of their greater complexity, that they would not work well

with less data. Thus, we tested the feedforward neural network and LSTM (two modern

methods that worked particularly well), along with the Wiener and Kalman filters, on

varying amounts of data. Even with limited data, the modern methods worked very

well. With only 2 minutes of training data for motor and somatosensory cortices, and

15 minutes of hippocampus data, both modern methods outperformed both traditional

methods (Fig. 4,5). When decreasing the amount of training data further, to only 1

minute for motor and somatosensory cortices and 7.5 minutes for hippocampus data,

the Kalman filter sometimes performed comparably to the modern methods. Still, the

modern methods significantly outperformed the Wiener Filter (Fig. 5). Thus, even for

limited data, modern machine learning methods can yield significant gains in decoding

performance.

Discussion

Here we tested the performance of a large number of decoding techniques on three

different neural decoding problems. We found that, across datasets, neural networks

outperformed traditional methods. An ensemble method provided only minor additional
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Figure 6.2: Example Decoder Results. Example decoding results from motor cortex
(left), somatosensory cortex (middle), and hippocampus (right), for all ten methods (top
to bottom). Ground truth traces are in black, while decoder results are in various colors.
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Figure 6.3: Decoder Result Summary. R2 values are reported for all decoders (dif-
ferent colors) for each brain area (top to bottom). Error bars represent the mean +/-
SEM across cross-validation folds. X’s represent the R2 values of each cross-validation
fold. Note the different y-axis limits for the hippocampus dataset.
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Figure 6.4: Example results with limited training data. Using only 2 minutes of
training data for motor cortex and somatosensory cortex, and 15 minutes of training data
for hippocampus, we trained two traditional methods (Wiener filter and Kalman filter),
and two modern methods (feedforward neural network and LSTM). Example decoding
results are shown from motor cortex (left), somatosensory cortex (middle), and hippocam-
pus (right), for these methods (top to bottom). Ground truth traces are in black, while
decoder results are in the same colors as previous figures.

predictive power. The strong performance of neural networks even persisted for small

datasets with as little as one minute of training data.

We find it particularly interesting that the neural network methods worked so well with

limited data, which is counter to the common perception. We believe the explanation is

simply the size of networks. For instance, our networks have on the order of 100 thousand

parameters, while common networks for image classification (e.g. [182]) can have on the

order of 100 million parameters. Thus, the reasonable size of our networks (hundreds of

hidden units) likely allowed for excellent prediction with limited data [183].
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Figure 6.5: Decoder results with varying amounts of training data. Using varying
amounts of training data, we trained two traditional methods (Wiener filter and Kalman
filter), and two modern methods (feedforward neural network and LSTM). R2 values
are reported for these decoders (different colors) for each brain area (top to bottom).
Error bars are 68% confidence intervals (meant to approximate the SEM) produced via
bootstrapping, as we used a single test set. Values with negative R2s were not shown.
Also note the different y-axis limits for the hippocampus dataset.

It is also intriguing that the feedforward neural network did almost as well as the

LSTM and better than the standard RNN, considering the recent attention to treating

the brain as a dynamical system [184]. For the motor and somatosensory cortex decoding,
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it is possible that the highly trained monkeys yielded a stereotyped temporal relationship

between neural activity and movement that a feedforward neural network could effectively

capture. It would be interesting to compare the performance of feedforward and recurrent

neural networks on less constrained behavior.

In order to find the best hyperparameters for the decoding algorithms, we used a

Bayesian optimization routine [172] to search the hyperparameter space (see Methods).

Still, it is possible that some of the decoding algorithms did not use the optimal hyperpa-

rameters, which could have lowered overall accuracy. Moreover, for several methods we

did not fit all available hyperparameters. We did this in order to simplify the use of these

methods, in order to decrease computational runtime during hyperparameter optimiza-

tion, and because adding additional hyperparameters did not appear to improve accuracy.

For example, for the neural nets we used dropout but not L1 or L2 regularization, and for

XGBoost we used less than half the available hyperparameters for avoiding overfitting.

While our preliminary testing with additional hyperparameters did not appear to signif-

icantly change the results, it is possible that we have not achieved optimal performance

of our methods.

While we have tested standard algorithms on three different datasets, it is possible that

the relative performance of algorithms differs on other datasets. However, many datasets

in neuroscience share basic properties with those we used. Most are similar in length (tens

of minutes to a couple hours), simply because the length of a recording session is usually

limited by both the patience of the animal and the experimentalist. Moreover, most

variables of interest have similar relevant timescales, where movement, speech, vision,
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and many other phenomena unfold on a timescale of hundreds of milliseconds to seconds.

We thus expect that similar results would be obtained for other spiking datasets.

We have decoded from spiking data, but it is possible that the problem of decoding

from other data modalities is different. One main driver of a difference may be the distinct

levels of noise. For example, fMRI signals have far higher noise levels than spikes. As

the noise level goes up, linear techniques become more appropriate, which may ultimately

lead to a situation where the traditional linear techniques become superior. Applying the

same analyses we did here across different data modalities is an important next step.

All our decoding was done offline, meaning that the decoding occurred after the record-

ing, and was not part of a control loop. This type of decoding is useful for determining

how information in a particular brain area relates to an external variable. However, for

engineering applications such as BMIs [185, 186], the goal is to decode information (e.g.,

predict movements) in real time. Our results here may not apply as directly to online

decoding situations, since the subject is ultimately able to adapt to imperfections in the

decoder. In that case, even relatively large decoder performance differences may be irrel-

evant. An additional challenge for online applications is computational runtime, which

we have not addressed here. In the future, it would be valuable to test modern machine

learning techniques for decoding in online applications (as in [187]).

While modern machine learning methods provide an increase in decoding accuracy, it

is important to be careful with the scientific interpretation of decoding results. Decoding

can tell us how much information a neural population has about a variable X. However,

high decoding accuracy does not mean that a brain area is directly involved in processing

X, or that X is the purpose of the brain area. For example, with a powerful decoder,
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it could be possible to accurately classify images based on recordings from the retina,

since the retina has information about all visual space. However, this does not mean that

the primary purpose of the retina is image classification. Moreover, even if the neural

signal comes before the external variable, it does not mean that it is causally involved.

For example, information could be in somatosensory cortex prior to movement due to

an efference copy from M1. Thus, researchers should constrain interpretations to being

about the information in neural populations, and how it may vary across brain regions,

experimental conditions, or time intervals.

We decoded continuous valued variables. The same methods can be used for classifica-

tion tasks, which often use classic decoders such as logistic regression and support vector

machines. While here we have not demonstrated the benefit of modern machine learning

methods for classification, our available code can easily be modified to allow users to do

classification.

Neural engineering has a history of developing specialized algorithms meant to increase

the performance of decoders [188, 189, 190]. However, these algorithms are not typically

tested against state of the art machine learning algorithms. Along with this manuscript,

we have released a package to do neural decoding using all the described methods, making

it is easy to compare with any new algorithm. Our hunch is that it will be hard for

specialized algorithms to compete with the standard algorithms developed by a massive

community in machine learning.
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Supplementary Figure 6.1: Kalman Filter Versions. R2 values are reported for different
versions of the Kalman Filter for each brain area (top to bottom). On the left (in more
transparent cyan), the Kalman Filter is implemented as in [9]. On the right (in more
opaque cyan), the Kalman Filter is implemented with an extra parameter that scales
the noise matrix associated with the transition in kinematic states (see Methods). This
version with the extra parameter is the one used in the main text. Error bars represent
the mean +/- SEM across cross-validation folds. X’s represent the R2 values of each
cross-validation fold. Note the different y-axis limits for the hippocampus dataset.
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CHAPTER 7

Discussion

Across the chapters of this thesis, I aimed to better understand how the brain plans

movements in more naturalistic settings, and I often used machine learning techniques

to do so. In Chapter 2, I demonstrated that during a natural scene search task, search-

relevant visual features had no significant influence on FEF activity. Rather, FEF activity

was primarily modulated by the upcoming eye movement. In Chapter 3, I demonstrated

that FEF activity is greater when making a saccade to the target (an exploitative sac-

cade) rather than somewhere else in the scene (an exploratory saccade). In Chapter 4, I

found two separate classes of FEF neurons, related to preliminary and definitive planning.

Those related to preliminary planning represented the probabilities of potential upcoming

saccades, independent of the saccade that would occur. In Chapter 5, I demonstrated that

PMd neurons represented the probability distribution of possible upcoming movements

that are based on the position of the monkey’s hand within the environment. In Chapter

6, I demonstrated that modern machine learning methods such as neural networks and

ensemble methods significantly improve predictive performance for neural decoding, even

with limited amounts of data.

Multiple chapters of this thesis focused on factors that modulate FEF activity during

natural scene search, and I would like to relate the different findings across chapters. In

Chapter 2, I did not find that task-relevant visual features modulated FEF activity. This

differed from previous findings using artificial stimuli, in which FEF activity was greater
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when stimuli similar to the target were displayed in neurons’ RFs. Findings from chapter

3 may explain this difference in results. I showed that purposeful, but not accidental,

saccades towards a target in neurons’ RFs increased their firing rates. It thus may be the

case that awareness of a target is necessary for enhanced representation of this target.

Artificial stimulus paradigms with few objects most likely consistently lead to awareness

of the target and target-similar objects, while in natural scenes, a subject may not be

aware of target-similar objects. This difference in awareness could lead to my negative

result about the representation of target-similar features in natural scenes.

Chapters 2 and 4 both investigated different environmental factors that could affect

saccade planning, and thus FEF activity. In Chapter 2, I analyzed target-related visual

features, which had weak predictive ability about the upcoming saccade. In Chapter 4,

I analyzed the eye position on the screen, which had a stronger predictive ability about

the upcoming saccade direction. In parallel to these behavioral results, I found neural

activity was modulated by eye position (which had a strong behavioral effect) but not

by the target-related visual features (which had a weak behavioral effect). While I did a

power analysis in Chapter 2 to demonstrate that our negative result about visual features

was likely not because the effect size was undetectable, it still could be possible that

the behavioral effect was just too weak for the model to detect the neural correlate. In

general, this shows the importance of having strong behavioral effects when searching for

neural correlates.

While all FEF-related chapters found a relation between FEF activity and saccades,

some aspects of the activity may have to do with saccade planning, while some activity

may have to do with the saccade itself, or saccade execution. In Chapter 2, I did not
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analyze this distinction in any way. In Chapter 3, I found that FEF activity related

to expected reward (i.e., whether making a saccade to the target or elsewhere), saccade

peak velocity, and saccade latency. Expected reward is a cognitive factor, and could

relate to planning, as higher firing rates when expecting a reward in a given direction

could increase the likelihood of a saccade in that direction. Neural activity related to

saccade peak velocity may seem to be related to saccade execution, but it could also be

related to a higher confidence about the saccade, which is just correlated with the saccade

velocity. Neural activity being correlated with saccade latency is likely related to the

saccade decision-making (planning) process, at least based on many models of decision-

making [191, 192]. In chapter 4, I separated neurons into two subpopulations that do

“preliminary planning” and “definitive planning.” This demonstrated that there is FEF

activity related to both planning (regardless of the saccade that actually occurs), along

with the final decision (the saccade that actually occurs). Still, it is unknown whether this

activity related to the final saccade plan is actually responsible for the execution of the

upcoming saccade. In general, it is a great challenge to differentiate movement planning

and execution in naturalistic tasks.

Another theme shared across chapters was probabilistic representations for movement

planning. In Chapter 4, I found probabilistic representations of upcoming saccade di-

rections in a subset of FEF neurons when averaging across many saccades. In Chapter

5, I found probabilistic representations of upcoming reach directions in a subset of PMd

neurons. Because of the many simultaneously recorded neurons in PMd, I was able to

do single-trial decoding to demonstrate that probability distributions were represented

by the population of neurons preceding individual reaches. In the future, it would be



245

valuable to record more FEF neurons simultaneously to allow testing whether probability

distributions are also represented in FEF populations prior to individual saccades. The

findings of these two chapters suggest the generality of probabilistic representations for

movements for both the oculomotor and skeletomotor systems.

In chapters 4 and 5, I also was interested in how potential movements evolve into

definitive movement plans. In PMd, PR neurons represented the possible movements

prior to target onset and represented the final selected movement (i.e. the target location)

after target onset. In FEF, around the time of fixation, E-Sel neurons had activity related

to the probabilities of upcoming saccades (independent of the actual saccade) and also

had activity predictive of the true upcoming saccade. Later on, closer to the time of

the saccade, activity of E-Sel neurons did not become more related to the actual saccade

that would occur. Because I used different experiments for arm movements and eye

movements, I am unable to directly compare how movement plans evolve in PMd and

FEF. It would be interesting to examine PMd responses using a more natural task where

the monkeys could choose their own movements (as in the eye movement experiment).

Would the PR neurons have early “preliminary planning” activity predictive of the actual

upcoming reach, like I saw for FEF E-Sel neurons? Additionally, it would be interesting

to investigate FEF responses in a task similar to the reaching task, where targets are

continuously presented. Would the E-Sel neurons reflect the available options prior to

target onset? And would the E-Sel neurons no longer select the upcoming movement,

since that experiment would not allow explicitly planning saccades in advance? Future

experiments to more directly compare movement planning in FEF and PMd would be

valuable.



246

There are many tradeoffs involved in conducting more naturalistic experiments. Ul-

timately, researchers want to understand how the brain operates in real world scenarios.

Moreover, neural responses in more naturalistic settings can differ from those in more con-

strained, artificial, paradigms [193, 194], which demonstrates the necessity of more natu-

ralistic experiments. However, it can be challenging to understand the reason why neural

responses are different between naturalistic environments and constrained paradigms when

there are many differences between the two setups. Returning to the example from chap-

ter 2, was the negative result about the representation of target-similar visual features

because of the visual structure of natural scenes? Or was it because the natural scene was

not flashed on the screen? In general, it would be beneficial to do experiments that titrate

“naturalness”, i.e., make changes that systematically increase the amount of naturalness

in one dimension, so that the changes in neural activity can be more clearly understood.

Moreover, it would be beneficial to do these experiments with the same sets of neurons, to

explicitly determine how responses differ between experimental setups. In general, while

clever analyses can help to understand more naturalistic experiments, post-hoc analyses

can’t replace a good initial experimental design to understand how naturalness changes

responses.

Machine learning served multiple roles in the chapters of this thesis. In chapter 6, I

demonstrated how modern machine learning methods can improve predictive performance.

Improving predictive performance is generally valuable for engineering applications. In the

case of neural decoding, it is useful to better understand what information a population

of neurons contains about an external variable. In the case of neural encoding [169], it

is useful to better understand how well a neuron’s activity can be predicted based on
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multiple external variables. In chapters 2-5, I used machine learning, in particular GLMs,

to better understand how several variables modulated neural activity. It is interesting to

consider whether I might have gotten any different results if I had used a modern machine

learning method, such as neural networks or XGBoost, rather than GLMs. While I believe

the general results would be the same, since the PSTH results had the same trends as the

GLMs, it is likely that there would be minor differences. For example, some neurons that

encode variables in a weak, nonlinear, matter could become significant for those variables.

Finally, I want to mention one other valuable use for machine learning in neuroscience -

benchmarking. Since modern machine learning methods lead to great predictive ability,

we should use them as performance benchmarks for simpler, more understandable, models.

In general, machine learning techniques can be very useful within neuroscience.
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