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Abstract 
 

Utilization and Computational Generation of Enzymatic Reaction Rules to Predict and Analyze 
Biochemical Pathways 

 

Andrew Stine 

 

The work in this thesis focuses on computational methods for the identification of novel 

enzymatic pathways. In particular this work focuses on the utilization of the Biological Network 

Integrated Computational Explorer (BNICE) software suite to predict de novo enzymatic 

pathways for the production of commercially relevant compounds and on improvements to this 

program which have the potential to increase both its universality and the ease with which its 

predictions can be verified.  

BNICE uses generalized chemical operators to generate networks of probable 

biochemical reactions which include not only known enzymatic reactions but also likely 

reactions not previously found in literature. In the first part of this thesis, BNICE is used to 

predict enzymatic pathways for the production of propionic acid from pyruvate. 16 such 

pathways were found which consist of four enzymatic reactions or less. A key reaction in most 

of these pathways was found to be the reduction of acrylic acid to propionic acid. This reaction 

was experimentally confirmed by collaborators to be catalyzed by Oye2p from Saccharomyces 

cerevisiae, a previously unknown reaction for this enzyme. 
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 Next, a method is developed for the automatic generation of BNICE chemical operators. 

Previously, these operators were generated manually, leading to the inability of the operators to 

describe many enzymatic reactions. This new method allowed for the generation of operator sets 

capable of describing every atom-balanced reaction in the MetaCyc database. Furthermore, a 

process is introduced for intuitive adjustment of the specificity of the generated operators by 

allowing the user to specify the groupings of reactions that should be described by each operator. 

 Finally, this new technique for automatic operator generation in combination with 

conserved domain database (CDD) superfamily information is used to create a set of operators 

such that each operator describes reactions associated with similar genes. BNICE is then utilized 

to apply these operators to every compound in Escherichia coli generating a list of 688,787 

compounds. This list of compounds is then compared to the DrugBank database to identify 205 

pharmaceutically relevant products which only require the addition of a single reaction for 

production from Escherichia coli. Furthermore, this method associates each predicted reaction 

with a CDD superfamily expediting the identification of promising enzyme candidates. These 

results illustrate the power and flexibility of BNICE and this operator generation program to 

identify promising enzymatic reactions and to associate these reactions with promising enzymes. 
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Chapter 1: Introduction 

1.1: Motivation 

Enzymes are capable of catalyzing an incredible variety of chemical reactions, often 

more efficiently, specifically, and safely than traditional chemical processes. However, the 

diversity of activity that makes enzymes so promising can also make the manual identification of 

the best enzymatic pathways for a given application quite challenging. Furthermore, once a 

potential biological pathway has been found it is often difficult to identify enzymes and genes 

associated with the constituent reactions.  This thesis is concerned with methods to address these 

problems by computationally predicting promising enzymatic pathways and guiding the 

identification of candidate enzymes which may catalyze the constituent reactions in these 

pathways. 

 Many computational techniques for enzymatic pathway prediction exist [1]. 

Unfortunately, most of these methods rely upon databases of known enzymatic chemistry and are 

thus inherently restricted to exploring only previously discovered enzymatic reactions [2-5]. Our 

knowledge of enzymatic reactions is far from complete, and limiting our exploration to known 

enzymatic reactions precludes the possibility of discovering pathways which involve likely 

enzymatic reactions which have simply not yet been observed.  A computational program that 

instead explores probable enzymatic reactions, even if they have yet to be observed, can guide 

the experimental search for new enzyme activity by identifying reactions which would be 

commercially important if an enzyme can be found to catalyze them. One such program is the 

Biological Network Computational Explorer (BNICE) [6]. BNICE uses mechanistically 

generalized reaction rules, known as chemical operators, to generate networks of probable 
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biochemical reactions. These chemical operators are compiled from databases of known 

enzymatic chemistry and describe reactions with generic, flexible criteria for substrate 

acceptance. Applying these operators to a substrate not only reproduces known reaction routes 

and product compounds but also predicts novel biochemical reactions and products not 

previously found in literature. Applying these rules iteratively to the products of the predicted 

reactions generates a network of compounds that can be produced from the starting compound. 

Exploring this network allows for the identification of promising enzymatic reaction pathways. 

In this thesis, the utilization of BNICE is explored as are improvements to the software that 

greatly increase its flexibility and the ability of its prediction to guide the identification of 

promising enzymes for predicted reactions. 

 

1.2 Research Outline 

 Chapter 2 of this thesis focuses on the utilization of BNICE to predict novel pathways for 

the production of propionic acid from pyruvate. This work has two important purposes. First, it 

identifies promising novel biosynthetic routes for the production of propionic acid, a commonly 

used preservative and chemical precursor. Secondly, and perhaps more importantly, it serves as a 

demonstration of the ability of BNICE to make actionable predictions of novel enzymatic 

chemistry. Using BNICE and 282 manually generated operators, seven pathways of four reaction 

steps or less were predicted for the production of propionic acid from pyruvate. Of the 16 

reactions present in the pathways, five were known reactions used to create the operators, and 

two were known reactions which had not been used to create the operators but were instead 

identified following a more in-depth literature search. This confirms the ability of BNICE to 
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correctly predict enzymatic reaction chemistry not present in its training set. The analysis of the 

predictions found that for 15 of the 16 pathways the reduction of acrylic acid to propionic acid 

was a key reactive step. Promising enzymes for catalyzing this reaction were identified through a 

literature search. Three such enzymes were identified: NADPH dehydrogenase (Oye2p), 

fumarate reductase, and 2-enoate reductase. Fumarate reductase and 2-enoate reductase were 

found not to be effective at performing this chemistry; however, Oye2p was found to 

successfully catalyze this reaction. This activity of Oye2p has not been previously observed in 

the literature. This represents the first time the BNICE program has been utilized to predict novel 

enzymatic activity which was subsequently confirmed experimentally.  

 The results in Chapter 2 successfully demonstrate the power and utility of BNICE. 

However, the dependency on manually generated operators limits its scope and flexibility. The 

process for the creation of operators by hand is very slow, requiring researchers to search 

through examples of enzymatic chemistry and identify patterns of activity, and consequently the 

generation of new operators can struggle to keep up with the discovery of new enzymes. This in 

turn can lead to large amounts of enzymatic chemistry not being described by any chemical 

operator. Chapter 3 of this thesis describes efforts to rectify this problem by developing a method 

for the automatic generation of BNICE chemical operators. We begin this work by exploring the 

limits of operator specificity by generating two operators sets based upon the MetaCyc database 

of enzymatic chemistry: one as specific as possible and one as general as possible [7]. In addition 

to describing every reaction in the MetaCyc database, these operators were found to be 

extendable to additional databases despite only utilizing MetaCyc reactions in their creation.  

The most generalized set of operators were able to describe 79.4% and 92.3% of the reactions in 
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the KEGG database of enzymatic chemistry and the iMM904 metabolic model, respectively [8, 

9]. This is an improvement over the manually created operators which were only able to describe 

43.3% of the reactions in the iMM904 model and 48.2% of the reactions in KEGG despite being 

largely based upon reactions in that database [6]. 

  We further improve upon our operator generation program by introducing the idea of 

generating operators of intermediate specificity between these two limiting cases by a process we 

call reaction grouping. In this method the user specifies groupings of similar reactions. For each 

grouping, the most specific operator capable of describing all the reactions in the grouping is 

generated. This method allows for the generation of operators of intermediate specificity in a 

manner that is intuitive to the user and easily adaptable to different applications. This method 

was utilized to generate operators based upon the reaction groupings present in the most 

generalized limiting case operators. The resulting set of operators again described every reaction 

in MetaCyc; however, using BNICE to apply these operators to the 22 common amino acids 

resulted in a 50 fold decrease in the number of predicted reactions compared to the most 

generalized limiting case operators. This process therefore provides the ability to sharply limit 

the number of potential reactions predicted by BNICE to those which are most similar to 

observed enzymatic chemistry. Furthermore, an analysis of the results found that for the 

intermediate operators generated by this process larger groupings of reactions produced more 

generalized operators while smaller groupings produced more specific ones. Users can therefore 

control the specificity of the generated operators by changing the size of the reaction groupings.  

 Chapter 4 of this thesis consists of a demonstration of the power of the new reaction 

grouping based method of operator generation. In this work chemical operators are generated 
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from reaction groupings based upon genetic similarity of the associated enzymes as determined 

by Conserved Domain Database Superfamily classification [10]. BNICE was used to apply the 

resulting 2,210 operators to all the compounds present in the iJO1366 model of E. coli resulting 

in 319,075 predicted reactions and 688,787 predicted products. These compounds were 

compared to the compounds found in the DrugBank database of pharmaceutical compounds. Of 

the predicted compounds, 206 were found to be present in this database, and 20 were found to be 

FDA approved drugs. The tabulated results therefore provide a list of pharmaceutical compounds 

which are likely reachable in one reaction step from E. coli. Furthermore, by providing the CDD 

superfamily associated with the predicted reactions these predictions can help guide the 

identification of enzymes capable of performing a chemistry of interest. These results 

demonstrate the ability of the reaction grouping-based chemical operator generation method to 

allow BNICE to be quickly adapted to different applications. 

 In Chapter 5 the results from Chapters 2, 3, and 4 are summarized, and additional 

applications are suggested for BNICE and reaction-grouped operator generation. 
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Chapter 2: Exploring De Novo Metabolic Pathways from Pyruvate 

to Propionic Acid 

2.1 Introduction 

Industrial biotechnology, the practice of using enzymes or whole organisms for synthesis 

of commercial chemicals, has been widely explored to supplement or replace existing industrial 

processes [11, 12]. These new, biological processes often have considerable environmental and 

economic advantages over traditional chemical processes, such as operating at lower 

temperatures and pressures, forgoing the need for expensive catalysts, allowing for variable 

feedstock, and performing highly selective chemistry.  These advantages make industrial 

biotechnology an attractive solution to manufacture chemicals in a sustainable economy. For 

biosynthesis of a target compound, designing the metabolic pathway and selecting enzymes 

capable of catalyzing each reaction step are central to the development of a viable biological 

process.  Due to the sheer diversity of enzymes, designing a pathway and selecting enzymes can 

be very challenging.  

To help overcome this challenge, several comprehensive biochemical databases, such as 

the Kyoto Encyclopedia of Genes and Genomes (KEGG), the Metacyc database, and the 

Braunschweig Enzyme Database (BRENDA), have been developed to store the information of 

experimentally elucidated enzymatic reactions extracted from scientific literature [13-15]. 

Computational methods ranging from path-finding algorithms to metabolic models of entire 

biological systems have also been developed to expedite enzymatic pathway discovery by 

searching such databases [16, 17].   
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These computational methods are limited to using only known enzymatic reactions. 

Numerous studies have shown that enzymes are often capable of catalyzing the reaction of 

substrates which are similar but not identical to their native substrate [18]. Such promiscuous 

activities are of interest in industrial biotechnology because they allow for the utilization of non-

biological compounds in a biological process and provide pathway recommendations even when 

the desired chemical transformation is not directly found in biology.  To exploit this opportunity, 

we have previously developed a program called the Biological Network Integrated 

Computational Explorer (BNICE) to automatically design biological pathways containing novel 

promiscuous reactions and novel metabolic intermediates [19-21]. By exploring these pathways, 

one can identify promising new routes for the production of a compound of interest.  

In this work, BNICE is used to investigate pathways from pyruvate to propionic acid. 

Propionic acid is mainly used as a food preservative and as a precursor to other commodity 

chemicals and is primarily produced from petrochemicals. Propionic acid is naturally produced 

by the Propionibacterium genus of bacteria and by Clostridium propionicum, but current 

production is limited by significant lactic acid and succinic acid formation and low yields [22, 

23]. New metabolic pathways that avoid lactic acid or succinic acid production would be very 

advantageous.  Pyruvate was chosen as a starting substrate because of its high concentration as a 

glycolytic intermediate, and its carbon number (3) is the same as propionic acid, simplifying the 

transformations required. 

In this study, we tabulated and analyzed all biochemical pathways predicted by BNICE 

for producing propionic acid from pyruvate in four reaction steps or less. Seven biochemical 

pathways were found including known and novel reactions.  Upon analyzing five-step pathways, 
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many converged on the final step of acrylic acid reduction to propionic acid.  Our collaborators 

show experimentally that Saccharomyces cerevisiae Oye2p can carry out this predicted reaction. 

Although BNICE has previously been tested for its ability to predict known and novel enzymatic 

pathways [24-26], this is the first example of BNICE predictions being used to guide the 

experimental identification and realization of novel enzymatic activity. 

 

2.2 Methods 

2.2.1 Putative Network Generation and Exploration using BNICE 

The BNICE program has been described in detail elsewhere [19]. Its operation will be 

described here briefly for convenience.  BNICE automatically generates putative enzymatic 

reactions based on observed generalized enzyme functionality, as deduced from databases of 

known biochemical chemistry. Generalized enzyme functions are based on the Enzyme 

Commission four-tiered hierarchical classification system: EC i.j.k.l [27].  BNICE defines 

operators which account for the common chemical moieties of all the enzymes in a particular 

i.j.k class. To reflect this, BNICE operators are named using an i.j.k.a scheme where i.j.k 

correspond to the EC classification while the final letter identifies a particular operator.  For this 

work, a set of 282 operators created from reactions in the KEGG database, the UMBBD 

database, and the iAF1260 E. coli metabolic model were utilized [13, 28, 29].  Applying these 

operators iteratively generates a network of compounds and reactions which are potentially 

reachable from the initial compound (Figure 2.1). Once a compound of interest has been reached, 

enzymatic routes to that compound are explored by applying a depth-first search pathway 
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searching algorithm to the network. To avoid impractical pathways, we limited the search to four 

and five step pathways. 

 

Figure 2.1: Generation of a putative network of compounds using BNICE. Circles 

represent compounds while arrows represent enzymatic reactions which are predicted 

through the application of BNICE operators. The white circle represents the initial 

compound (pyruvate) while the solid grey circle represents a compound of interest 

(propionic acid). Each generation indicates an additional iterative application of the 

operators. 

 

2.2.2 Bidirectional Network Generation 

To mitigate the combinatorial explosion of a unidirectional search, we utilized a method 

called bidirectional network generation to reduce the number of compounds that must be 
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searched to build the network (Figure 2.2).  This method works as follows. First, the BNICE 

algorithm is utilized to generate an n generational network from the starting compound of 

interest. The BNICE operators are then reversed and are used to create an m generational retro-

synthesis network from the target compound.  Compounds which are present in both networks 

are then identified. Next, any compound or reaction not descended from one of the compounds 

common between the two networks is removed. The merged network is now n+m generations 

and is analyzed by our standard pathfinding methods. 

 

 

Figure 2.2: Bidirectional network generation.  

In these networks the white circle represents the starting compound (pyruvate), the solid 

grey circle represents the target compound (propionic acid), and the grey circles with a 

black border represent common compounds between the two networks. The network on 

the left is an example of a forward network generated “down” from the starting compound. 

The center network is an example of a retro-synthesis network generated “up” from the 

target. The network on the right shows how these networks can be combined by finding the 

common compounds between them. Note that the combined network contains several 

pathways from the starting compound to the target. 
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2.2.3 Materials & Chemicals 

The experimental work was carried out in the Tyo laboratory by Dr. Miaomin Zhang and 

is described in the joint publication on which this chapter is based.  The full study is detailed 

here to show the complete sequence of using BNICE to predict novel enzymatic reactions.  

Chemical compounds, including tris base, acrylic acid, analytical standard grade propionic acid 

and reduced nicotinamide adenine dinucleotide (NADH), were purchased from Sigma (St. Louis, 

MO). The protein expression vector pET21a, and the Escherichia coli strains DH5α and 

BL21(DE3) were obtained from Prof. Michael Jewett (Northwestern University). 

 

2.2.4 Enzyme Cloning, Expression and Purification 

The OYE2 gene was cloned from Saccharomyces cerevisiae CEN.PK113-5D (from Prof. 

Jens Nielsen, Chalmers University of Technology) using primers MZ0057 and MZ0058 (Table 

2.2). The fumarate reductase gene frdC was cloned from Lactococcus lactis (ATCC 19435D-5 

genomic DNA: American Type Culture Collection, Manassas, VA).  The NAD(P)H-flavin 

reductase gene fre was cloned from E. coli K-12. The enoate reductase gene enr from 

Clostridium tyrobutyricum (GenBankY09960) was codon-optimized using an in-house program 

by replacing the codons rarely used in E. coli and was synthesized by Life Technologies.  All 

genes were fused with N-terminal polyhistidine tags for purification. The vector backbone was 

amplified from pET-21a using primers MZ0055 and MZ0056 for OYE2 cloning and equivalent 

linker-primers for frdC, fre, and enr (Table 2.2). The amplified gene and pET backbone were 
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assembled to form pET-HIS-OYE2, pET-HIS-frdC, pET-HIS-fre, and pET-HIS-enr by Gibson 

assembly [30]. The assembly product was transformed into E. coli DH5α for construct screening.  

E. coli BL21(DE3) was transformed with pET-HIS-OYE2, pET-HIS-frdC, or pET-HIS-

fre and was grown in either Luria-Bertani broth (LB) or terrific broth (TB, containing 12 g 

tryptone, 24 g yeast extract, 4 ml glycerol, 17 mM KH2PO4, and 72 mM K2HPO4 in 1 L broth) 

with 100 ug/ml ampicillin at 37⁰C to an optical density (OD) of 0.6. Enzyme expression was 

induced by adding isopropyl β-D-1-thiogalactopyranoside (IPTG) to a final concentration of 1 

mM and incubating the culture at 25 ⁰C or 30 ⁰C overnight.  pET-enr was oxygen-sensitive, and 

accordingly was induced in anaerobic Hungate tubes in LB broth flushed with nitrogen to an OD 

of 0.6, and were induced with 2 mM IPTG at 30⁰C overnight to mimic the native anaerobic 

conditions).  Anaerobic procedures were carried out under a nitrogen atmosphere in a UNIlab 

glove box workstation (M. Braun, Garching, Germany).  

For the enzyme activity discovery study, proteins were purified as follows: The culture 

was spun down at 10,000 x g, 4⁰C for 20 min and resuspended in lysis buffer D (50 mM 

NaH2PO4, 300 mM NaCl, 10 mM imidazole, pH 8.0) at 1:10 (wet weight : volume), frozen at -

80⁰C, and thawed. Cell lysis was achieved by either sonication or chemical lysis.  Sonication of 

Oye2p: The suspension was sonicated using a Qsonica Q500 sonicator (Newtown, CT) at 50% 

amplitude for 2 minutes in 10-second pulses, followed by 10-second cooling intervals.  Chemical 

lysis of FrdC, Fre, and Enr:  The cell pellet was lysed in BugBuster protein extraction master mix 

(EMD Millipore, Billerica, MA) at 1/10 of culture volume. For both methods, the cell lysis 

product was centrifuged at 16,000 x g for 15 minutes at 4 ⁰C on an Avanti J-E centrifuge 

(Beckman Coulter, Brea, CA). The supernatant was transferred onto a Qiagen Ni-NTA spin 
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column (Qiagen,Venlo, Netherlands). The His-tagged enzyme was purified by washing the E. 

coli apparatus proteins off the column twice with 600 ul wash buffer (50 mM NaH2PO4, 300 mM 

NaCl, 20 mM imidazole, pH 8.0), and elute twice with 300 ul elution buffer (50 mM NaH2PO4, 

300 mM NaCl, 500 mM imidazole, pH 8.0).  Soluble expression was confirmed by SDS-PAGE 

(Biorad), stained using SimpleBlue (Life Technologies, Grand Island, NY), and imaged on a 

ChemiDoc system (Biorad). The purified Oye2p was verified to reduce 1-cyclohex-2-enone to 

cyclohexanone. Oye2p concentration was measured using Bradford assay (BioRad). Molecular 

mass was confirmed by SDS-PAGE for all enzymes except Enr, which could not be expressed in 

soluble fraction (Figure 2.5 C).  Native enzyme activity was confirmed to verify active protein as 

follows:  Oye2p was found able to reduce 1-cyclohex-2-enone to cyclohexanone, and FrdC with 

Fre was able to reduce fumaric acid to succinic acid. Enr was carried forth for activity test with 

crude cell lysate in the event that acrylic acid reduction could be achieved, but the lysate was not 

found able to reduce its native substrate (crotonic acid). 

For large scale purification for the kinetic study, the Oye2p-expressing E. coli was grown 

in TB, induced with 1 mM IPTG at 25⁰C, and was spun down at 10,000 x g, 4⁰C for 20 min. The 

pellet was suspended in lysis buffer K (1.5 mM magnesium acetate, 1mM CaCl2, 250 mM NaCl, 

100 mM ammonium sulfate, 40 mM Na2HPO4, 3.25 mM citric acid, 5% glycerol, 5 mM 

imidazole, 5 mM β-mercaptoethanol). Cell lysis was performed on an EmulsiFlex-C5 High 

Pressure Homogenizer (Avestin, Ottawa, Ontario, Canada). After centrifugation at 16,000 x g, 

4⁰C for 40 min, the supernatant of the cell lysis was collected.  The His-tagged Oye2p was 

purified first by HisTrap FF 5 ml column (GE Healthcare Bio-Sciences, Pittsburgh, PA), and 

second by size exclusion purification on HiLoad 26/600 Superdex 200 prep grade column (GE), 
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using the AKTAExpress purification system (GE). For affinity purification, the elution buffer 

contained 10 mM Tris-HCl, 500 mM NaCl, and 500 mM imidazole. The eluent of size exclusion 

purification contained 10 mM Tris-HCl, 500 mM NaCl, and 5 mM β-mercaptoethanol. Collected 

protein eluent was further concentrated in Sartorium molecular weight cutoff filter (10 KDa, 

20ml) at 4000 x g, 4⁰C. Size and purity confirmation of purified Oye2p was carried out as the 

small scale purifications. 

 

2.2.5 Aerobic and Anaerobic Oye2p Reaction Conditions 

Substrate solutions (100-400 mM acrylate) were prepared by dissolving acrylic acid in 

deionized water and deprotonating with stoichiometric amounts of 6 N sodium hydroxide. For 

enzyme activity discovery, aerobic reactions with Oye2p were carried out by incubating 1 µM 

Oye2p in 50 mM Tris-HCl buffer, pH 7.5, with 300 mM NaCl, 10 mM NADH and 10 mM 

acrylate, at 30⁰C, overnight. Controls were performed either without the cofactor NADH or 

without Oye2p to determine any spontaneous reduction of acrylic acid to propionic acid.  

Kinetic assays were performed anaerobically. Solutions of Oye2p, NADH and acrylate 

were freshly prepared in separate anaerobic Hungate tubes (Chemglass, Vineland, NJ), flushed 

with nitrogen and mixed under nitrogen atmosphere in an Atmosbag glove bag (Sigma). 

Reactions with 10 µM Oye2p, 400 µM NADH and acrylate (1, 10, 20, 50, 100 mM) were 

performed at room temperature (22 ⁰C) for 80 minutes. Samples were extracted and analyzed on 

gas chromatography-mass spectrometry (GC-MS) as described below. The acrylate turnover rate 

was calculated by taking the average rate of propionic acid generation within the 80-minute 
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period. The kinetics data of acrylate reduction by Oye2p in the presence of NADH were fitted to 

a Michaelis-Menten equation using the nonlinear regression function nlinfit in Matlab 

(Mathworks, Natik, MA). 

The extent of anaerobic reaction for Oye2p with 50 and 100 mM acrylate was also 

measured at progressive times both analytically (on GC-MS) and spectrophotometrically to track 

its evolution. NADH oxidation by OYE with 50 and 100 mM acrylate was monitored at 340 nm 

on a Shimadzu UV-2450 spectrophotometer (Kyoto, Japan), in sealed quartz cuvettes with 1 cm 

path lengths (VWR).  

 

2.2.6 Propionic Acid Measurement 

Reactions were prepared for analysis by adjusting to pH 2 with 6 N hydrochloride and 

extracting with 1:1 (v:v) ethyl acetate with vigorous vortexing. The ethyl acetate phase was 

collected and concentrated from a starting volume of 2 ml to 250 l in a Vacufuge vacuum 

desiccator (Eppendorf, Hauppauge, NY) for propionic acid quantitation. A final concentration of 

37 µM 2-ethylbutyric acid was added to each analytical sample as internal standard. Solutions of 

10, 40, 100 and 200 µM propionate were extracted by the same procedure and analyzed along 

with the reaction products and used to create a propionic acid standard curve. 

Propionic acid quantitation was performed on an Agilent 5973 GC-MS (Agilent, Santa 

Clara, CA) installed with a FFAP 30 m x 0.25 mm (0.5µm) column (Agilent). The GC was 

operated at 2 ml/min He flow, 250 ⁰C injector temperature, with a 2 µl injection volume, and 

1:25 split ratio. The GC oven was programmed to hold 2 minutes at 55 ⁰C, and then rise 20 
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⁰C/min to 240 ⁰C, where it stayed for 5 minutes. The MS was operating at 230 ⁰C, -70eV, and a 

3.5-minute solvent delay was imposed.  

Propionic acid had an average retention time of 8.17 minutes. The m/z 74 (±0.5) ion was 

extracted for peak integration. 

 

2.2.7 Acrylate Binding Affinity Assay 

The flavin redox center in Oye2p changes spectral absorbance upon enzyme-substrate 

binding [31]. The UV-visible spectra from 300- 600 nm were recorded with variable acrylate 

concentrations (0-100 mM) and 10 µM Oye2p to investigate their binding affinity. This was 

performed aerobically and in the absence of NADH. Dissociation constant Kd was calculated 

from Kd = ([OYE]0 – [OYE-acrylate] ) [acrylate] / [OYE-acrylate], where [OYE]0  is the starting 

Oye2p concentration (10 µM), [acrylate] is the acrylate concentration, and [OYE-acrylate] is the 

concentration of Oye2p-acrylate complex, which was determined by the absorbance change at 

long wavelengths (504 nm).  

  

2.3 Results 

2.3.1 Pathways from Pyruvate to Propionic Acid Predicted using BNICE 

BNICE was used to predict three, four, and five-step enzymatic pathways from pyruvate 

to propionic acid. In the three-step pathway (Figure 2.3), the first reaction adds a carboxyl group 

to pyruvate and consumes NADH to reduce one carbonyl group to a hydroxyl group to form 
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malic acid. The reverse of this reaction is known to be catalyzed by several dehydrogenases 

including the NAD-dependent malate dehydrogenase in E. coli and the NAD-linked malic 

enzyme in E. coli [32]. However, no enzyme is known which catalyzes the reaction in this 

direction at an appreciable rate under most physiological conditions. In the second reaction, 

malic acid loses a carboxyl group in the form of carbon dioxide and is dehydrated to form acrylic 

acid. This reaction has not been observed experimentally.  The final reaction is the reduction of 

acrylic acid to propionic acid.  There is a report that this activity can be catalyzed by fumarate 

reductase in Lactococcus lactis, though the activity was low [33].  The reduction of acrylic acid 

to propionic acid will be common across many predicted pathways and will subsequently be 

discussed in more detail. 
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Figure 2.3: Three-step pathway between pyruvate and propionic acid.  

The associated BNICE operator is shown for each reaction. Predicted cofactors for each 

reaction are also labeled. 

 

Bidirectional network generation was used to predict four-step reaction pathways by 

running BNICE forward three generations and backwards one generation.  Seven such pathways 

were discovered that used a combination of sixteen different reactions (Figure 2.4). Five of these 

reactions are native enzymatic reactions upon which the BNICE operators were based while the 

remaining eleven are promiscuous reactions (Figure 2.4).  
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Figure 2.4: Four-step pathways between pyruvate and propionic acid.  

The associated BNICE operator is shown for each reaction. For known reactions, both the 

BNICE operator and the full i.j.k.l designation of an enzyme which performs the reaction 

are shown and are bolded. Promiscuous reactions which were not in the BNICE training 

set but were confirmed by a subsequent analysis of the literature are labeled in italics with 

both the BNICE operator and a full i.j.k.l designation of an enzyme which performs the 

reaction.  Predicted cofactors for each reaction are also labeled. 

 

A literature analysis revealed that two of the promiscuous reactions had previously been 

observed experimentally (Figure 2.4). These reactions were not in the training set for BNICE 
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operators and therefore illustrate correct predictions by BNICE of enzyme promiscuity. One of 

these reactions is the transfer of the secondary amine in L-alanine to the terminal carbon to form 

beta-alanine. This reaction has been experimentally shown to be catalyzed through promiscuous 

activity of lysine 2,3-aminomutase in Clostridium subterminale [34]. The other is the previously 

mentioned reduction of the olefinic bond in acrylic acid to form propionic acid catalyzed by 

fumarate reductase.  

Six of the seven predicted pathways consisting of four reaction steps or fewer require the 

reduction of acrylic acid to propionic acid. To investigate whether this pattern continues for 

longer pathways, five-step reaction networks were generated based on three forward BNICE 

generations from pyruvate and two retrosynthesis generations from propionic acid. Among the 

1,410 pathways of five or fewer reaction steps, 89.3% involves acrylic acid reduction as the last 

step (Table 2.1). 
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Table 2.1: Reactants of the final step in predicted five-step pathways. 

Reactants of the final step # of pathways 

Acrylic Acid 1259 

Propanal 36 

Propanyl-CoA 32 

Succinic Acid 24 

Total Pathways 1410 

 

The results for the five-step reaction network illustrate the importance of the predicted 

reaction for the reduction of acrylic acid to propionic acid. The prevalence of this reaction in the 

BNICE network made it a natural and interesting candidate for experimental validation. A list of 

candidate enzymes was generated by annotating enzymes which catalyze reactions that obey the 

BNICE operator for this reaction (1.3.1.a). A manual literature survey of these enzymes 

narrowed the list to three enzymes of particular interest:  NADPH dehydrogenase (EC 1.6.99.1), 

fumarate reductase (EC 1.3.1.6), and 2-enoate reductase (EC 1.3.1.31).  

NADPH dehydrogenase (EC 1.6.99.1) was chosen for experimental validation because it 

is known to catalyze the native reactions of enzymes in the EC 1.3.1.a category and can reduce 

many α,β-unsaturated aldehydes [35]; its activity against α,β-unsaturated carboxylic acids has 
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not been documented before. Oye2p was specifically selected because it is the S. cerevisiae 

NADPH dehydrogenase responsible for reductive detoxification of acrolein [35, 36] and has 

been shown to be active against a broad range of substrates [35, 37, 38]. The enoate reductase, 

Enr from Clostridium tyrobutyricum (CAA71086.1) was selected because it has been 

recombinantly expressed under T5 promoter in E. coli M15(pREP4) [39]. The L. lactis fumarate 

reductase, FrdC, was included to reproduce the acrylate reduction assay conducted by Hillier, et 

al. [33]. FrdC (BAL51025.1) is the only gene annotated as a fumarate reductase in the 

Lactococcus lactis genome (AP012281.1). Fre is an E. coli enzyme used in the FrdC assay to 

reduce FAD to FADH2, which FrdC uses as a cofactor.  

 

2.3.2 Oye2p Showed Catalytic Activity for Reducing Acrylic Acid to Propionic Acid 

Oye2p, Enr, and Fre/FrdC were cloned, expressed, purified, and assayed against acrylic 

acid. His-tagged Oye2p, Fre, and FrdC were successfully produced and purified, as confirmed by 

SDS-PAGE (Figure 2.5 A-B). Enr could not be solubly expressed, even during anaerobic 

expression, and was subsequently discarded (Figure 2.5 C).  Catalytic activity was tested using 1 

µM enzyme (and 1:1 co-factor Fre for the FrdC assay), 10 mM acrylate, and 10 mM NADH 

(substrate:cofactor = 1:1), incubated aerobically at 30 ⁰C overnight. While Fre/FrdC did not 

produce detectable reduction (Figure 2.6), Oye2p was able to reduce acrylic acid to produce 

propionic acid (Figure 2.7).  Propionic acid, verified by comparison to MS spectra of authentic 

standards (Figure 2.7 B-D), was produced to 16.96 µM, significantly higher than the background 

propionic acid in the controls without either NADH or Oye2p (Figure 2.7 A). Background 
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propionic acid depended on acrylate concentration (data not shown), and was likely a result of 

spontaneous hydrogenation of the acrylate olefinic bond during sample acidification/extraction.  

 

Table 2.2: Oligonucleotides used for constructing expression plasmids. 

Primer Sequence Gene/ 

Construct 

For gene cloning: 

MZ0057 

MZ0058 

5’-

CCTGTATTTTCAAAGCCCATTTGTTAAGGACTTTAAGC

CACAAG-3’ 

5’-

GGCTTTGTTAGCAGTTAATTTTTGTCCCAACCGAGTTTT

AGAG-3’ 

OYE2 

MZ0061 

MZ0062 

5’-

CCTGTATTTTCAAAGCAAAATTTGGACTAAACTAGGCT

TGCTAACG-3’ 

5’-

frdC 
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GCTTTGTTAGCAGTTAATTGCTTGTTTTAGCATAGGCCG

CAGA-3’ 

MZ0065 

MZ0066 

5’-

CCTGTATTTTCAAAGCACAACCTTAAGCTGTAAAGTGA

CCTCG-3’ 

5’-

CTTTGTTAGCAGTCAGATAAATGCAAACGCATCGCCAA

A-3’ 

fre 

MZ0013 

MZ0015 

5’-GCTTTGTTAGCAGTTAGCAGTTTAAGCCAATCTCG-3’ 

5’-

GTCTATAATGCATCATCATCATCATCACAAAAACAAAA

GTTTGTTCG 

AGCCT-3’ 

enr 

For pET-21a backbone amplification: 

MZ0055 

MZ0056 

5’-

TGGGACAAAAATTAACTGCTAACAAAGCCCGAAAGGA

AGC-3’ 

pET-

HIS-

OYE2 
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5’-

TCCTTAACAAATGGGCTTTGAAAATACAGGTTTTCGTG

ATGATGATG 

ATGATGCATATGTATATCTCCTTCTTAAAGTTAAAC-3’ 

MZ0059 

MZ0060 

5’-

CTAAAACAAGCAATTAACTGCTAACAAAGCCCGAAAG

GAAGC-3’ 

5’-

TAGTCCAAATTTTGCTTTGAAAATACAGGTTTTCGTGA

TG-3’ 

pET-

HIS-frdC 

MZ0063 

MZ0064 

5’-

CGTTTGCATTTATCTGACTGCTAACAAAGCCCGAAAGG

AAGCT-3’ 

5’-

AGCTTAAGGTTGTGCTTTGAAAATACAGGTTTTCGTGA

TG-3’ 

pET-

HIS-fre 
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MZ0012 

MZ0014 

5’-CTTAAACTGCTAACTGCTAACAAAGCCCGAAAG-3’ 

5’-

TTTGTGATGATGATGATGATGCATTATAGACCTCCTTA

GAAAGCGGA 

ATTGTTATCCGCTCACAATTC-3’ 

pET-

HIS-enr 
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Figure 2.5: SDS-PAGE analysis of Oye2p, FrdC, Fre and Enr expression.  

A) Purified His-Oye2p. The expected molecular weight of His-Oye2p is 45 kDa. B) Purified 

His-FrdC and His-Fre. The expected molecular weights are 55 kDa and 26 kDa, 

respectively. C) Enr expression. After induced anaerobically in E. coli, Enr (74 kDa) was 

not present in the soluble fraction of cell lysate, but in the insoluble fraction. The 

background was the soluble lysate of E. coli transformed with blank pET21a vectors. 
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Figure 2.6: Catalytic Activity of FrdC.  

FrdC was inactive against acrylic acid. Overnight incubation of FrdC with acrylic acid did 

not produce the propionic acid peak at 8.17 minutes in the m/z 74 extracted ion 

chromatogram.  



38 
 

 

Figure 2.7: Catalytic Activity of Oye2p. 

Oye2p reduces acrylic acid to propionic acid. A)  Estimated propionic acid concentrations 

(by integrating m/z 74 Da peaks at 8.17 minutes in the GC-MS chromatograms). Oye2p in 

the presence of NADH (n = 5) produced more propionic acid than either Oye2p (n = 5; **, 

p < 5 x 10-5, two-tailed Student t-test) or NADH (n = 5; **, p < 5 x 10-5, two-tailed Student t-

test) alone. B) The m/z 74 Da extracted ion chromatogram of Oye2p-acrylate reaction 

showed the propionic acid peak at 8.17 minutes, matching that of authentic propionic acid 

standard (100 µM propionic acid in ethyl acetate). C-D) Mass spectra of propionic acid 

standard (D) and Oye2p-acrylate reaction (E) at 8.17 minutes. 
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The acrylic acid turnover by Oye2p was found to be slow. The kinetics of Oye2p acrylate 

reduction were characterized using propionic acid concentration data generated using 1-100 mM 

acrylate. The Michaelis constant Km was estimated as 5.92 ± 6.23 mM (95% confidence interval, 

Figure 2.8 A). The maximum reaction velocity Vmax was 0.0041 ± 0.0010 µM acrylate/s/µM 

OYE (95% confidence interval; compared to cyclohexanone reduction by OYE1, oxidative half-

reaction: kcat = 102 s-1, Kd = 32 µM [31]). Reaction rates at higher acrylate concentrations were 

also confirmed by monitoring NADH consumption (Figure 2.8 B), and measuring propionic acid 

production at progressive times (Figure 2.8 C-D). Both showed a linear regime from 15- 65 

minutes. Acrylate binding to Oye2p results in increased absorbance at 504 nm (Figure 2.8 E). 

Using this property, the acrylate binding constant (Kd) was estimated as 8.93 ± 1.58 mM (95% 

confidence interval), close to the Km estimate. 

  



40 
 

 

Figure 2.8: Kinetic characterization of Oye2p-acrylate reaction.  

A) The apparent propionic acid production rate within the first 80 minutes of reaction as a 

function of acrylate concentration. Kinetic assays were conducted anaerobically with 10 

µM Oye2p, 400 µM NADH and 1-100 mM acrylate. Error bars are standard errors (n=3). 

The data were fitted to a Michaelis-Menten equation (solid line). B) NADH consumption 

showed linear trend from 8- 67 minutes (diamonds and dotted line: 50 mM acrylate, R2 = 

0.99; squares and dashed line: 100 mM acrylate, R2 = 0.99). C-D) Time courses of propionic 

acid production were also linear from 16-75 minutes with 50 mM acrylate (C, R2 = 0.98) 

and 100 mM acrylate (D, R2 = 0.70). E) Oye2p absorbance spectrum shifts in the presence 

of 1-100 mM acrylate. The binding between Oye2p and acrylate caused an absorbance 

increase at 502-506 nm. 
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2.3 Discussion 

2.3.1 Pathway Prediction for Propionic Acid Production  

Using BNICE, we predicted seven novel four-step pathways for the production of 

propionic acid from pyruvate. Five of these seven pathways avoided the production of the 

undesired side products lactic acid and succinic acid. The reduction of the olefinic bond in 

acrylic acid to yield propionic acid is the common final step for all six four-step pathways which 

avoided producing succinic acid. The prediction of five-step pathways was performed to evaluate 

the potential importance of acrylic acid reduction in propionic acid synthesis. Over 89% of the 

1410 five-step pathways contain this last step. It is possible that a broader array of options would 

emerge given a larger operator set.  

This convergence of pathways indicates that converting acrylic acid to propionic acid is a 

key reaction to implement for propionic acid production. Beyond our proposed pathways, acrylic 

acid biosynthesis is already being commercialized [40]. It would be straightforward to extend the 

acrylic acid enzymatic process to produce propionic acid as well, if an enzyme that is able to 

convert acrylic acid to propionic acid could be identified.  Therefore we focused on this reaction 

for experimental validation of the BNICE prediction. 

In the only four-step pathway that does not involve acrylic acid reduction, the single step 

decarboxylation of succinic acid to propionic acid is a novel reaction proposed by BNICE.  

While no enzyme has yet been experimentally proven to catalyze this reaction, decarboxylation 

is known to be catalyzed by a few enzymes on substrates with slight differences. These enzymes 
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include oxaloacetate decarboxylase (EC 4.1.1.3, oxaloacetate to pyruvate), oxalosuccinate 

decarboxylase (EC1.1.1.42, oxalosuccinate to 2-oxoglutarate), and aspartate 1-decarboxylase 

(EC 4.1.1.11, L-aspartate to beta-alanine)[41-43]. The transformation of succinic acid to 

propionic acid has also been found to occur in multiple reaction steps, as in the native production 

of propionic acid by bacteria of the genus Propionibacteria [44].  Again, a single-step 

conversion of succinic acid to propionic acid may be preferable to multi-step reactions, because 

having fewer reaction steps reduces side-product formation and can increase product titer. 

Comparing BNICE predicted pathways with known native pathways can be informative 

in helping us choose the best pathways to pursue on an industrial scale and bringing new insights 

into our understanding of biochemical synthetic pathway construction. The native Clostridium 

propionicum pathway for propionic acid production is the following five-step pathway: 

pyruvatelactatelactyl-CoAacryloyl-CoApropionyl-CoApropionic acid [45]. This 

pathway was among the five-step pathways predicted by BNICE (data not shown). As already 

described, BNICE has produced seven pathways with fewer steps than the Clostridial pathway 

(Figure 2.3, 2.4). Most of these novel pathways involve converting acrylic acid to propionic acid 

without the need of CoA. Here, BNICE’s capability of predicting promiscuous enzyme activities  

has allowed it to identify potential pathways which bypass the addition and removal of the CoA 

in the native pathway and reduced the number of reaction steps required to convert pyruvate to 

propionic acid. On the other hand, BNICE predicted that, instead of a single-step conversion of 

lactyl-CoA to acryloyl-CoA, excluding CoA from the pathway necessitates transforming lactate 

to acrylic acid in two steps, first from lactate to 3-hydroxypropenoate, then from this 

intermediate to acrylic acid through dehydration (Figure 2.4). This suggests that CoA is required 
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to stabilize the single-step conversion of lactyl to the acryloyl structure. It also highlights the 

ability of BNICE to discern between those spectator atoms which are required to stabilize a 

reaction and those that may be unnecessary for the reaction. 

 

2.3.2 The Discovery and Characterization of Oye2p Acrylic Acid Reducing Activity 

We show that in the presence of NADH, Oye2p can reduce acrylic acid to propionic acid. 

Under aerobic conditions, Oye2p propionic acid yield was 0.17% overnight. This reactivity of an 

old yellow enzyme (OYE) against a mono-carboxylic acid was previously reported to be unlikely 

[31, 38, 46, 47].  However, in previous studies, the substrate concentrations used in assays were 

rarely above 5 mM, making product detection (likely less than 3 µM propionic acid) difficult. 

We were able to identify this activity by making a concerted effort to find the product based on 

BNICE prediction. The Oye2p reduction of α,β-unsaturated carboxylic acids or aldehydes occurs 

in a Ping-Pong mechanism that involves two half reactions: 1) the reductive half reaction, where 

NADH binds to OYE and transfers two electrons to the OYE-bound flavin mononucleotide 

(FMN), and 2) the oxidative half reaction, where the substrate binds to OYE and receives two 

electrons from the reduced FMNH2. Molecular oxygen is a known oxidizer of reduced OYE [46, 

48]; therefore, the Oye2p-acrylate reaction kinetics were measured under anaerobic conditions. 

The monitoring of both NADH consumption and propionic acid production showed that, after an 

initial phase of nonlinearity, the reaction proceeds at a constant rate. This apparent steady-state 

kinetics behavior results from the low turnover rate of the oxidative half reaction (10-3 µM 

acrylate/s/µM OYE). The reductive half reaction with NADH (Kd 100 µM, kcat 0.9 s-1 [31]) is 

two orders of magnitudes faster than the oxidative half reaction with acrylate. This implies that 
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Oye2p spends more time in the reduced state (after NADH reduces FMN) than the oxidized state 

(after FMN reduces acrylic acid), which was confirmed by the fact that the Oye2p bound FMN 

stayed colorless when NADH was present. The Kd of the OYE-acrylate complex (8.93 ± 1.58 

mM), measured by the Oye2p spectral change at variable acrylate concentration, is not smaller 

than the Km of the OYE-acrylate reaction. This indicates that the conversion of acrylate to 

propionate is much slower than the dissociation of OYE-acrylate complexes. Hence, the 

slowness of the OYE-acrylate reaction is likely due to weak enzyme-ligand binding rather than a 

slow catalytic step.  

Oye2p turnover of acrylic acid can potentially be improved by modifying substrate 

binding and transition state coordination (catalysis). Oye2p binds α,β-unsaturated aldehydes 

through H191 and N194, two residues in the hydrophobic ligand binding site that form hydrogen 

bonds with the carbonyl oxygen. This places the β-carbon in an excellent position to receive a 

hydride from flavin N-(5) [48]. The α-carbon is then protonated by Y196. Variations of the 

ligand binding residues in other OYE family enzymes suggest that a more electropositive 

environment is required to improve carboxylic acid binding. For example, the 12-

oxophytodienoate reductase 1 and 3 from tomato (OPR-1/3) and the Bacillus subtilis homolog of 

OYE, YqjM, have been reported to accept some dicarboxylic acids and their esters as substrate 

[49]. Both ligand binding residues in these enzymes are positively charged (OPR1: H187, H190; 

OPR3: H185, H188; YqjM: H164, H167) [50]. This implies that site-directed mutagenesis of 

Oye2p may improve the catalytic rates. On the other hand, better substrate conversion has been 

achieved with an electron withdrawing group at the α position of the substrate that activates the 

α,β-carbon double bond, e.g. a halogen [47] or a carboxylic acid (diacids) [49, 51]. Since both 
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the Oye2p-acrylate binding and the reduction of α,β-carbon double bonds are inefficient, rational 

engineering of OYE for higher propionic acid yield would have to 1) enhance substrate binding 

by making the ligand binding pocket more electropositive, and 2) introduce amino acid residues 

in the active site that can coordinate acrylic acid, such that the necessary electron withdrawing 

groups would stabilize the transition state.  The fumarate reductase (1.3.1.6) from Lactococcus 

lactis has been shown to have low reactivity against acrylate [33], but we were unable to 

reproduce this result (with 1 µM enzyme and 2 mM acrylate).  Ambiguity in the particular strain 

of L. lactis may explain this discrepancy.  

 

2.3.3 Enzymatic Pathway Discovery using BNICE 

We have demonstrated the use of the BNICE bioinformatics software suite to identify 

potential enzymatic pathways from pyruvate to propionic acid and showed that the generalized 

BNICE operators can predict reactions not previously found in literature. Our analysis identified 

the conversion of acrylic acid to propionic acid to be a key reaction step such that realizing this 

reaction would make many avenues for propionic acid bio-production possible. We found that 

Oye2p can reduce acrylic acid in the presence of NADH at a rate of 10-3 µM acrylate/s/µM OYE. 

This activity has not been previously observed. Although the turnover rate is low for practical 

purposes, further enzyme engineering should be possible. We believe that the strength of BNICE 

lies in its ability to include promiscuous enzyme activities not previously documented in 

pathway searches.  
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Chapter 3: Automatic Generation of Chemical Operators 

3.1 Introduction 

 Researchers have been increasingly investigating the use of enzymatic reactions to find 

alternative routes to compounds of interest. Our knowledge of enzymatic chemistry has 

expanded rapidly in recent years. Progressively more researchers are turning to computational 

tools in order to rapidly investigate potential biosynthetic routes. Databases such as KEGG, 

BRENDA, and MetaCyc have been developed to speed the search through known enzymatic 

chemistry [7, 8, 15]. Additionally, pathway tools such as DESHARKY, FMM, CarbonSearch, 

and MetaHype have been developed to rapidly search through these databases and identify 

promising enzymatic pathways [2-5]. However, much enzymatic chemistry has yet to be 

discovered, and there is increasing interest in using computational techniques to predict de novo 

enzymatic reactions which have not yet been observed and use these predictions to guide the 

search for new enzymatic activity. 

 One method of exploring de novo enzymatic chemistry is to use generalized reaction 

rules known as chemical operators [6]. These operators describe reactions in general terms 

allowing for the prediction of reactions that are similar, but not identical, to known reactions. 

The atoms described in reaction operators can be separated into two categories: reaction site 

atoms and spectator atoms. Reaction site atoms are those atoms that change bonds across the 

reaction. These atoms must be included in an operator in order for the predicted de novo 

reactions to be coherent, or otherwise reactions may be predicted that form or break the bonds of 

atoms not present in the predicted substrates. Spectator atoms are those atoms which do not 
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change bonds across the reaction. Certain spectator atoms often stabilize reaction intermediates 

and are therefore important for the prediction of feasible de novo reactions. The inclusion of 

spectator atoms is the primary method by which the specificity of a reaction operator is 

controlled. Requiring the presence of many spectator atoms results in the prediction of fewer 

reactions, but those predicted are often more similar to previously observed reactions and 

therefore may be more likely to occur. Requiring few spectator atoms to be present typically 

allows for the prediction of many de novo reactions, but these predicted reactions can be 

dissimilar to known enzymatic reactions, reducing the likelihood that they can be performed 

experimentally.  

Several computational tools have been developed which utilized chemical operators to 

predict de novo enzymatic chemistry [6, 52-55]. Some initial success has already been achieved 

utilizing these tools to identify novel enzymatic chemistry [56]. However, the operators used by 

these programs often must be created manually. This is a slow process which requires 

researchers to comb through examples of enzymatic chemistry to identify patterns, thereby 

potentially struggling to keep up with the rate of discovery of new enzymes. This in turn can lead 

to large segments of enzymatic chemistry not being described by any chemical operator. This 

problem is exacerbated by the fact that different applications often require different sets of 

operators. For example, one program known as the Biological Network Integrated 

Computational Explorer (BNICE) has been utilized to study problems in bioremediation, 

industrial biotechnology, and biomimetic catalysis [24, 26, 57]. The requirements for the 

specificity and allowable chemistry in these different applications can vary greatly. Ideally, the 

chemical operators utilized should be tailored for the particular application of interest. However, 
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making a new set of chemical operators for each new application further reduces the speed at 

which de novo chemistry can be explored, reducing the utility of these tools.   

 To address these issues, methods for the automatic generation of chemical operators have 

been developed [58, 59]. Unfortunately, these techniques either do not include spectator atoms 

[59], causing the specificity of the operator set to be fixed at the most general rules possible, or 

include spectator atoms based upon parameters whose correct value for a given application is not 

intuitive [58].  

 In this work, we introduce a new method for computationally generating chemical 

operators. We begin by exploring the limits of operator specificity by generating two operator 

sets based upon the reactions in the MetaCyc database of enzymatic chemistry: one as specific as 

possible and one as general as possible. Both of these operator sets are capable of describing 

every relevant reaction in MetaCyc. We demonstrate the utility of these limiting operator sets by 

utilizing BNICE to apply them to the KEGG database of enzymatic chemistry and the iMM904 

Saccharomycotina cerevisiae (yeast) model [9].  

 We next introduce an algorithm for the generation of operators of intermediate 

specificity. Importantly, the user determines the specificity of these operators by separating 

reactions into groups. Specific operators can be generated by only grouping together reactions 

whose substrates are very similar, while general operators can be created by grouping together 

reactions whose substrates are dissimilar. We finally utilize this algorithm to generate a set of 

operators based upon groupings from the limiting operator sets. The resulting operators are 

capable of describing every relevant reaction in MetaCyc. Finally, we compare the specificity of 



49 
 
this intermediate operator set with that of the limiting operators by utilizing BNICE to predict de 

novo reactions involving the 22 amino acids. 

 

3.2 Methods 

3.2.1 Format of Automatically Generated Operators 

In this work all computationally generated operators were represented as BNICE 

chemical operators [6].  BNICE has the capability of representing operators in three dimensions, 

which allows chirality to be taken into account; however, all operators were constructed in a two-

dimensional format in the present work. A BNICE operator contains three basic parts: a bond-

electron matrix (BEM) [60] representing the reaction site and spectator atoms of the substrates, a 

reaction operator matrix indicating which bonds change across the reaction, and a list of 

acceptable atom types for each atom in the BEM. For clarity and convenience each of these 

elements will be briefly described here.  

The BEM is a matrix representation of the substrates of the reaction. Each entry in the 

matrix represents a bond in the compound with the row/column of that entry indicating the atoms 

that are connected by that bond and the value of the entry indicating the order of the bond.  

The reaction operator matrix is a matrix representation of the bond changes during the 

reaction. Like the BEM, each entry in this matrix corresponds to a bond in the substrates with the 

row/column of the entry indicating which atoms the bond is between and the value of the entry 

indicating how the bond order changes across the reaction. This matrix can be obtained by 

representing both substrates and products as BEMs and then subtracting the substrates’ BEM 
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from the products’ BEM. In order for the resulting matrix to correctly describe the bond changes 

across the reaction, the rows/columns in both BEMs must correspond to the same atoms. 

Identifying which atom in the substrates corresponds to each atom in the products is known as 

the atom-mapping problem. Fortunately, much recent work has been done developing algorithms 

to solve this problem [61-63]. For this work, we utilized the atom-mappings provided by 

MetaCyc which are generated using the minimum weighted edge-distance (MWED) metric [61].  

Finally, the list of acceptable atom types indicates the allowable chemical elements for each 

atom (row/column) in the matrices and allows for additional specifications on these atoms as will 

be described below.  

 

3.2.2 Identifying and Labeling Cofactors 

 Small molecule cofactors such as adenosine triphosphate (ATP) and water often 

complicate the search for enzymatic pathways by creating short routes between metabolic 

compounds which are an artifact of their presence in many reactions rather than a true route for 

the enzymatic production of a compound [64]. BNICE prevents these artifacts by labeling atoms 

from common cofactors in the list of the acceptable atom types of the reaction operators. This 

ensures that the reaction described in the operator can only occur in the presence of the specified 

cofactor(s) and allows BNICE to prevent the generation of these artifacts when searching for 

pathways. In order to make operators that are compatible with BNICE, we need a method for 

automatically identifying and labeling cofactors in the reactions. 
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 To this end, our operator generation program maintains two lists of common cofactors. 

One list contains compounds which are always labeled as a cofactor whenever they appear in a 

reaction. This includes mostly very small molecules such as water, oxygen, and carbon dioxide. 

The other list contains compounds which appear as part of a cofactor pair. These compounds are 

only labeled as cofactors if the other half of the pair appears on the opposite side of the reaction. 

Such pairs include ATP and adenosine diphosphate (ADP) and oxidized nicotinamide adenine 

dinucleotide (NAD+) and reduced nicotinamide adenine dinucleotide (NADH). In order to 

increase the applicability of our operators some cofactors are treated as interchangeable such as 

NADH and nicotinamide adenine dinucleotide phosphate (NADP) or ATP and guanosine 

triphosphate (GTP). The full list of the cofactors and cofactor pairs can be found in Appendix A. 

 

3.2.3 The Limiting Reaction Rules 

As stated above, the generality of a chemical operator is controlled by the presence of 

spectator atoms. If many spectator atoms are included in the operator then fewer substrates meet 

the requirements for the operator, causing the prediction of fewer de novo reactions. Conversely, 

if fewer spectator atoms are included then more de novo reactions are predicted. 

The limiting cases for reaction operator specificity can therefore be explored by 

investigating the limiting cases for the inclusion of spectator atoms, namely the inclusion of all 

the spectator atoms in a reaction and the inclusion of no spectator atoms. In this work we will 

call the former operator set exact operators because they specify each reaction rule exactly, 
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allowing no de novo reactions to be predicted. We will call the latter operator set reaction site 

operators because they only include the reaction site atoms.  

 

3.2.4 Computational Generation of Exact Operators 

A program was created in Python 2.7 which can generate an exact operator for any 

reaction for which an atom mapping is known. This program uses the following procedure. 

1. Create the BEM for the substrate(s) of the reaction 

2. Identify the cofactors among the substrates using the cofactor lists 

3. Create the list of acceptable atom types for the substrate(s) 

4. Create the BEM for the product(s) of the reaction 

5. Use the atom mapping to transmute the BEM for the products so that the 

rows/columns refer to the same atoms as the rows/columns in the BEM of the 

substrates 

6. Subtract the BEM for the substrate(s) from the transmuted BEM for the products to 

obtain the reaction operator matrix 

In order to ensure that the generated operators are as specific as possible, additional 

information is added to the list of acceptable atoms during step 3 indicating whether each atom is 

a terminal atom. BNICE was modified to disallow operators from being applied to substrates 

which have nonterminal atoms in place of terminal atoms. This prevents an operator from 

performing de novo reactions due to substrates containing other substrates as subgraphs. 
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Consequently, any reaction described by an exact operator is identical to the reaction upon which 

it is based (using two-dimensional representations). 

This program was utilized to generate an exact operator for every reaction in MetaCyc 

16.0 for which MetaCyc provides an atom mapping. Reaction direction was determined by 

directional information provided by MetaCyc. If no such directional information was provided, 

the reaction was assumed to be reversible and separate operators were generated for both 

reaction directions. 

 

3.2.5 Computational Generation of Reaction Site Operators 

 As explained above, the reaction site operators only specify the reaction site atoms, 

causing them to be as general as possible. The primary difference between the exact operators 

and the reaction site operator is that the reaction site operators contain no spectator atoms. These 

rules can therefore be generated by identifying the spectator atoms and removing these atoms 

from the operator. Spectator atoms can be readily recognized by examining the reaction operator 

matrix and isolating atoms for which the rows/columns have all zeroes for entries. 

 Unlike the exact operators, many reactions can have identical reaction site operators. It is 

often useful to group these reactions together into a single operator. In order to do so we need a 

method of determining whether two operators are identical. For our purposes, operators can be 

considered identical if there is a transmutation that can be applied to the BEM, the reaction 

operator matrix, and the list of acceptable atom types for one operator which results in these 

three components being exactly the same. 
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 One potential method for determining whether such a transmutation exists is by trying all 

possible atom numbering schemes for the atoms. However, this method is inefficient for large 

operators. Fortunately, topological symmetry perception methods can be used to determine 

atoms which cannot possibly be the same based on molecular structure and reduce the number of 

numbering schemes that must be attempted.  In this work we use the method of Shelley and 

Monk for this purpose [65].  

Adding these considerations to our previously developed procedure for the generation of 

exact operators allows for the following procedure to generate reaction site operators describing 

a set of reactions. 

A. For each reaction in the set of reactions 

1. Create the BEM for the substrate(s) of the reaction. 

2. Identify the cofactors among the substrates using the cofactor lists. 

3. Create the list of acceptable atom types for the substrate(s). 

4. Create the BEM for the product(s) of the reaction. 

5. Use the atom mapping to transmute the BEM for the products so that the 

rows/columns refer to the same atoms as the rows/columns in the BEM of the 

substrates. 

6. Subtract the BEM for the substrate(s) from the transmuted BEM for the products 

to obtain the reaction operator matrix. 

7. Isolate all atoms which have no non-zero entries in the reaction operator matrix 

from the BEM, acceptable atom type list, and reaction operator matrix. 



55 
 

8. Check whether the current operator is identical to a previously created operator. If 

it is not, create the new operator. 

This procedure was used to create a program in Python 2.7 for the generation of reaction 

site operators. This program was utilized to generate a reaction site operator for every reaction in 

MetaCyc 16.0 for which MetaCyc provides an atom mapping. As with the exact operators, 

reaction direction was determined by directional information provided by MetaCyc, and all 

reactions were assumed to be reversible if no information was provided. 

 

3.2.6 BNICE Mapping 

 One measure of the scope of a set of operators is the set of reactions which it is able to 

reproduce. For this work this attribute of the operator sets was investigated using the Mapping 

Module of the BNICE software suite. This module works as follows. The substrates for each 

reaction of interest are loaded into BNICE, and the set of operators is applied to them. The 

products from each resulting predicted reaction are compared to those in the loaded reaction. If 

they match then the reaction is marked as mapped, and the operator which describes the reaction 

is recorded. If none of the predicted reactions map the loaded reaction, then the reaction cannot 

be described by any of the operators, and it is consequently marked as not mapped. In this 

analysis all cofactors which are grouped together in Appendix A were treated as interchangeable 

so that our analysis can focus on the non-cofactor substrates and products. The analysis was 

performed for all automatically generated operator sets and a manually generated BNICE 

operator set of 247 operators against the atom mapped reactions in MetaCyc, KEGG, and the 

reactions in the iMM9904 S. cerevisiae model. 
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3.2.7 Identify the Minimum Operator Set to Describe All of MetaCyc 

The generation of the reaction site operators is heavily dependent upon the accuracy of 

the atom mappings. An error in the atom mapping for a reaction can result in more nonzero 

entries in the change matrix. This in turn will cause additional atoms to be labeled as reaction site 

atoms by our algorithm and thus will cause a change in the reaction site operator. For this work 

we investigate the extent to which the atom mappings affect the generated operators by 

identifying and removing any operators which only map reactions which are all also mapped by 

another operator and studying the results. 

 

3.2.8 Developing a Measure of Specificity 

 The limiting cases of operator specificity can be useful for analysis, but for many 

applications an operator set of intermediate specificity is required. Ideally, the specificity of this 

operator set will be adjustable for different applications and will be determined using an intuitive 

criteria which is easily interpreted by the researcher. In this work we introduce the idea of 

generating such a set of operators based upon reaction grouping. In this method the user 

generates operators by grouping together sets of reactions which he/she wishes to be described 

by a single operator. The program then identifies the most specific operator capable of 

describing all the reactions in the group. In this work, it is assumed that all the reactions in the 

group contain the same reaction site. As stated above, we consider this the limit for the most 

general meaningful operators. This restriction therefore ensures that an operator can be generated 

which is capable of describing all of the reactions in the group.  This method for operator 
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generation allows the specificity of the operator set to be easily adjusted by changing the reaction 

groupings. Users desiring the prediction of many de novo reactions which may act upon 

substrates very different than those of known enzymatic reactions would create large reaction 

groupings of very dissimilar reactions. On the other hand, researchers who want to predict a 

small number of de novo reactions very similar to known enzymatic chemistry would create 

small reaction groupings of very similar reactions.  

 In order to implement this method we need to define a mathematical definition of 

specificity cost of an operator. One of the goals of this work is to produce an intuitive method for 

the generation of reaction operators. We therefore defined what we deemed to be an intuitive 

measure of specificity cost, which was simply the number of generalizations that are included in 

the operator. In other words, our measure of specificity cost is simply the number of additional 

atom types and bond types that must be included in the operator in order to describe all of the 

reactions in the reaction grouping. Notice, however, that this definition does not account for 

generalities due to atoms and bonds not being present in the operator such as, for example, when 

one substrate is smaller than another. For the purposes of this calculation we therefore introduce 

the “None” atom type and “None” bond type to calculate our specificity cost.  

 

3.2.9 Generating Optimal Reaction Rules for a Group of Reactions  

 Next, an algorithm for the generation of the most specific operator capable of describing 

two noncyclic substrates was developed. The substrates of the two reactions were represented as 

networks with both atoms and bonds represented as nodes and bidirectional edges used to 

indicate the endpoints of the bonds. In these networks, each node lists the acceptable atom types 
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and bond types for the atom or bond. Additional nodes of type “None” are added to these 

networks to allow for the possibility that an atom/bond in one reaction’s substrates may not have 

a corresponding atom/bond in the other reaction’s substrates.  Once we know the optimal 

mapping of the substrates of one reaction onto the substrates of the other, we generate an 

operator by, at each point in the mapping, recording both the original node’s atom/bond type and 

that of the node to which it is mapped. 

 Unfortunately, identifying such a mapping is non-trivial. A brute-force method which 

explores all possible mappings would have factorial time complexity. By making two simple 

assumptions we can greatly increase the tractability of this problem. Our first assumption is that 

the reaction site for the first reaction must map to the reaction site for the second reaction. As 

stated above, this is necessary to guarantee that the two reactions can be described by the same 

operator. Our second assumption is that only atoms that are the same distance from the reaction 

site may be mapped to each other. 

 The simplest manner to apply these assumptions is to use a greedy algorithm which starts 

at the reaction site atoms and steps outward, finding the optimal mapping at each step. 

Unfortunately, this method does not account for the situation where the cost savings of a small 

similarity between two nodes close to the reaction site is outweighed by a larger subsequent 

difference farther from the reaction site.  

 To accurately calculate the most efficient mapping we instead start at those nodes farthest 

from the reaction site nodes and step inward. A program to accomplish this was created in 

Python 2.7, and its steps are outlined below.  
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1. Define the network describing the substrates for the first reaction as I and for the second 

reaction as J. Also, define a cost matrix of integers C and a mapping matrix of tuples M. 

Finally, let F(x) be the mapping of the nodes in I onto the nodes in J. 

2. Identify and label the reaction site in both networks using the same method as was used 

for the reaction site operators. 

3. Use a breadth first algorithm to calculate the distance, L(n), of each node n in both 

networks from the closest reaction site node. Let k be the maximum distance from the 

reaction site in either substrate. 

4. For each substrate network A identify all nodes at each distance a and collect them in an 

equidistant set of nodes ɸ(A, a).  

5. For each equidistance set of nodes, ɸ(I, a) 𝑠𝑠. 𝑡𝑡.  0 < 𝑎𝑎 ≤ 𝑘𝑘, in I, add “None” type nodes 

for each node in the equidistance set of nodes, ɸ(J,a), at the same distance in J. Similarly, 

for each equidistance set of nodes, ɸ(𝐽𝐽,𝑎𝑎) 𝑠𝑠. 𝑡𝑡. 0 < 𝑎𝑎 ≤ 𝑘𝑘 in J, add “None” type nodes 

for each node in the equidistance set of nodes at the same distance in I, ɸ(I,a) not 

excluding the recently added “None” type nodes. This will result in ɸ(J,a) and ɸ(I,a) 

containing the same number of nodes for each distance a in the networks. 

6. For each node, x, create a list of descendants D(x) where we define that node y is a 

descendent of node x if x and y are connected by an edge and 𝐿𝐿(𝑦𝑦) > 𝐿𝐿(𝑥𝑥). 

7. Define the cost of descendants, 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.(𝑖𝑖, 𝑗𝑗) where i and j are nodes. This represents the 

minimum cost of mapping all of the descendants of i to the descendants of j. 

8. 𝑑𝑑 = 𝑘𝑘. 
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9. Nodes at 𝑑𝑑 = 𝑘𝑘 have no descendants; therefore, 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.(𝑖𝑖, 𝑗𝑗) =  0 for all nodes 𝑖𝑖 ∈

 ɸ(I, d), 𝑗𝑗 ∈  ɸ(J, d). 

10. For each pair of nodes (i, j)  𝑖𝑖 ∈  ɸ(I, d), 𝑗𝑗 ∈  ɸ(J, d)  calculate the cost C(i,j) as 

follows. 

a. If the atom/bond type of atom i is not the same as the atom/bond type for atom j 

then C(i, j)  =  1 +  𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.(𝑖𝑖, 𝑗𝑗) 

b. Otherwise, C(i, j)  =  𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.(𝑖𝑖, 𝑗𝑗) 

11. d = d -1 

12. For each 𝑖𝑖 ∈ ɸ(𝐼𝐼,𝑑𝑑) and 𝑗𝑗 ∈ ɸ(𝐽𝐽,𝑑𝑑) solve the following optimization problem for the 

optimal assignment variables 𝑥𝑥𝑚𝑚𝑚𝑚 

min𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.(𝑖𝑖, 𝑗𝑗) 

where 

𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.(𝑖𝑖, 𝑗𝑗) = � � 𝐶𝐶(𝑚𝑚,𝑛𝑛)𝑥𝑥𝑚𝑚𝑚𝑚
𝑛𝑛 ∈ 𝐷𝐷(𝑗𝑗)𝑚𝑚 ∈ 𝐷𝐷(𝑖𝑖) 

 

Subject to the constraints: 

� 𝑥𝑥𝑚𝑚𝑚𝑚
𝑚𝑚 ∈𝐷𝐷(𝑖𝑖)

= 1 𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑛𝑛 ∈ 𝐷𝐷(𝑗𝑗) 

� 𝑥𝑥𝑚𝑚𝑚𝑚
𝑛𝑛 ∈𝐷𝐷(𝑗𝑗)

= 1 𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑚𝑚 ∈ 𝐷𝐷(𝑖𝑖)  

𝑥𝑥𝑚𝑚𝑚𝑚 = {0,1} 𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑚𝑚 ∈ 𝐷𝐷(𝑖𝑖),𝑛𝑛 ∈ 𝐷𝐷(𝑗𝑗) 

This problem is known as the assignment problem and for this work was solved using the 

Hungarian algorithm [66]. For each pair of nodes (i,j) a list of tuples (m,n) of each 

nonzero 𝑥𝑥𝑚𝑚𝑚𝑚 is stored in M(i,j). 
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13.  For each pair of nodes (i, j),  𝑖𝑖 ∈  ɸ(I, d), 𝑗𝑗 ∈  ɸ(J, d)  calculate the cost C(i,j) as 

follows. 

a. If the atom/bond type of atom i is not the same as the atom/bond type for atom j 

then C(i,j) = 1 + 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.(𝑖𝑖, 𝑗𝑗) 

b. Otherwise, C(i,j) = 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.(𝑖𝑖, 𝑗𝑗) 

14. Repeat steps 11-13 until d = 0. 

15. Once 𝑑𝑑 = 0 we have reached the reaction site. The reaction site nodes are required to be 

identical between the reactions by our assumptions. However, due to symmetry in the 

reaction site, multiple mappings may still be possible. We therefore repeat step 12 with 

the additional requirements that atom/bond types and bonds broken are identical between 

each node and the node to which it is mapped. Rather than adding optimizing assignment 

variables 𝑥𝑥𝑚𝑚𝑚𝑚 to M as tuples we instead add these tuples to array Q. 

16. Finally, the mapping matrix M is then used to recover the full mapping F(x) as follows. 

a. Let (𝛼𝛼,𝛽𝛽) = 𝑄𝑄[0]. 

b. 𝐹𝐹(𝛼𝛼) =  𝛽𝛽. 

c. If either of the atom/bond types for α or β is not “None,” add M(α, β) to Q 

d. Delete Q[0] 

e. Repeat steps a-d until Q is empty 

This program is what is known as a dynamic programming algorithm. It begins at the 

outermost nodes and works its way inward, and at each step, the algorithm investigates all 

mappings for each node in network I onto each node in network J at the current distance. For 

each of these possible mappings the optimal mapping of the descendants of both nodes is known 
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from the results calculated during the previous step. This is the primary advantage of the 

algorithm. By utilizing the optimal mapping calculated during the previous step we forgo the 

need to investigate potential mappings for any nodes other than those at the current distance. 

This significantly reduces the difficulty of the problem. 

Unfortunately, the algorithm as described above cannot guarantee the lowest cost mapping 

for substrates containing cycles. Some nodes in such compounds are the descendants of multiple 

nodes, requiring the additional restriction that nodes can only be mapped to each other if all of 

their ancestors, nodes from which they are descendants, are also mapped to each other. 

Unfortunately, this restriction can result in operators with very few spectator atoms when 

comparing linear and cyclic substrates since no node with multiple ancestors can ever map to a 

node with just one. To overcome this obstacle, we create multiple networks to represent the same 

reaction substrates. Each of these networks is created using a process of cutting edges. For each 

node in the network with multiple ancestors, edges are cut to create a network for each possible 

combination of ancestors. Operators are generated for all combinations of these networks, and 

the lowest cost operator is accepted. 

This algorithm was used to approximate the lowest cost operator for a grouping of reactions 

by combining the reactions in a reaction grouping in a pairwise fashion. The first two reactions 

in a group are combined into an operator. This operator is then combined with a third reaction to 

create a new operator and so forth until an operator is generated which describes all the reactions 

in the grouping. 
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3.3 Results 

3.3.1 Computational Generation of Limiting Chemical Operators and Mapping against MetaCyc 

A set of exact chemical operators and a set of reaction site chemical operators were 

computationally generated from the MetaCyc database. These sets consisted of 8,682 and 2,413 

operators, respectively, and both were capable of mapping every reaction in MetaCyc. For the 

exact operators, each unique reaction was described by only one operator as should be expected 

since these operators represent the most specific limit. However, how the reactions in MetaCyc 

were described by the reaction site operators was much more complex (Figure 3.1 and Table 

3.1). 

 

Figure 3.1: MetaCyc reactions as described by the reaction site operators.  

Visualization of the MetaCyc reactions as described by the reaction site operators. Each 

dot represents ten reactions in MetaCyc, and each color represents a reaction site rule. 

Only those rules which describe at least ten reactions are shown.  
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Table 3.1: Description of MetaCyc reactions by reaction site operators. 

Number of Reaction 

Site Operators 

Percentage of Reactions 

in MetaCyc Described 

(%) 

5 14.1 

11 25.3 

26 37.9 

56 50.0 

152 62.5 

424 75.0 

1237 87.5 

2413 100.0 

 

As can be seen in Figure 3.1, the number of reactions described by different operators 

varies greatly. There are a few operators which describe a large number of reactions, and many 

operators which describe just a few. This results in the number of MetaCyc reactions described 

by these operators showing quickly diminishing returns (Table 3.1). Over a quarter of the 
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reactions in the database can be described by just 11 reaction site operators. However, an 

additional 45 operators are required to cover the next quarter, an additional 368 to cover the next 

quarter, and an additional 1,989 to cover the final quarter of the reactions. 

This operator generation process is highly dependent upon the atom mappings used to 

describe the reactions. To investigate this dependence we studied the cases where a single 

reaction is described by multiple reaction site operators. After removing those operators which 

only described reactions also described by another operator, we were left with an operator set 

consisting of 1,700 operators. Additionally, 203 reactions were identified for which the 

substrates and products are identical from the perspective of our program. These mainly 

consisted of transport reactions and reactions where only the stereochemistry of the substrate was 

changed. Each of these reactions was described by a single operator. Removing these reactions 

and operators from our reduced operator set results in a set of 1,497 operators capable of 

describing every reaction in MetaCyc. 

These results represent the best-case scenario for the minimum number of operators 

required to describe the MetaCyc database and illustrate the ability of our operator generation 

program to highlight reactions whose atom mappings may warrant further investigation. 

However, as of the writing of this chapter, the methods used by MetaCyc represent the state of 

the art in generating atom mappings, and we do not propose an improved method here. We 

therefore will use the full set of 2,210 reaction site operators (the original 2,413 operators less 

those that only perform transport or stereochemical reactions) for the remainder of the work in 

this chapter. 
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3.3.2 Mapping Automatically Generated Operators against KEGG and iMM904 

 The 8,682 exact operators and 2,210 reaction operators were mapped against the KEGG 

database of enzymatic chemistry. Additionally, the full set of 242 manually generated operators 

previously used by BNICE was also mapped against KEGG for comparison. The results are 

shown in Figure 3.2.  

 

Figure 3.2: Mapping results for KEGG database.   

Mapping results are shown for manually generated operators, and the automatically 

generated exact and reaction site operators generated based upon the MetaCyc database. 

Notice that 40.1% of the reactions in KEGG are identical to reactions in MetaCyc. This is 

a little lower than the 3,895 common reactions out of 8,692 (44.8%) found by Altman et al. [67]. 

However, in their work, Altman et al. only required that the reactants and products of two 

reactions be highly similar (cosine similarity of the stoichiometry vector > 0.6) rather than 

identical (after cofactor generalization) as is the case in this work. Additionally, Altman et al. 

utilized additional information in their determination of identical reactions such as Uniprot 
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ascension number, enzyme classification, and the name of the catalyzing enzymes. Our analysis 

solely focuses on the stoichiometry of the reactions. 

The automatically generated reaction site operators were able to describe 79.4% of the 

reactions in KEGG, which is significantly more than the 48.2% described by the manually 

generated operators. This is despite the fact that the manually generated operators were largely 

created based on KEGG reactions while the reaction site operators were based on MetaCyc [6].  

Next, these three operator sets were mapped against the iMM904 model for yeast. The 

results are shown in Figure 3.3. 

 

Figure 3.3: Mapping Results for iMM904 metabolic model of yeast. 

 Mapping results are shown for manually generated operators, and the automatically 

generated exact and reaction site operators generated based upon the MetaCyc database. 

Both automatically generated set of operators showed improved performance when 

mapped against iMM904 compared to KEGG. This is likely due to KEGG containing more 

reactions with unusual chemistry than the yeast model. This is highlighted by the fact that 72% 

of the reactions were mapped by the exact operators indicating a large majority of these reactions 
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have identical stoichiometry to reactions found in MetaCyc. The manual operators, however, 

performed slightly worse against iMM904 compared to KEGG, likely due to many of the manual 

operators being based upon KEGG reactions. In fact, the exact operators were able to map 

significantly more reactions than the manual operators, indicating that the generality of the 

manual operators was unable to compensate for their lack of breadth. Simply using known 

reactions from MetaCyc would obtain better coverage of the reactions in this yeast metabolic 

model than the manual operators. The reaction site operators were able to describe nearly all, 

92.3%, of the reactions in the metabolic model.  

 

3.3.3 Intermediate Operator Generation 

The groupings provided by the reaction site operators were used to make a set of 

intermediate operators using the reaction grouping method. Each of these operators is designed 

to more specifically describe the identical set of MetaCyc reactions as one of the reaction site 

operators. Therefore, mapping them against MetaCyc results in 100% of the reactions being 

mapped and the same breakdown of the number of operators required to map a given percentage 

of MetaCyc as shown in Table 3.1. 

The intermediate operators are designed to approximate the most specific description 

capable of describing all of the reactions in a grouping. These operators can thus be thought of as 

allowing for the prediction of novel reactions by allowing the operator to be applied to any 

substrate whose chemical structure is between the substrates of the reactions it describes. We 

therefore would expect that as the number of reactions in the grouping increases the specificity 
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should decrease since the resulting operator will need to be able to accommodate a wider variety 

of substrates. This is illustrated by Figure 3.4. 
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Figure 3.4:  Effect of reaction grouping size on operator specificity. 

Scatter and bar plot of the number of spectator atoms included in intermediate operators 

compared to the number of reactions in the grouping used to generate them. 
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As expected, the number of spectator atoms, and therefore the specificity of the operator, 

is lower for operators which contain more reactions. The drop-off in spectator atoms occurs 

relatively sharply with few operators which describe more than ten reactions containing ten or 

more spectator atoms. There is a large degree of variance in the number of spectator atoms 

between operators describing the same number of reactions. For operator groupings which 

contain only a few reactions, this is largely a result of substrate size. However, for operators 

which describe many reactions this is due to a conservation of spectator atoms across all 

reactions described by the operator. This occurs when a particular set of spectator atoms must all 

be present for a reaction to occur. Largely, this is due to distinct functional groups, the most 

egregious of which is Coenzyme A which contains 48 spectator atoms and is required for the 

performance of certain types of chemistry. Removing those reactions which contain Coenzyme 

A from our analysis has a noticeable effect on our results as shown in Figure 3.5.  
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Figure 3.5:  Effect of reaction grouping size on operator specificity after removing 

coenzyme A. 

Bar plot of the number of spectator atoms included in intermediate operators compared to 

the number of reactions in the group used to generate them. In this plot all reactions which 

contain Coenzyme A were excluded. 

 BNICE was used to apply these operators and the reaction site operators to the 22 

common amino acids. This resulted in 481,764 predicted reactions for the reaction site operators 

and 17,682 predicted reactions for the intermediate reaction site operators. The addition of 

spectator atoms therefore resulted in a 50-fold decrease in the number of reactions predicted. 

This decrease occurs due to two factors: a reduction in the number of operators applied to the 

substrates and a reduction in the number of reactions predicted by each applied operator. We 

found that most of the reduction was due to the former. 
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 The number of unique operators applied to the substrates compared to the number of 

MetaCyc reactions used to create the operators is shown for the reaction site operators and the 

reaction site intermediate operators in Figures 3.6 and 3.7, respectively. 

 

Figure 3.6: Effect of reaction grouping size on utilization of reaction site operators. 

Number of operators successfully applied to the 22 common amino acids compared to 

reaction grouping size for the reaction site operators applied to the 22 common amino 

acids. 
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Figure 3.7: Effect of reaction grouping size on utilization of intermediate reaction site 

operators.  

Number of operators successfully applied to the 22 common amino acids compared to 

reaction grouping size for the intermediate reaction site operators applied to the 22 

common amino acids. 

 As can be seen from Figures 3.6 and 3.7, the addition of spectator atoms reduces the 

number of applied operators by preventing the application of operators created from small 

groupings of reactions.  In the reaction site operators, the number of applied reactions is 

inversely related to the size of the reaction grouping used to create the operator. This is largely a 

result of the number of operators present. As indicated by Table 3.1, there are far more operators 

describing small groupings of reactions than there are describing large groupings. For the 

reaction site intermediate operators, the increased specificity of the operators for the small 

groupings of reactions more than compensates for their increased number and results in a 
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maximum in operator application to occur in the intermediate range of operator size. This seems 

much more in line with what would be expected. Many of these groupings are small precisely 

because the constituent reactions are uncommon, requiring particular spectator atoms to be 

present to stabilize the reaction. The reactions predicted by the intermediate operators are 

therefore likely higher quality predictions since, unlike the reaction site operators, a large 

percentage of the predicted reactions are a result of fairly common types of enzymatic chemistry. 

 

3.4 Discussion 

3.4.1 Computational Generation of Limiting Chemical Operators 

 We have described techniques for the computational generation of the most specific 

(exact) and least specific (reaction site) chemical operators possible for a given set of reactions. 

Applying these techniques to MetaCyc generated operator sets containing 8,682 and 2,413 

operators, respectively, capable of describing every reaction with atom mappings in the database. 

The exact operator set simply consisted of one operator for each unique reaction in MetaCyc. 

Meanwhile, the reaction site operator set showed sharply diminishing returns where 11 operators 

were capable of describing over 25% of the reactions in Metacyc, but 424 operators were 

required to describe 75% of reactions and 1,497 to describe 100%. This helps explain both the 

initial success and ultimate difficulty with the development and utilization of manually generated 

operators. A small number of manually created operators describing the most common types of 

enzymatic chemistry can describe a relatively large percentage of known biochemical reactions. 
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However, each further attempt to expand upon the amount of biochemistry described requires an 

increasing number of operators until the process can become largely untenable manually.  

 These operator sets generated from MetaCyc were then mapped against the KEGG 

database and the iMM904 metabolic model. The exact operators were capable of describing 

40.1% and 72.0% of the balanced reactions from these sources, respectively, while the reaction 

site operators were capable of describing 79.4% and 92.3%, outperforming the manually 

generated operators in both cases. This illustrates an advantage of generalized chemical operators 

over exact descriptions of reactions. The generalized operators are capable of describing a large 

majority of the chemistry in these sources despite having been trained on a different dataset. In 

order to expand our operators to describe all the reactions in these new sources, we need to only 

focus on the small subsets of reactions (20.6% and 7.7% for KEGG and iMM904, respectively) 

which are not described by our operators rather than having to analyze every reaction in the 

entire dataset. This provides the potential for our chemical operators to rapidly grow to describe 

all the reactions found in many different sources of enzymatic chemistry. 

 

3.4.2 Generation of Intermediate Chemical Operators 

 We next developed an algorithm for the generation of sets of operators of intermediate 

specificity. This method relies upon the user creating groupings of similar reactions. The 

algorithm then approximates the most specific chemical operator capable of describing all of the 

reactions in the grouping. We initially developed this algorithm using the groupings defined by 

the reaction site operators. In analyzing the resulting operators we found that as the number of 



77 
 
reactions in the reaction grouping increases the number of spectator atoms (and therefore the 

specificity) of the resulting operator decreases. We have therefore created an operator generation 

method which allows for the intuitive adjustment of operator specificity through the adjustment 

of reaction groupings. This gives the user the ability to automatically create operators which are 

tuned to a particular application. 

 As an initial demonstration of this technique, we generated intermediate operators for the 

groupings defined by the reaction site operators. Each of the resulting operators was capable of 

describing the identical set of MetaCyc reactions as the reaction site operator upon which it was 

based. However, this operator set saw a 50-fold decrease in the number of predicted reactions 

when applied to the common amino acids compared to the original reaction site operators. One 

of the largest problems with de novo biochemical reaction prediction is the large number of 

reactions predicted. This often makes the analysis of the predicted reactions difficult, 

necessitating the application of various filters to reduce the reaction set. Our technique therefore 

allows for the generation of a much smaller number of predicted reactions whose substrates are 

more similar to known enzymatic reactions and therefore may be more likely to occur. 

 It should further be noted that the reaction site operators represent the most general 

operators possible, and thus the groupings used to create the intermediate operators in this work 

represent the most general groupings possible. Further reductions in the number of predicted 

reactions can be achieved without reducing mapping efficiency by dividing these reaction 

groupings into smaller subgroups using criteria such as EC classification [27], organism of 

origin, or similarity in the genes encoding for the associated enzyme. Such a subgroup reduction 
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would have the additional advantage of providing characteristics which could be utilized to 

identify candidate enzymes capable of catalyzing predicted reactions of interest. 

 We have demonstrated an automatic and intuitive method for generating chemical 

operators. Utilization of this method allows for rapid inclusion of new reaction information into 

operator sets, circumventing the primary shortcoming of manually generating these operators. 

Furthermore, the flexibility of this method allows the operators to be tailored for specific 

applications. This method used in conjunction with an operator-based method for enzymatic 

reaction prediction such as BNICE has the potential to rapidly increase the rate at which 

promising enzymatic chemistry is discovered and implemented. 
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Chapter 4: Application of Automatically Generated, Genetically 

Grouped Chemical Operators to iJO1366  

4.1 Introduction 

 The prediction of de novo enzymatic reactions is useful in a wide variety of fields 

including bioremediation, industrial biotechnology, and biomimetic catalysis [24, 26, 57]. We 

have previously developed a program known as the Biological Network Integrated 

Computational Explorer (BNICE) which uses generalized reaction rules known as chemical 

operators to predict de novo enzymatic chemistry [6]. This method has been successful at 

predicting novel chemistry that has subsequently been experimentally confirmed as shown in 

Chapter 2 of this thesis. However, the BNICE program often identifies a very large number of 

potential reactions, thereby increasing the difficulty of subsequent analysis of the predictions. 

Furthermore, as in Chapter 2 of this thesis, the predicted reactions must be associated with 

candidate enzymes before experimental confirmation can be attempted. Previously, both of these 

problems were mitigated through the application of chemical fingerprinting methods to filter 

BNICE predictions and to associate the predicted reactions with promising enzyme candidates 

[68]. However, ideally we would prefer a flexible framework capable of being rapidly adapted to 

utilize any of a variety of criteria to both reduce the scope of BNICE predictions to only the most 

promising reactions and to assist in the association of those reactions with candidate enzymes. 

One promising avenue for the development of such a framework is the chemical 

operators themselves. We have previously developed a method for the automatic generation of 

chemical operators from reaction groupings (Chapter 3). To use this program, users create 
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groupings of reactions which they wish to all be described by a single chemical operator. Our 

algorithm then approximates the most specific operator capable of describing all the reactions in 

the grouping. With this new capability, we can use the operators as the vehicle by which we 

improve the quality of the predicted reactions by grouping together reactions with similar 

properties such as the same enzyme classification, similar encoding genes, occurring in closely 

related organisms, etc. This allows the operators to be more specific by insuring that they are 

only generalized across related reactions.  Additionally, it can highlight probable properties of 

candidate enzymes to assist with the experimental validation. 

 In this work, we demonstrate the power of this technique by grouping reactions by the 

similarity of the genes associated with the catalyzing enzymes. To do this, we generate reaction 

groupings for reactions in the MetaCyc database of enzymatic chemistry [7] using Conserved 

Domain Database genetic superfamily classifications [10]. The operators produced by these 

reaction groupings are then applied to all chemical compounds in the iJO1366 metabolic model 

of Escherichia coli [69]. Finally, the products of all the resulting reactions predicted by BNICE 

are compared to the compounds in the DrugBank database of pharmaceutical chemicals [70]. 

Reactions for the production of 206 of these compounds were predicted by BNICE. 

 

4.2 Methods 

4.2.1 BNICE 

 BNICE is explained in full elsewhere [6]. Briefly, this program uses generalized 

descriptions of enzymatic reactions known as chemical operators to predict potential 

biochemical reactions. The generalization in the chemical operators can allow for the prediction 
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of de novo reactions by allowing for reactions to occur which are similar to but not identical to 

known enzymatic reactions. The degree of generalization affects the number and quality of these 

predicted reactions. More generalized operators allow for the prediction of a larger number of 

potential reactions, but many of these reactions are less similar to known enzymatic reactions, 

often causing them to be difficult to practically implement. 

 BNICE can also be utilized in a slightly different capacity known as mapping. In this 

method, BNICE is used to predict potential reactions from every compound in a database. These 

predicted reactions are then compared to all the reactions in the database. Any reaction that has 

been reproduced is marked as mapped while those that are not reproduced are not mapped. This 

technique can be used to measure the amount of chemistry in a database which is capable of 

being described by a particular set of chemical operators. 

 

4.2.2 Reaction Site Operators 

 We have previously described methods for the generation of reaction site operators 

(Chapter 3). These operators are generalized representations of biochemical reactions which only 

contain those atoms whose bonds change across the reaction. This set of operators is the most 

generalized method of representing a set of reactions. For this work we used the previously 

generated set of 2,210 operators capable of describing every reaction for which atom mapping 

exists in the MetaCyc database. 
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4.2.3 Generation of Intermediate Operators Based upon CDD Groupings 

 A method for the generation of operators based upon reaction grouping has been 

developed by our group (Chapter 3). Briefly, the method works by approximating the most 

specific chemical operator capable of mapping every reaction in a user-defined group. This 

method affords the user intuitive control over chemical operator generality. By using large 

groups of dissimilar reactions, the user can create very general chemical operators by forcing the 

operators to use flexible enough reaction descriptions to be able to describe many disparate 

reactions. In contrast, specific operators can be created by using small groups of similar 

reactions. 

 In this work, we develop a set of intermediate chemical operators by grouping MetaCyc 

reactions by CDD superfamily. Each of these groupings consists of all reactions which are 

associated with a gene in the same superfamily and which are mapped by the same reaction site 

operator. This ensures that all the reactions in a group are catalyzed by similar genes and perform 

similar chemistry. Only reaction groupings containing at least two reactions were utilized. 

 

4.3 Results 

4.3.1 Generation of CDD Operators and Mapping against MetaCyc 

Utilizing reaction groupings based on CDD superfamilies and reaction site operators, 167 

operators were generated from the MetaCyc database. In order to gauge the extent of chemistry 

described by these operators, three operator sets were mapped against the MetaCyc database: the 

reaction site operators, the subset of the reaction site operators which can be associated with at 
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least two genes in the same CDD superfamily, and the final set of operators generated from our 

groupings. The results of these mappings are shown in Figure 4.1. 

 

Figure 4.1: Mapping results for MetaCyc database. 

Mapping results are shown for the reaction site operators, those reaction site operators 

which can be associated with a CDD superfamily and the intermediate operators generated 

based upon CDD superfamily groupings. All operators were generated from the reactions 

in the MetaCyc database. 

 The full set of reaction site operators is capable of describing every reaction in MetaCyc 

by design. However, many reactions in MetaCyc are not associated with a gene or are associated 

with a gene which has not been categorized into a CDD superfamily. Thus, when we limit 

ourselves to those reaction site operators which contain at least two reactions associated with the 

same CDD superfamily, we remove many of our operators, thereby limiting the percentage of 

reactions in MetaCyc we can describe to 51.5%. Creating intermediate operators from our 

reaction groupings makes our operators more specific, further limiting the chemistry we can 
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describe to 38.2% of the reactions in the database. This limits our predictions to only include 

chemistry for which we have genetic evidence to support the generalization of an operator. 

 

4.3.2 Identifying Potential Reactions for the Production of Pharmaceuticals 

 BNICE was used with the operators from our CDD superfamily grouping to predict 

reactions from every compound found in the iJO1366 model of E. coli [69]. This resulted in the 

prediction of 1,488,070 reactions for the production of 688,787 compounds. These compounds 

were then compared against those in the DrugBank database of pharmaceutical compounds [71]. 

We found that 206 of the generated compounds were contained in the database, of which 20 

were FDA approved drugs. Table 4.1 shows the production information for these 20 compounds. 

Table 4.1: Generated compounds that are FDA approved pharmaceuticals 
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 The reactions which produce these 20 compounds are all predicted to be catalyzed by 

enzymes belonging to one of ten CDD superfamilies. The most prevalent types of reaction for 

the production of these compounds are hydroxylation and dehydroxylation with the most 

common CDD superfamily being cl12078. There are 19 reactions included in both the cl12078 

grouping responsible for hydroxylation and in the grouping responsible for dehydroxylation. As 

shown in our previous work, the specificity of operators generated by our method is inversely 

proportional to the number of reactions in the reaction grouping (Chapter 3). The result of these 
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large reaction grouping is very general operators; these operators only require that a three carbon 

chain is present at the site of hydroxylation and that a chain of three carbons is attached to a 

hydroxyl at the site of dehydroxylation. While this is the largest superfamily grouping to catalyze 

hydroxylation reactions, it is not the only one; cl19134, cl18408 and cl18680 also catalyze 

hydroxylation. However, these reaction groupings have four, eleven and nine reactions in them, 

respectively, and are more specific than the cl12078 grouping.  

  

 The formation of guanidine and oxytetracycline serve to demonstrate the situation where 

the same CDD superfamily, cl19134, performs multiple chemistries. The superfamily 

classification is a designation of genetic similarity, not of reaction chemistry, and consequently, 

enzymes with the same CDD superfamily may perform different types of chemistry. In this case 

the cl19134 superfamily actually performs five types of chemistry: reduction of double bonds, 

hydroxylation, ether formation, and breaking/forming carbon-nitrogen bonds. Only 

hydroxylation and breaking carbon-nitrogen bonds produced compounds found amongst the 

FDA-approved pharmaceutical compounds in the DrugBank database. 

 

4.4 Discussion 

4.4.1 Operator Generation from CDD Superfamily Groupings 

 Using the automatic operator generation program, we generated 167 operators from the 

MetaCyc database based upon CDD superfamily genetic groupings of enzymes. The reliance 

upon only those reactions associated with genes contained in the CDD database limits the range 
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of chemistry to 51.5% of the reactions in MetaCyc. Using the automatic operator generation 

program to add spectator atoms further limits this to 38.2% of the reactions in MetaCyc. 

However, these operators were created using 610 reactions (7.0% of the MetaCyc database). This 

indicates that 31.2 % of the reactions in MetaCyc are described by a CDD superfamily operator 

even though they are not related to a CDD superfamily. In some cases, genes may be associated 

with these reactions which are merely not listed in the database. However, in the cases where no 

gene is known to encode the enzyme catalyzing a reaction, these results may be useful in 

identifying such genes by suggesting probable CDD superfamilies to which they may belong. 

Although this is not a primary focus of this work, this illustrates an additional advantage of 

grouping reactions by enzyme/gene properties: the potential for a positive feedback loop where 

the resulting operators can guide the identification of reactions with similar properties, further 

improving the quality of the generated operators. 

 

4.4.2 Application of CDD Superfamily Operators to iJO1366 

 The operators created from CDD superfamily groupings were then applied to all 

compounds in iJO1366 resulting in 1,488,070 predicted reactions, producing 688,787 unique 

products. Previous work applying the reaction site operators generated 481,764 reactions when 

just applied to the 22 common amino acids (Chapter 3). The filtering of our BNICE predictions 

by grouping operators by CDD superfamily therefore has allowed us to explore a manageable 

number of predicted reactions and compounds which would likely not be the case with the 

previous set of more general operators. 
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 The predicted products were then compared to the DrugBank database of 6,837 

pharmaceutical compounds with 206 compounds found to match. A listing of the details for 

these matched compounds which are FDA approved drugs is shown in Table 4.1, while a full 

listing of all matched compounds is shown in Appendix B. These tables not only list the 

compounds of interest but help to associate them with candidate enzymes through the listed CDD 

superfamily and thus can serve as a useful guide for experimentalists looking to implement 

pathways to any of the listed compound in E. coli by providing a starting point for the 

identification of candidate enzymes. 

  

4.4.3 Utility of Automatic Operator Generation 

While this chapter has focused on using similarity between encoding genes to group 

reactions, the process does not require the use of this particular attribute. Automatic operator 

generation based upon reaction groupings allows users to filter BNICE results and guide 

candidate enzyme identification using any criteria that can be used to group together enzymatic 

reactions. The current work is merely one example of the flexibility and utility of this process. 
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Chapter 5: Conclusions and Recommendations for Future Work 

5.1 Conclusions 

 Overall, this thesis has demonstrated the utility of using a method based on generalized 

chemical operators such as BNICE to predict de novo enzymatic reactions (Chapter 2), the 

development of a method for the automatic generation of chemical operators from user-defined 

reaction groupings (Chapter 3), and the utilization of this procedure for automatic operator 

generation to limit BNICE predictions to the most promising reactions and to guide the 

association of those reaction with candidate enzymes (Chapter 4). 

 In Chapter 2, BNICE was used to predict novel pathways for the production of propionic 

acid. Beyond the usefulness of new biochemical routes for the production of this commonly used 

preservative and chemical precursor, this serves as an excellent example of the ability of BNICE 

to discover new and promising methods for the production of a compound. Moreover, it 

illustrates how BNICE results can be used to guide experimental research. By examining all 

four-step and five-step pathways from pyruvate to propionic acid, we were able to determine that 

the reduction of acrylic acid to propionic acid was a key reaction required for the majority of the 

potential pathways. This allowed us in turn to focus our experimental work on confirming this 

important reaction. Note that this type of analysis can only be performed due to the large amount 

of predicted pathways that result from examining many de novo reactions. If we had identified 

potential pathways manually or only explored the known pathways between these compounds, 

this form of analysis would likely have been difficult due to the smaller number of reactions in 

the network of pathways. Thus, even those pathways predicted by BNICE which are non-optimal 

can be useful for guiding experimental research. Finally, we were able to experimentally confirm 
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the reduction of acrylic acid to propionic acid by NADPH dehydrogenase (Oye2p), a reaction 

this enzyme was not previously known to perform. This is the first time that BNICE has guided 

the experimental verification of a predicted enzymatic reaction. 

 In Chapter 3, we improved upon BNICE by exploring the automatic generation of 

BNICE operators. We began by examining the limiting cases of specificity for chemical 

operators by generating two sets of operators: one the most specific possible (exact operators) 

and the other the most general (reaction site operators) for all the reactions in MetaCyc with 

atom mappings. We then developed a method for the generation of operators of intermediate 

specificity based upon reaction groupings. In this method, the user separates reactions of interest 

into groups of similar reactions. For each group, our algorithm generates the most specific 

operator capable of describing all the reactions in that group. As a demonstration, we used this 

method to generate intermediate operators using the reaction site operators as our reaction 

groupings. Each of the resulting operators was able to describe the identical set of MetaCyc 

reactions as its corresponding reaction site operator. However, when applying these intermediate 

operators to the 22 common amino acids, we saw a 50-fold decrease in the number of reactions 

predicted compared to the reaction site operators, indicating a sizable increase in the quality of 

the predicted reactions. We also found that, as expected, the specificity of the generated 

operators varied inversely with the size of the reaction groupings. Small groupings resulted in 

more specific operators, while large groupings tended to result in more general operators. The 

promise in this technique lies in its flexibility. Different operator sets may be generated for 

different applications by varying the way the reactions are grouped. For example, a researcher in 

industrial biotechnology may wish to use reaction groupings based upon Enzyme Commission 
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(EC) classification [27] or genetic similarity in order to ensure smaller groups of more similar 

reactions, resulting in more specific operators whose predictions are close to known enzymatic 

chemistry. However, a researcher in biomimetic catalysis may wish to use more general 

operators based upon larger reaction groupings such as those formed by the reaction site 

operators. We believe this flexibility and the intuitive manner in which the operator specificity 

can be adjusted makes this algorithm a powerful tool for enzymatic research. 

 In Chapter 4, we used this automatic operator generation program to produce operators 

based upon MetaCyc reactions which were grouped by the similarity of the associated genes as 

defined by Conserved Domain Database (CDD) superfamilies. These operators were then 

applied to the iJO1366 model of E. coli resulting in the prediction of 1,488,070 reactions which 

produce 688,787 unique compounds. These compounds were then compared against the 

DrugBank database of pharmaceutical compounds, with 205 of the predicted products found to 

be present in the database. These results provide a useful guide for the production of 

pharmaceutical compounds from E. coli since they provide not only a list of 205 promising 

targets but also a list of the predicted CDD superfamily of the enzyme(s) capable of producing 

each target. This information can provide researchers with a starting point for the identification 

of candidate enzymes for any reaction of interest. They potentially can do this not only by 

finding annotated genes which catalyze similar chemistry, but also by identifying unannotated 

ORFs which belong to these CDD superfamilies and may therefore be able to catalyze the 

reactions of interest. These results, however, are merely an example of the power of this 

technique. Different sets of operators can be rapidly generated using other metrics for reaction 

grouping such as Enzyme Commission (EC) classification or organism of origin for the 
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associated enzymes. Additionally, these operators can be applied to different metabolic models 

and compared against different databases such as the Zinc database of commercially available 

compounds [72] for different applications. Once again, one of the most powerful aspects of this 

new tool is its flexibility. 

 

5.2 Recommendations for Future Work 

 We present here recommendations for potential improvements and new applications for 

the BNICE framework and the automatic operator generation procedure. 

 

5.2.1 Improved Atom Mapping for Improved Reaction Assignment to Reaction Site Operators 

 Our study of the minimum reaction site operator set required to describe all the reactions 

in MetaCyc found that only 1,497 reaction site operators were required to describe the MetaCyc 

database even though 2,210 reaction site operators were generated. This illustrates the degree of 

overlap between the reaction site operators. In all the cases where a reaction can be described by 

multiple reaction site operators, the reaction site operator with which the reaction is grouped is 

decided by the atom mappings provided by MetaCyc. Since the identification of the reaction site 

is a key step in the generation of intermediate operators, an error in the atom mapping can result 

in incorrect intermediate operators. In their generation of the atom mappings in MetaCyc, 

Latendresse et al. calculated an error rate of 0.9% and generated multiple optimal atom mappings 

for 2.1% of the reactions [61]. Fortunately, by identifying reactions which are described by 
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multiple operators, we can rapidly find reactions whose atom mappings may require additional 

study and, if necessary, manual curation. 

 

5.2.2 Improved Cost Function for Intermediate Operator Calculation 

 The calculation of the intermediate operators in this work utilized a cost function based 

upon a simple count of the number of generalized atom/bond types present in the operator. 

However, this simple cost function may fail to correctly weight attributes of the substrates in 

order to correctly predict the most likely reactions. One attribute that warrants particular study is 

the distance a node is from the reaction site. Nodes that are closer to the reaction site often have a 

more prominent role in stabilizing a reaction. Additionally, the cost function may be modified to 

account for the atom types of the nodes being compared. The difference between some atom 

types (for example halogens with other halogens) may be significantly less than between other 

(for example, a halogen with a carbon) in regards to enzymatic activity against a substrate. Both 

of these changes could be implemented without significant changes to the execution or speed of 

the dynamic programming algorithm used to generate intermediate operators.  

 

5.2.2 Extending Automatic Operator Generation to Additional Databases 

 In this work, the operators utilized were based solely upon the MetaCyc database of 

reactions. As shown in Chapter 3, we found only a 40.1% overlap between MetaCyc and KEGG 

and a 72.0% overlap between MetaCyc and the iMM904 metabolic model. For more robust 

reaction prediction, the generated operators should be extended to include these and other 
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databases and metabolic models such as UMBBD [28] and BRENDA [15]. Many databases 

specialize in particular applications; for example, UMBBD focuses on biodegradation, while 

BRENDA deals with enzyme promiscuity. Including reactions from these databases into our 

operators would allow for higher quality results when utilizing the automatically generated 

operators in these fields. 

  

5.2.3 Gap Filling with BNICE 

 Most utilizations of BNICE to date have focused on the exploration of novel enzymatic 

pathways for the production of commercially valuable compounds. However, one underutilized 

potential application of BNICE is to fill gaps in metabolic models. Metabolic models have a 

wide variety of applications, including optimizing the production of a compound [73], 

determining whether a knockout will grow [74], and calculating minimum growth medium [75]. 

However, the accuracy of these models can be compromised by our incomplete knowledge of 

biochemistry. Frequently, this lack of knowledge takes the form of a gap in the metabolic model. 

A gap occurs when a compound is known to exist in an organism, but no reaction is known for 

its production or utilization. BNICE has the potential to fill many of these gaps through the 

prediction of de novo reactions and pathways to/from other known compounds in the organism. 

Operators based upon genetic similarity like the CDD superfamily operators utilized in Chapter 4 

would be ideal for this application. The genome of the organism being studied can be searched 

for ORFs similar to each CDD superfamily. If any superfamily is not represented in the genome, 

the associated operators can be removed from the analysis. This would allow the BNICE 

predictions to be filtered to ensure better results. Furthermore, if a promising pathway to/from a 
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compound is identified with the CDD superfamily operators, then a list of candidate enzymes 

can rapidly be determined by comparing the ORFs in the genome to the CDD superfamilies 

associated with the pathway. This in turn could guide knock-out studies to confirm the predicted 

enzymatic pathway. 
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Appendix 

Appendix A: Cofactors Used for Automatic Operator Generation 

 In Tables A.1 and A.2 below are listed the cofactors used for automatic operator 

generation in this thesis. Table A.1 lists compounds that are always treated as cofactors 

whenever they appear in a reaction. Table A.2 lists pairs of compounds which are treated as 

cofactors by this program when they appear on opposite sides of a reaction. Both tables lists the 

common name for the cofactors and the notation used by BNICE to represent them. This 

illustrates how cofactors are grouped together by the operator generation program. Labels for 

cofactor pairs all contain the phrase “CoF” (for cofactor) in order to distinguish them from their 

non-cofactor version. 
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Table A.1: List of BNICE cofactors. 

Common Name BNICE Nomenclature 
Carbon dioxide CO2 

Hydrogen bromide HBr 
Hydrogen chloride HCl 
Hydrogen fluoride HF 
Hydrogen iodide HI 

Ammonia NH3 
Oxygen O2 

Phosphate Pi 
Diphosphate PPi 

Sulfite Sulfite 
Hydrogen peroxide H2O2 

Coenzyme A CoA 
Acetyl coenzyme A ACETYL-COA 

Carbonate CO3 
Water WATER 
Sulfate SULFATE 

Carbon monoxide CARBON-MONOXIDE 
Cyanide HCN 

Hydrogen sulfide HS 
Sulfite Sulfite 

 

  



110 
 

Table A.1: List of BNICE cofactor pairs. 

Cofactor 1 common 
name 

Cofactor 2 common 
name 

Cofactor 1 BNICE 
Nomenclature 

Cofactor 2 
BNICE 

Nomenclature 
5-formyl-

tetrahydromethano
pterin 

Tetrahydromethanopterin 5-Formyl-
H4MPT_CoF 

H4MPT_CoF 

Adenosine-
triphosphate 

Adenosine-diphosphate ATP_CoF ADP_CoF 

Adenosine-
triphosphate 

Adenosine-
monophosphate 

ATP_CoF AMP_CoF 

Adenosine-
diphosphate 

Adenosine-
monophosphate 

ADP_CoF AMP_CoF 

Cytidine-
triphosphate 

Cytidine-diphosphate ATP_CoF ADP_CoF 

Cytidine-
triphosphate 

Cytidine-monophosphate ATP_CoF AMP_CoF 

Cytidine-
diphosphate 

Cytidine-monophosphate ADP_CoF AMP_CoF 

Guanosine-
triphosphate 

Guanosine-diphosphate ATP_CoF ADP_CoF 

Guanosine-
triphosphate 

Guanosine-
monophosphate 

ATP_CoF AMP_CoF 

Guanosine-
diphosphate 

Guanosine-
monophosphate 

ADP_CoF AMP_CoF 

Uridine-
triphosphate 

Uridine-diphosphate ATP_CoF ADP_CoF 

Uridine-
triphosphate 

Uridine-monophosphate ATP_CoF AMP_CoF 

Uridine-
diphosphate 

Uridine-monophosphate ADP_CoF AMP_CoF 

Generalized 
Nucleoside-
Triphosphate 

Generalized Nucleoside- 
diphosphate 

ATP_CoF ADP_CoF 

Generalized 
Nucleoside-
Triphosphate 

Generalized Nucleoside- 
monophosphate 

ATP_CoF AMP_CoF 

Generalized 
Nucleoside- 
diphosphate 

Generalized Nucleoside- 
monophosphate 

ADP_CoF AMP_CoF 

Diphosphopyridine 
nucleotide oxidized 

Diphosphopyridine 
nucleotide reduced 

NAD_CoF NADH_CoF 
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Nicotinamide 
adenine 

dinucleotide 
phosphate 

Reduced nicotinamide 
adenine dinucleotide 

phosphate 

NAD_CoF NADH_CoF 

Flavin adenine 
dinucleotide 

reduced 

Flavin adenine 
dinucleotide oxidized 

FADH2_CoF FAD_CoF 

S-adenosyl-
methionine 

S-adenosyl-homocysteine S-
Adenosylmethionin

e 
_CoF 

S-
Adenosylhomocy

steine 
_CoF 

Phospho-Histidine Histidine Phospho-
Histidine_CoF 

Histidine_CoF 

2-oxoglutarate L-Glutamate 2-oxoglutarate_CoF L-Glutamate_CoF 
2-oxoglutarate Succinate 2-oxoglutarate_CoF succinate_CoF 
L-Glutamine L-Glutamate L-Glutamine_CoF L-Glutamate_CoF 

Oxidized 
Coenzyme F420 

Reduced Coenzyme F420 Oxidized-Factor-
F420_CoF 

Reduced-Factor-
F420_CoF 

Adenosine 3',5'-
bisphosphate 

3'-phosphoadenylyl-
sulfate 

3-5-ADP_CoF PAPS_CoF 

Dimethylallyl 
diphosphate 

Diphosphate DMAPP_CoF PPi_CoF 

Ubiquinol Ubiquinones Ubiquinol_CoF Ubiquinones_CoF 
Sulfurated-Sulfur-

Acceptors 
Unsulfurated-Sulfur-

Acceptors 
Sulfurated-Sulfur-

Acceptors_CoF 
Unsulfurated-

Sulfur-
Acceptors_CoF 

Demethylated-
methyl-acceptors 

Methylated-methyl-
acceptors 

Demethylated-
methyl-

acceptors_CoF 

Methylated-
methyl-

acceptors_CoF 
Deaminated-

Amine-Donors 
Aminated-Amine-Donors Deaminated-

Amine-
Donors_CoF 

Aminated-Amine-
Donors_CoF 
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Appendix B: DrugBank Compounds Produced by the CDD Superfamily Intermediate 

Operators 

 Table B.1 lists all compounds in the DrugBank database which were produce by the 

application of the CDD superfamily intermediate operators to the iJO1366 metabolic model of E. 

coli. This table includes the DrugBank ID for each compound, its common name, and every 

CDD superfamily predicted by BNICE to produce it. 
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Table B.1: List of DrugBank compounds produced by the CDD superfamily intermediate 

operators. 

DataBank 
ID 

Common Name CDD 
Superfamily 

for Production 
DB00341 Cetirizine cl12078; 

cl19134 
DB00444 Teniposide cl12078; 

cl18408; 
cl18680 

DB00448 Lansoprazole cl12078 
DB00525 Tolnaftate cl18945 
DB00616 Candoxatril cl18945 
DB00665 Nilutamide cl18408; 

cl12078 
DB00800 Fenoldopam cl19241; 

cl17182; 
cl00841 

DB00926 Etretinate cl19134 
DB01037 Selegiline cl17173 
DB01091 Butenafine cl18408; 

cl12078; 
cl02872; 
cl09931; 
cl00470 

DB01092 Ouabain cl18949; 
cl19137; 
cl13995; 
cl00289; 
cl00447; 
cl00474 

DB01201 Rifapentine cl17255 
DB01298 Sulfacytine cl17255 
DB01320 Fosphenytoin cl19134; 

cl12078 
DB01324 Polythiazide cl17068 
DB01400 Neostigmine cl18408; 

cl12078 
DB01413 Cefepime cl17186; 

cl02872; 
cl09931; 
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cl00470 
DB01436 Alfacalcidol cl16912; 

cl00841 
DB01478 desmethylprodine cl16912; 

cl02872; 
cl09931; 
cl00470 

DB01530 3Alpha,17beta-dihydroxy-5alpha-androstane cl18408; 
cl12078 

DB01531 Desomorphine cl19134; 
cl17068; 
cl00470 

DB01539 1-Piperidinocyclohexanecarbonitrile cl12078 
DB01541 Boldenone cl17240; 

cl12078; 
cl02872; 
cl09931; 
cl00470 

DB01547 Drotebanol cl16912; 
cl02872; 
cl09931; 
cl00470 

DB01563 Chloral hydrate cl12078 
DB01642 O1-Methyl-Glucose cl18949; 

cl19058; 
cl19137; 
cl00474 

DB01649 7-Methyl-Gpppa cl17068 
DB01651 Methyl 4,6-O-[(1r)-1-Carboxyethylidene]-Beta-D-

Galactopyranoside 
cl18945 

DB01679 Propyl Trihydrogen Diphosphate cl16912; 
cl02872; 
cl09931; 
cl00470 

DB01703 N-(2-Ferrocenylethyl)Maleimide cl18945; 
cl17068; 
cl00470 

DB01712 (3r)-4-(P-Toluenesulfonyl)-1,4-Thiazane-3-Carboxylicacid-
L-Phenylalanine Ethyl Ester 

cl19134 

DB01749 1,2-Dimethoxyethane cl12078 
DB01785 Dimethylallyl Diphosphate cl18216; 

cl03532 
DB01795 Phenyl Boronic Acid cl18945 
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DB01806 10-{4-Dimethylamino-5-[4-Hydroxy-6-Methyl-5-(6-
Methyl-5-Oxo-Tetrahydro-Pyran-2-Yloxy)-Tetrahydro-

Pyrane-2-Yloxy]-6-Methyl-Tetrahydro-Pyran-2-Yloxy}-8-
Ethyl-1,8,11-Trihydroxy-7,8,9,10-Tetrahydro-Naphthacene-

5,12-Dione 

cl19134; 
cl12078 

DB01824 (3s)-Tetrahydrofuran-3-Yl (1r,2s)-3-[4-((1r)-2-{[(S)-
Amino(Hydroxy)Methyl]Oxy}-2,3-Dihydro-1h-Inden-1-

Yl)-2-Benzyl-3-Oxopyrrolidin-2-Yl]-1-Benzyl-2-
Hydroxypropylcarbamate 

cl12078 

DB01854 5-Bromonicotinamide cl12078 
DB01865 3-(6-Aminopyridin-3-Yl)-N-Methyl-N-[(1-Methyl-1h-Indol-

2-Yl)Methyl]Acrylamide 
cl18945 

DB01872 Acetylgalactosamine-4-Sulfate cl18408; 
cl12078 

DB01897 2-(2f-Benzothiazolyl)-5-Styryl-3-(4f-
Phthalhydrazidyl)Tetrazolium Chloride 

cl19134 

DB01899 Nd1-Phosphonohistidine cl18949; 
cl19137; 
cl13995; 
cl11399; 
cl00289; 
cl00447; 

cl00474; ; ; 
DB01930 2,4-Dihydroxy-3,3-Dimethyl-Butyrate cl18408; 

cl18680; 
cl12078; 
cl04742 

DB01941 6-[1-(3,5,5,8,8-Pentamethyl-5,6,7,8-Tetrahydronaphthalen-
2-Yl)Cyclopropyl]Pyridine-3-Carboxylic Acid 

cl12078 

DB01960 7n-Methyl-8-Hydroguanosine-5'-Diphosphate cl16913; 
cl17173; 
cl06920 

DB01979 Methyl alpha-D-mannoside cl17240; 
cl12078; 
cl02872 

DB02006 Br-Coeleneterazine cl17190; 
cl15968; 
cl17037; 
cl08484; 
cl00192; 
cl00841 

DB02007 Alpha-D-Glucose-6-Phosphate cl17190; 
cl15968; 
cl17037; 
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cl08484; 
cl00192; 
cl00841 

DB02010 Staurosporine cl19134; 
cl12078 

DB02041 4-Aminophthalhydrazide cl17190; 
cl15968; 
cl08484; 
cl00192; 
cl00841 

DB02059 Adenosine-5-Diphosphoribose cl12078 
DB02068 Delta-Amino Valeric Acid cl18408; 

cl12078 
DB02079 (Aminooxy)Acetic Acid cl17255 
DB02091 4-(2,4-Dimethyl-Thiazol-5-Yl)-Pyrimidin-2-Ylamine cl19134; 

cl17068; 
cl00470 

DB02093 5-Phospho-D-Arabinohydroxamic Acid cl18945; 
cl16912; 
cl00470 

DB02126 4-Carboxycinnamic Acid cl17190; 
cl12283; 
cl15968; 
cl17037; 
cl08484; 
cl00289 

DB02139 (2e)-N-Allyl-4-{[3-(4-Bromophenyl)-5-Fluoro-1-Methyl-
1h-Indazol-6-Yl]Oxy}-N-Methyl-2-Buten-1-Amine 

cl18408; 
cl18680; 
cl12078 

DB02165 Zinc Trihydroxide cl12078 
DB02203 Acetone Cyanohydrin cl16912; 

cl02872; 
cl09931 

DB02232 1,2-Dihydroxybenzene cl18408; 
cl12078 

DB02251 O-Succinylbenzoate cl12078 
DB02253 (1r)-4-[(1e,3e,5e,7z,9e,11z,13e,15e)-17-Hydroxy-3,7,12,16-

Tetramethylheptadeca-1,3,5,7,9,11,13,15-Octaen-1-Yl]-
3,5,5-Trimethylcyclohex-3-En-1-Ol 

cl18945; 
cl17068; 
cl00470 

DB02303 (5s)-5-Iododihydro-2,4(1h,3h)-Pyrimidinedione cl18949; 
cl19137; 
cl15968; 
cl00289; 
cl00447; 
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cl00474 
DB02308 4-(1,3,2-Dioxaborolan-2-Yloxy)Butan-1-Aminium cl16912; 

cl02872; 
cl09931; 
cl00470 

DB02355 Adenosine-5'-Rp-Alpha-Thio-Triphosphate cl12078 
DB02363 2'-Monophosphoadenosine-5'-Diphosphate cl17190; 

cl15968; 
cl17037; 
cl08484; 
cl00289 

DB02381 Nor-N-Omega-Hydroxy-L-Arginine cl16912; 
cl02872; 
cl09931; 
cl00470 

DB02402 5-(4-Methoxyphenoxy)-2,4-Quinazolinediamine cl18945; 
cl16912; 
cl00470 

DB02425 Hexadecyl Octanoate cl17195; 
cl17240; 
cl16912; 
cl02872; 
cl09931; 
cl00470 

DB02483 Etheno-Nad cl19134; 
cl17068; 
cl00470 

DB02494 Alpha-Hydroxy-Beta-Phenyl-Propionic Acid cl17240; 
cl12078; 
cl02872; 
cl09931; 
cl00470 

DB02495 9-(4-hydroxybutyl)-N2-phenylguanine cl12078 
DB02496 1-Deoxy-D-xylulose 5-phosphate cl19134 
DB02503 4-(Carboxyvin-2-Yl)Phenylboronic Acid cl12078 
DB02526 CRA_10655 cl17195; 

cl17240; 
cl16912; 
cl02872; 
cl09931; 
cl00470 

DB02572 BV4 cl18949; 
cl19137; 
cl11995; 



118 
 

cl17169; 
cl17171; 
cl00289; 
cl00447; 
cl00474; 
cl00490; 
cl02570 

DB02586 4,7-Dimethyl-[1,10]Phenanthroline cl18408; 
cl12078 

DB02589 Se-Ethyl-Isoselenourea cl17255 
DB02594 2'-Deoxycytidine cl17255 
DB02609 4-Hydroxy-L-Threonine-5-Monophosphate cl12078 
DB02674 4-(2-Oxo-Hexahydro-Thieno[3,4-D]Imidazol-4-Yl)-

Butyricacid 
cl18949; 
cl19137; 
cl00289; 
cl00447; 
cl00474 

DB02675 (4-Hydroxymaltosephenyl)Glycine cl17255 
DB02683 Inhibitor Bea428 cl17190; 

cl12078; 
cl00841 

DB02793 Isochorismic Acid cl16912; 
cl02872; 
cl09931; 
cl00470 

DB02800 5-Hydroxymethylene-6-Hydrofolic Acid cl18408; 
cl18680; 
cl12078 

DB02808 Trifluorofurnesyl Diphosphate cl12078 
DB02810 N-(2-Acetamido)Iminodiacetic Acid cl16912 
DB02829 4-(Acetylamino)-3-[(Aminoacetyl)Amino]Benzoic Acid cl17240; 

cl12078; 
cl02872; 
cl00470 

DB02859 Soraphen A cl12078 
DB02862 Gluco-Phenylimidazole cl18945; 

cl16912; 
cl00470 

DB02869 3-amino-5-phenylpentane cl19139; 
cl10013 

DB02875 CRA_1802 cl00220 
DB02889 4-O-(4,6-Dideoxy-4-{[4,5,6-Trihydroxy-3-

(Hydroxymethyl)Cyclohex-2-En-1-Yl]Amino}-Beta-D-
cl19134 



119 
 

Lyxo-Hexopyranosyl)-Alpha-D-Erythro-Hexopyranose 
DB02893 D-Methionine cl12078 
DB02898 5-{[(2-Amino-9h-Purin-6-Yl)Oxy]Methyl}-2-Pyrrolidinone cl18408; 

cl12078 
DB02916 [(2r,3s,4r,5r)-5-(6-Amino-9h-Purin-9-Yl)-3,4-

Dihydroxytetrahydro-2-Furanyl]Methyl Sulfamate 
cl18945 

DB02938 Heptanoic Acid cl12078 
DB02957 Orotidine-5'-Monophosphate cl18945; 

cl17182; 
cl00470 

DB02963 (5-Chloropyrazolo[1,5-a]Pyrimidin-7-Yl)-(4-
Methanesulfonylphenyl)Amine 

cl18408; 
cl18680; 
cl12078 

DB03008 5-Fluoro-Beta-L-Gulosyl Fluoride cl17186; 
cl02872; 
cl09931; 
cl00470 

DB03009 2-[(2-Oxo-2-Piperidin-1-Ylethyl)Thio]-6-
(Trifluoromethyl)Pyrimidin-4(1h)-One 

cl18945 

DB03035 1,8-Di-Hydroxy-4-Nitro-Anthraquinone cl18949; 
cl19137; 
cl15968; 
cl17037; 
cl00289; 
cl00447; 

cl00474; ; ; 
DB03065 7-Nitroindazole-2-Carboxamidine cl12078 
DB03087 2-(Sec-Butyl)Thiazole cl16912; 

cl02872; 
cl09931; 
cl00470 

DB03092 5-Hydroxymethyl-Chonduritol cl18945 
DB03096 N-Aminoethylmorpholine cl12078 
DB03103 Thymidine-5'- Diphosphate cl19134 
DB03126 Mant-Adp cl19134 
DB03186 U-Pi-a-Pi cl18408; 

cl18680; 
cl12078 

DB03229 2-Oxo-4-Methylpentanoic Acid cl12078 
DB03232 2-[(2e,6e,10e,14e,18e,22e,26e)-3,7,11,15,19,23,27,31-

Octamethyldotriaconta-2,6,10,14,18,22,26,30-
Octaenyl]Phenol 

cl16912; 
cl02872; 
cl09931 

DB03239 3',5'-Dinitro-N-Acetyl-L-Thyronine cl18949; 
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cl19137; 
cl00289; 
cl00447; 
cl00474 

DB03240 (S)-2-Amino-3-(1,3,5,7-Pentahydro-2,4-Dioxo-
Cyclopenta[E]Pyrimidin-1-Yl) Proionic Acid 

cl19134; 
cl12078 

DB03241 1-Amino-1-Carbonyl Pentane cl18949; 
cl19137; 
cl17186; 
cl00289; 
cl00447; 
cl00474 

DB03262 Al-6619, [2h-Thieno[3,2-E]-1,2-Thiazine-6-Sulfonamide,2-
(3-Hydroxyphenyl)-3-(4-Morpholinyl)-, 1,1-Dioxide] 

cl12078 

DB03276 4-[(10s,14s,18s)-18-(2-Amino-2-Oxoethyl)-14-(1-
Naphthylmethyl)-8,17,20-Trioxo-7,16,19-

Triazaspiro[5.14]Icos-11-En-10-Yl]Benzylphosphonic Acid 

cl12078 

DB03305 N5-Iminoethyl-L-Ornithine cl19134 
DB03325 Tyrosyladenylate cl11394 
DB03331 N-Naphthalen-1-Ylmethyl-2'-[3,5-Dimethoxybenzamido]-

2'-Deoxy-Adenosine 
cl12078 

DB03351 Sri-9439 cl18945; 
cl16912; 
cl00470 

DB03352 S-Arsonocysteine cl17173 
DB03355 5'-O-(N-(L-Threonyl)-Sulfamoyl)Adenosine cl18945 
DB03368 5-Methyl-5-(4-Phenoxy-Phenyl)-Pyrimidine-2,4,6-Trione cl18945 
DB03380 L-Tyrosinamide cl18408; 

cl12078; 
cl00013 

DB03411 2-Hydroxymethyl-Pyrrolidine-3,4-Diol cl17173 
DB03444 (3e)-6'-Bromo-2,3'-Biindole-2',3(1h,1'h)-Dione 3-Oxime cl19134; 

cl12078 
DB03445 Tazobactam Trans-Enamine Intermediate cl18949; 

cl19137; 
cl15968; 
cl17037; 
cl08484; 
cl00841 

DB03494 CRA_10950 cl17255 
DB03526 AL5927 cl17346 
DB03539 2-(Acetylamino)-2-Deoxy-6-O-Methyl-Alpha-D-

Allopyranose 
cl17190; 
cl12283; 
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cl15968; 
cl00841 

DB03540 Norcamphor cl18216; 
cl03532 

DB03586 5(R)-5-Fluoro-Beta-D-Xylopyranosyl-Enzyme Intermediate cl12078; 
cl09931; 
cl00309 

DB03623 9-(4-Hydroxyphenyl)-2,7-Phenanthroline cl17240; 
cl12078; 
cl02872; 
cl09931; 
cl00470 

DB03627 Adamantane cl16912; 
cl02872; 
cl09931 

DB03647 3-[Isopropyl(4-Methylbenzoyl)Amino]-5-Phenylthiophene-
2-Carboxylic Acid 

cl19139; 
cl10013 

DB03651 2,4,6-Trinitrophenol cl16913; 
cl17173 

DB03699 Succinyl-Coenzyme A cl12078 
DB03715 Pentadecane cl12078 
DB03736 2-Cyclopropylmethylenepropanal cl12078 
DB03754 Tris(Hydroxymethyl)Aminomethane cl12078 
DB03779 Glucosaminyl-(Alpha-6)-D-Myo-Inositol cl17173 
DB03812 3-{2,6,8-Trioxo-9-[(2s,3r,4r)-2,3,4,5-Tetrahydroxypentyl]-

1,2,3,6,8,9-Hexahydro-7h-Purin-7-Yl}Propyl Dihydrogen 
Phosphate 

cl18945; 
cl12078 

DB03818 N-[Tosyl-D-Prolinyl]Amino-Ethanethiol cl19134; 
cl12078 

DB03823 Epigallocatechin cl17255 
DB03826 5,6-Diaminouracil cl18216; 

cl03532 
DB03834 Tazobactam Intermediate cl19134 
DB03847 Gamma-Carboxy-Glutamic Acid cl18945; 

cl17173 
DB03859 1-Thio-Beta-D-Glucopyranose cl17190; 

cl17270; 
cl15968; 
cl17037; 
cl00192; 
cl00841 

DB03872 2,3-Dideoxyfucose cl17255 
DB03877 AL4623 cl16913; 
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cl17173 
DB03878 N-[4-Methyl-3-[[4-(3-Pyridinyl)-2-

Pyrimidinyl]Amino]Phenyl]-3-Pyridinecarboxamide 
cl12078 

DB03887 Alpha-Adenosine Monophosphate cl18945; 
cl16912; 
cl00470 

DB03889 S-(N-Hydroxy-N-Bromophenylcarbamoyl)Glutathione cl18949; 
cl19137; 
cl15968; 
cl11399; 
cl00289; 
cl00447; 

cl00474; ; ; 
DB03890 N-[2-(1-Formyl-2-Methyl-Propyl)-1-(4-Piperidin-1-Yl-but-

2-Enoyl)-Pyrrolidin-3-Yl]-Methanesulfonamide 
cl12078 

DB03909 Adenosine-5'-[Beta, Gamma-Methylene]Triphosphate cl12078 
DB03924 5,8-Di-Amino-1,4-Dihydroxy-Anthraquinone cl16912 
DB03926 5-Alpha-Androstane-3-Beta,17-Alpha-Diol cl18949; 

cl19137; 
cl15968; 
cl02872; 
cl00470 

DB03930 4-Methyl-Pyrroline-5-Carboxylic Acid cl18949; 
cl19137; 
cl13995; 
cl00289; 
cl00447; 
cl00474 

DB04027 D-Arginine cl17187 
DB04042 2-[4-(Hydroxy-Methoxy-Methyl)-Benzyl]-7-(4-

Hydroxymethyl-Benzyl)-1,1-Dioxo-3,6-Bis-
Phenoxymethyl-1lambda6-[1,2,7]Thiadiazepane-4,5-Diol 

cl17173 

DB04092 Apstatin cl17190; 
cl15968; 
cl17037; 
cl08484; 
cl00192; 
cl00841 

DB04123 (P-Iodophenylacetylamino)Methylphosphinic Acid cl18216; 
cl03532 

DB04195 Heptulose-2-Phosphate cl17173 
DB04840 Debrisoquin cl19134; 

cl00013 
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DB04888 Bifeprunox cl18945 
DB04890 Bepotastine cl12078 
DB04894 Vapreotide cl18949; 

cl19137; 
cl15968; 
cl17037; 
cl08484; 
cl00841 

DB04930 Permethrin cl18945 
DB04961 Troxacitabine cl18949; 

cl19137; 
cl15968; 
cl17037; 
cl00289; 
cl00447; 

cl00474; ; ; 
DB04983 Denufosol cl18945 
DB05003 Imexon cl18216; 

cl03532 
DB05016 PTC124 cl12078 
DB05271 Rotigotine cl12078 
DB05891 HD-O cl11394; 

cl00015 
DB06090 TC-5619 cl19137; 

cl11394 
DB06402 Telavancin cl12078 
DB06594 Agomelatine cl17186 
DB06691 Mepyramine cl17240; 

cl12078; 
cl02872; 
cl00470 

DB06701 Dexmethylphenidate cl16912; 
cl02872; 
cl09931; 
cl00470 

DB06716 Fospropofol cl18949; 
cl19137; 
cl15968; 
cl17037; 
cl00289; 
cl00447; 

cl00474; ; ; 
DB06751 Drotaverine cl17255 
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DB06999 N-{3-[(5-chloro-1H-pyrrolo[2,3-b]pyridin-3-yl)carbonyl]-
2,4-difluorophenyl}propane-1-sulfonamide 

cl12078 

DB07018 5-ETHYL-3-[(2-METHOXYETHYL)METHYLAMINO]-
6-METHYL-4-(3-METHYLBENZYL)PYRIDIN-2(1H)-

ONE 

cl12078 

DB07037 (2S)-1-AMINO-3-[(5-NITROQUINOLIN-8-
YL)AMINO]PROPAN-2-OL 

cl17255 

DB07111 (4S,5E,7Z,10Z,13Z,16Z,19Z)-4-hydroxydocosa-
5,7,10,13,16,19-hexaenoic acid 

cl17255 

DB07368 4-
(METHYLSULFONYL)BENZENECARBOXIMIDAMIDE 

cl00210; 
cl00230 

DB07444 6-(3-AMINOPROPYL)-4,9-DIMETHYLPYRROLO[3,4-
C]CARBAZOLE-1,3(2H,6H)-DIONE 

cl18408; 
cl18680; 
cl12078 

DB07447 5-beta-DIHYDROTESTOSTERONE cl16912; 
cl02872; 
cl09931; 
cl00470 

DB07469 (3aS)-3a-hydroxy-7-methyl-1-phenyl-1,2,3,3a-tetrahydro-
4H-pyrrolo[2,3-b]quinolin-4-one 

cl18408; 
cl18680; 
cl12078; 
cl04742 

DB07597 CIS-(1R,2S)-2-AMINO-1,2,3,4-
TETRAHYDRONAPHTHALEN-1-OL 

cl00303 

DB07847 6-CHLORO-N-{(3S)-1-[(1S)-1-METHYL-2-(4-
MORPHOLINYL)-2-OXO ETHYL]-2-OXO-3-

PYRROLIDINYL}-2-NAPHTHALENESULFONAMIDE 

cl17255 

DB07859 4-(4-CHLOROPHENYL)-4-[4-(1H-PYRAZOL-4-
YL)PHENYL]PIPERIDINE 

cl17255 

DB08198 [(4R)-4-(3-HYDROXYPHENYL)-1,6-DIMETHYL-2-
THIOXO-1,2,3,4-TETRAHYDROPYRIMIDIN-5-

YL](PHENYL)METHANONE 

cl18949; 
cl19137; 
cl15968; 
cl00858; 
cl00447; 
cl00474 

DB08199 N-[(BENZYLOXY)CARBONYL]-L-
CYSTEINYLGLYCINE 

cl18949; 
cl19137; 
cl15968; 
cl00858; 
cl00447; 
cl00474 

DB08271 N-ISOBUTYL-N-[4-
METHOXYPHENYLSULFONYL]GLYCYL 

HYDROXAMIC ACID 

cl18945; 
cl00261 
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DB08431 [(3R,4S)-4-HYDROXY-3-METHYL-2-
OXOHEXYL]PHOSPHONIC ACID 

cl00220 

DB08471 1-(thiophen-2-ylacetyl)-4-(3-thiophen-2-yl-1,2,4-oxadiazol-
5-yl)piperidine 

cl00220 

DB08567 (1S,4S)-4-(3,4-dichlorophenyl)-N-methyl-1,2,3,4-
tetrahydronaphthalen-1-amine 

cl12078 

DB08574 (5R)-2-SULFANYL-5-[4-
(TRIFLUOROMETHYL)BENZYL]-1,3-THIAZOL-4-ONE 

cl12078 

DB08576 1-(5-TERT-BUTYL-1,3,4-OXADIAZOL-2-YL)-2-
(METHYLAMINO)ETHANONE 

cl19134 

DB08632 1,3,5-BENZENETRICARBOXYLIC ACID cl17173 
DB08823 Spinosad cl17255; 

cl17182 
DB08846 Ellagic Acid cl18408; 

cl16912; 
cl02872; 
cl09931; 
cl00470 

DB08985 Etilefrine cl12078 
DB09008 Cephaloridine cl12078 
DB09042 Tedizolid Phosphate cl19134; 

cl17173 
DB09101 Elvitegravir cl18949; 

cl19137; 
cl15968; 
cl00858; 
cl00447; 
cl00474 

 

A structure data format (sdf) file which provides more detailed structural information about these 

compounds has been provided as a digital complement to this table. 
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