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ABSTRACT

Caring Together: A Digital Ethnography of How People with Mental Illness Participate

Online

Jessica L. Feuston

Social media and online forums provide spaces where people can gather beyond restric-

tions of geographic proximity. For some individuals with mental illness, these spaces

are vital; providing outlets and communities where a multitude of experiences are ac-

cepted and understood, rather than judged against normative, often ableist standards.

For nearly three years I’ve studied how people with mental illness use and navigate

online spaces, including Instagram, Reddit, and Tumblr.

The work I’ve conducted through digital ethnography represents hundreds of hours

of online observation, online participation, and interviews. Through this ethnography I

draw deeply from the perspectives of people with mental illness; aiming to center their

experiences, needs, and concerns. In contrast to prior work, which frequently extracts

posts explicitly related to mental illness from online accounts, I illustrate the diverse

and complex representations of mental illness online, including how experiences may
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be implied and better understood when contextualized within everyday life and on-

line practices. Through my empirical work I describe the ways in which people with

mental illness participate and respond to various forms of online sociotechnical control,

including those involving human and algorithmic actors, such as commenting and con-

tent moderation. I demonstrate how online processes of control have consequences,

sometimes severe. These processes, through largely operating within online spaces, are

not removed from scholarship examining mental illness online and generating design

recommendations for social media platforms and other spaces.

Following my empirical work, I end by discussing how interventions and recommen-

dations for approaching content related to mental illness online, though motivated from

a place of care, can inadvertently result in harmful and oppressive practices and techni-

cal features. Rather than caring for people with mental illness, as these approaches often

do, I introduce an alternative way forward that involves caring together: anti-oppressive

care. This approach to research and design involves working with and alongside people

with mental illness to develop online spaces that support a multiplicity of experiences

with mental illness and address the problems and concerns of the people with mental

illness who use them.

Dissertation Committee:

Anne Marie Piper, Chair
Michael S. Horn
Ozge Samanci
Jed R. Brubaker
Alex S. Taylor
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CHAPTER 1

Introduction

“When it was deleted, I immediately knew. It felt really crushing and

really unfair and very much like we were just being misunderstood.” –

Andrea

On November 14th, 2018, Reddit, a community-based content aggregation and dis-

cussion social media platform, banned r/ProED, an eating disorder support community

or subreddit. This decision was grounded in a particular – and oversimplified – inter-

pretation of pro-ED (i.e., pro-eating disorder) content and communities. Particularly,

the interpretation that r/ProED violated “our Content Policy, [due to], specifically, the

posting of content that encourages physical harm” (Reddit). Reddit’s decision is not an

anomaly; the ban of r/ProED is part of a larger movement on Reddit and other social

media platforms to remove ‘harmful’ content from their online spaces (Blackwell et al.,

2017; Chancellor et al., 2016b,d; Chandrasekharan et al., 2017; Crawford, 2019; spez,

2020; Staff, 2012). However, I argue that the ban of r/ProED resulted in a number of

serious, unintended, and harmful consequences. I introduce my dissertation work by

sharing this important, yet neglected, point of view. My aim throughout my research is

to foreground this – and other – perspectives and experiences that are underrepresented

in current media, industry, and academic discourses surrounding mental illness content

and communities online.
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1.1. Andrea’s Story

The ban of r/ProED was a stark, distressing event for its 32.1k registered members.

These individuals lost not only a space for expressing themselves and communicating

shared experiences, but also for providing and receiving abundant mutual support. To

illustrate the consequences of r/ProED’s ban, I turn to one of my participants. Andrea1

is a 23-year-old white woman who “had undiagnosed bulimia since I was 14 to probably

the age of 18 and then I had undiagnosed binge eating disorder from 18 to about 21.

And then I developed anorexia, which was diagnosed. I went to treatment when I was 22

for three months. And I’m still just in recovery for that right now.”2 Like many others,

Andrea was a member of r/ProED. I spoke with her seven months following the ban

of the community by Reddit. Andrea’s story, presented alongside how Reddit described

r/ProED (i.e., encouraging physical harm), is unexpected. Through Andrea, we come to

understand r/ProED as an important communal space where she and others gathered

to support one another and share experiences, such as difficulties during recovery, that

other people – people without eating disorders – often don’t accept or even empathize

with (Puhl and Suh, 2015; Roehrig and McLean, 2010). Andrea’s personal narrative

challenges Reddit’s classification and subsequent decision; instead, showing us how

r/ProED was a space for community, understanding, and healing.

Andrea joined the r/ProED subreddit when she was “at the tail end of [her] bad

experience.” On r/ProED, Andrea was able to find “a lot of support. Just reading people’s

posts and feeling validated. As the anorexia got worse, I started posting my own stuff.

1Not her real name. Pseudonyms are used through this dissertation, unless otherwise noted.
2Quotes throughout the introductory chapter are modified for clarity and concision.
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Mostly vent-type things. Like, how hard the day was because of food. Or a comment that

someone made that made my life feel hard.” Though r/ProED provided a space for Andrea

to find support and validation, as well as vent about her own struggles related to living

with anorexia, it was not solely an online space where she went to receive support. An

important and meaningful part of Andrea’s interactions within the community involved

caring for and helping other people. She explained, “Also, I like to really support people

online ‘cause I appreciated it a lot at the time, too. I would frequently post on people’s

posts. I comment on people’s posts saying things like, ‘You’re totally valid’ or ‘Hey, let me

know if you need support’ or ‘I feel that, too.’” For Andrea, r/ProED was a community

of collective, mutual aid (Piepzna-Samarasinha, 2018) – not a place that encouraged

harm. On r/ProED, Andrea found a supportive space for her own, at times difficult,

experience with anorexia and, in turn, provided care and support to others.

When r/ProED was banned, Andrea was “already in recovery,” but “was still really

active on that site in terms of posting about recovery, and how hard it was, and supporting

people who are going through it. I specifically have this one article that I like to share with

people because it really helped me.” The article, Andrea said, “is about how your body

changes. I think it’s called ‘The Body’s Response to Adequate Fuel in Anorexia Recovery.’

And it’s an awesome article. It just talks about how, like, immediately your belly gets huge

and that’s, I think, the part that’s really hard for a lot of people going through this.” In

the following excerpt, Andrea talks about her reaction to Reddit’s decision to ban the

community. Though Reddit’s ban of r/ProED hinged – publicly, at least – on the classifi-

cation of r/ProED as a community that encouraged physical harm, Andrea’s experience
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with r/ProED as a space for healing and recovery support troubles this oversimplified

account and calls attention to the consequences of Reddit’s decision. She said:

“It felt like no one was trying to understand what the purpose of the

community was. It felt really, really unfair and confusing. And, also,

very helpless. Like, there’s nothing we can do about this. They took

away our content. Something great about r/ProED is that it was so old

that you could search things. Like, if you needed help or something or if

you remembered a post that was helpful or something, you could search

for that. And then all of that content – like so much good, helpful content

– was removed.”

When asked to elaborate on the good, helpful content that was removed, Andrea

explained:

“. . . it was stuff that I would go and read if I was having a hard day.

Like, someone had posted what to do if you feel like you’re going to binge

or what to do if you feel like you can’t eat today. I would go and read

that actively, like, ‘Oh, here’s some reminders for myself,’ and now it’s

gone and I can’t access that.”

The specific details of Andrea’s narration call into question Reddit’s decision to ban

r/ProED across several interrelated points. First, Andrea’s firsthand account illustrates

how disruptive it was for her when r/ProED was banned, as well as how the ban of this

community involved the loss of an archive of good, helpful content. Through Andrea,

we see how the ban of r/ProED resulted in a complex and traumatic experience of loss.

Firsthand accounts, stories, and perspectives like these are largely neglected when we
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think about questions related to harm, social media, and governance. Second, the ban

of r/ProED shows us how platform decisions intended to reduce harm for the ‘greater

good’ have serious consequences. With Reddit’s ban of r/ProED, we see how oversim-

plified, inaccurate classifications of what constitutes harmful content and communities

can – and does – result in actual consequences that hurt people, like Andrea. Specifi-

cally, Andrea’s story illustrates how, in trying to reduce harm, Reddit actually caused it.

Finally, we see that Reddit’s description of r/ProED is only part of the story – though,

arguably, it is one of the most visible components. When we introduce Andrea, and

many others like her, we see that the situation is much more complicated.

Reddit’s ban of r/ProED was not a malicious or isolated incident. It’s a single mo-

ment within a long history of social media moderating content and regulating the ways

people post about their bodies and experiences with mental illness – or neurodiver-

gence, madness, craziness, and psychosocial disability – more broadly. For Andrea and

others, the ban of r/ProED is just one instance of oppression. This event is set within

a backdrop of other types of violence and control that individuals with eating disor-

ders experience as members of a marginalized group. The decision Reddit made to

ban r/ProED and other eating disorder support subreddits echoes and is reflected back

across ecologies of social media platforms and online communities. It’s reminiscent of

the ways that Instagram removes and censors content related to self-harm and how peo-

ple – other members of platforms like Reddit and Tumblr – can leave cruel, demeaning

messages on posts about mental illness, repeatedly report an experience with mental ill-

ness that another person is trying to post, and unintentionally trigger someone through

a careless, well-intentioned comment.
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Andrea’s story highlights three important components of my dissertation. In par-

ticular, Andrea’s participation on Reddit shows us how: the use of this social media

platform was part of her everyday experience of life with and in recovery from an eat-

ing disorder; classification of content related to mental illness online is complex and

embedded within broader contexts of accounts, communities, and social practices sur-

rounding online participation; and moderation of content related to eating disorders

online, though often taken for granted, is a harmful and traumatic practice. My empir-

ical chapters build from these insights: in Chapter 4, I argue that mental illness should

be approached and understood as an everyday experience; in Chapter 5, I critique cur-

rent mental illness classification systems and the ways they’re operationalized online;

and, in Chapter 6, I challenge how platforms aim to control social media use and repre-

sentations of mental illness online. Following, in Chapter 7 I illustrate how my empirical

work provides a foundation for reconfiguring the relationships between researchers and

members of research populations as well as the ways we design social media platforms

alongside people with mental illness.

1.2. Dissertation Overview

My dissertation research attends to the ways people with mental illness have, histor-

ically and contemporarily, been ’othered’ and marginalized. By centering people with

mental illness, I push back against systems of exclusion, displacement, and defamiliar-

ization. I demonstrate how online spaces, a relatively new way for people to express

themselves and gather with others, can operate to reinforce and perpetuate existing
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stigma, oppression, and violence toward people with mental illness. Through my em-

pirical research, grounded in more than two and a half years of digital ethnography,

including online observation, online participation, and interviews, I illustrate the di-

verse ways in which people with mental illness express their experiences online; resist

controlling sociotechnical systems working to restrict their content, practices of com-

munication, and ways of gathering online; and care for themselves and one another.

My research highlights inequalities in online participation for people with mental ill-

ness and addresses how contemporary social media and research practices contribute

to these, and other, forms of oppression. Following, I detail how the remainder of my

dissertation is organized across six chapters.

For a brief historical background of madness and mental illness, and the ways psy-

chiatrized people have been stigmatized and mistreated, medically and socially, see

Chapter 2. This historical background grounds my decisions to represent people with

mental illness as members of a marginalized group and to address mental illness from

the perspective of disability, rather than through a medicalized or psychiatrized lens.

Given this context, when I talk about online practices of inequality and oppression, I

am doing so in conversation with the past. In addition to setting this historical stage,

Chapter 2 provides related work. I address social media research practices and rec-

ommendations with respect to mental illness online. I illustrate how these practices

typically exclude firsthand accounts and extract content ‘explicitly’ related to mental ill-

ness from other types of content that provide important context for understanding the

specifics, subtleties, and subjectivities of how people living with mental illness use and

experience online spaces.
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In Chapter 3, I detail my research approach, which involves a multi-year and multi-

site digital ethnography. My approach to digital ethnography throughout my empirical

chapters involves two core components: interviews and online observation. In this chap-

ter, I describe data collection and analysis, as well as how my populations and methods

have changed over the years. I provide behind-the-scenes insight into decisions, includ-

ing those concerning self-disclosure, research population, and ethnographic method,

that have shaped the work I’ve conducted. My aim is to illustrate the development of

my scholarship and how I’ve grappled with different – and difficult – ethical decisions

during my program of ethnographic research.

Chapter 4 is the start of my empirical work, where I address the question: How do

individuals with mental illness express and communicate about their experiences

online? I illustrate that people living with mental illness post about mental illness as

an everyday experience and aspect of life. This perspective provides an alternative to

medicalized and deviant representations of mental illness content and communities,

such as those prevalent throughout related literature (Chancellor et al., 2016b, 2017).

I argue that posts about mental illness should not be extracted from accounts and other

contexts in which they are produced. My aim is to normalize – albeit not trivialize –

and complicate representations of mental illness online by contextualizing related con-

tent within the everyday as it is described through interviews and the ways people post

online. I extend this thread of inquiry in Chapter 5 by addressing how classification of

mental illness content online neglects a number of experiences that cannot be readily

collected through computational means or understood through dichotomous categories

that juxtapose mental illness and mental health. Lastly, attending to how individuals
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with mental illness post online necessitates examining audience reactions to content.

In this chapter, I begin to describe how audience members – both human and com-

putational – influence the ways people with mental illness post online. I revisit one

particular facet of sociotechnical control, content moderation, in detail in Chapter 6.

Building on my work in the previous chapter, Chapter 5 examines the following

question: What types of individual and collective experiences with mental illness

and mental health are missed and misinterpreted by human and computational

actors operating within sociotechnical classification systems? Algorithms on social

media platforms frequently crawl and review content, supporting human actors and

processes, such as content moderation, that are overwhelmed by the sheer quantity of

content produced and shared every second, minute, and hour. Though computational

approaches to online content and people are integral to platform operations, they are

embedded within and contribute to systems that repeatedly and systemically disadvan-

tage and, at times, oppress members of marginalized and minoritized groups (Bowker

and Star, 2000; Cheney-Lippold, 2018; Noble, 2018). My findings demonstrate how

computational approaches to mental illness online neglect content that is not explic-

itly (i.e., often this means hashtagged) related to mental illness; misinterpret mental

health and mental illness content that share similar representations; and make several

assumptions regarding how mental illness content is generalizable, indicative of what

is happening beyond the screen, and static over time.

Though not the focus of Chapters 4 and 5, examples of content moderation are de-

scribed in each. These examples, albeit briefly described, provide the motivation for my
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third empirical chapter. In this chapter, Chapter 6, I ask: What is the impact of con-

tent moderation on people with eating disorders? I emphasize content moderation

as enacted by social media platforms, which often involves entangled processes, such as

the provision of support resources. I describe how people with eating disorders experi-

ence content moderation as a type of loss; resist unjust practices, such as through the

maintenance of multiple accounts and creation of new online community spaces; and

work together to practice community norms intended to support access and navigation

through spaces that can be both harmful and supportive. I argue that processes of con-

tent moderation, though integral to what platforms do (Gillespie, 2018), are ultimately

contemporary forms of oppression and control that restrict how people post about their

experiences with eating disorders online, enacting a particular type of conformity with

respect to bodies and body management practices. Rather than err toward conformity,

even if inadvertently, I discuss how platforms could design for a multiplicity of experi-

ences with mental illness – and madness, neurodiversity, and disability – online.

Finally, in Chapter 7, I take a moment to reflect across the three empirical studies

I’ve conducted. I use this chapter to highlight the primary contributions of my disser-

tation, detailing the ways these contributions cut across my body of empirical research.

Building from these contributions, I discuss how power flows through and consolidates

within certain ways of studying mental illness online. Though my examples are brief, I

use them to illustrate how the prevalence of certain practices, as they exist now, unin-

tentionally limits the versions of mental illness produced through the human-computer

interaction (HCI) and computer-supported cooperative work (CSCW) research enter-

prise. Limited representation has serious consequences, including epistemic violence
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and oppressive care. After discussing these consequences, I move to consider potential

future work for social media and online community research on mental illness. I discuss

how we can reconfigure our relationships with our research populations by drawing on

reflexive practices (e.g., similar to other work within and outside of HCI and CSCW)

in order to recognize and appreciate how knowledge is co-constructed and affectively

entangled. I end by detailing a new approach to design with and alongside people from

marginalized groups: anti-oppressive care.

1.2.1. Dissertation Contributions

My dissertation makes five contributions to the HCI and CSCW research communities.

First, though digital ethnography has had a home within these communities for decades

(see, for example: Ames et al. (2018); Blomberg and Karasti (2013); Irani and Silber-

man (2013)), mine is one of the first – if not the only – to engage with people with

mental illness as they participate online. This contribution provides the foundation for

two more. Namely, my research involves centering the experiences, perspectives, and

concerns of people with mental illness. This standpoint is underrepresented in current

work, which, though involving people with mental illness, tends to center the perspec-

tives and concerns of social media platforms and healthcare practitioners. Additionally,

through digital ethnography involving online observation and participation as well as

interviews, my work contributes to the diversification of mental illness online; par-

ticularly in that my work extends conversations of online depictions of mental illness

beyond hashtags and observable or explicit signals.
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Beyond the contributions of my empirical work, in Chapter 7 I make two addi-

tional contributions. The fourth contribution of my dissertation involves researcher self-

disclosure as it relates explicitly to online research examining mental illness. Researcher

self-disclosure as a practice is not new (see, for example: Ames et al. (2018); Bardzell

(2010); Bardzell and Bardzell (2011); DeVito et al. (2018); Rode (2011); Schlesinger

et al. (2017)). However, it is under practiced in social media research examining mental

illness content online. Building from a discussion of my own apprehension in Chapter 3,

in Chapter 7 I revisit researcher self-disclosure and reflexivity, making a case for writing

researcher disclosure as relational (i.e., specific to a researcher and the population they

research). I end Chapter 7 by introducing a novel approach to research and design with

marginalized groups: anti-oppressive care. Anti-oppressive care is a reflexive approach

to research and design that involves thinking-with people with mental illness, disclos-

ing researcher-research population relationships, and centering logics of care that, as

much as possible, are not harmful or oppressive. I introduce and start to develop this

approach here, intending to build and extend this work moving forward.

In the following paragraphs, I detail the above contributions and how they are ad-

dressed throughout the following dissertation:

Foremost, my research approach through digital ethnography provides the flexibility

and the means through which people’s experiences can be heard, examined, and under-

stood within their interdependent sociotechnical contexts. Through digital ethnography,

including online observation, online participation, and interviews, my dissertation ex-

amines how people with mental illness use and navigate online spaces, including online

forums and social media platforms. This approach involves close digital proximity and
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a commitment to individuals with mental illness. Proximity, as I mean it here, involves

observing and hanging out in digital spaces (i.e., rather than physical ones), such as

ones for eating disorder support, and inviting individuals to participate in interviews.

Digital ethnography is an immersive, interconnected, emotional approach that supports

embedded understanding of how individuals, as well as the ways they narrate their ex-

periences online, and communities change over time. It supports attention to nuanced

social dynamics and tensions, such as those between specific individuals and within and

between online communities. In Chapter 7, I detail how digital ethnography provides

spatially and temporally flexible data collection (e.g., through observation, participa-

tion, and interviews drawing on contemporary and historical events), insight into social

dynamics between various online actors, and affective understandings of experiences

and practices. This approach to examining how people with mental illness use so-

cial media is uncommon in the HCI and CSCW literature. Yet, it compliments existing

work by attending to significant gaps with respect to first-person accounts, informant in-

sights, and content that can’t be detected or readily classified by current computational

approaches.

Throughout my dissertation work, I aim to enrich our understanding of how people

with mental illness use online spaces by centering their perspectives and experiences

– rather than what we think we know about mental illness online (e.g., with respect

to what is good or bad, helpful or harmful). Centering is a multi-dimensional process

through which I listen to and engage with the needs and concerns of people with men-

tal illness (e.g., such as letting concerns about content moderation shape Chapter 6),

recognize and appreciate that individuals living with mental illness are the experts of
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their own experiences, and position myself as a learner within interviews and online

observation and participation. This approach also aims to normalize experiences with

mental illness, particularly with respect to the variety of ways in which these experi-

ences are expressed online. Particularly, because experiences are centered here, they

are not presented on the margins or as ‘the other’. This perspective has supported a

new understanding of what is ‘good’ and ‘bad’ for people with mental illness in online

spaces, as well as recognition of the labor people perform within these online spaces,

such as to resist unjust practices and help one another navigate online content that may

simultaneously be harmful and helpful. These perspectives are valid and pressing, but

currently underrepresented.

My dissertation also contributes to diversifying experiences with mental illness in

the literature by interviewing people and observing accounts and communities, rather

than relying on thousands of single posts collected through hashtags. In much current

work, particularly work relying on hashtags for data collection, experiences may need to

be explicitly signaled in order for algorithms to capture them during data collection. My

work illustrates how many people express their experiences with mental illness online

without making any explicit signals or claims. These experiences and ways of represent-

ing mental illness online are largely absent from related work; which, additionally, may

remove posts related to mental illness from surrounding content during data collection

and analysis. In my work, I aim to keep this context intact when collecting and ana-

lyzing data. I argue that context is vital for understanding the diversity of experiences

with and representations of mental illness online, as well as for understanding nuanced

similarities and differences between mental illness and mental health.
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In Chapter 3 and, again, in Chapter 7, I discuss how my own feelings and practices

around researcher self-disclosure can be described through ‘apprehension’. In the ma-

jority of my empirical work, I did not self-disclose my position as a researcher with an

eating disorder due to discomfort and concern of stigma. As such, I was complicit in

producing research that sees everywhere and everything while coming from nowhere

(Haraway, 1988). This type of work is common with respect to social media research

studying mental illness. Rarely do researchers practice self-disclosure or consider their

relationships with participants and research populations (i.e., including when mediated

by content produced by individuals online). In this respect, we are behind other HCI

and CSCW research domains, where self-disclosure and reflexivity are important parts

of research processes. In Chapter 7, I discuss what reflexivity can contribute to research

on mental illness online. Namely, I discuss how incorporating a reflexive practice –

one that involves varying elements of researcher self-disclosure – supports examining

researcher-research population relationships in order to acknowledge and uphold co-

constructive, affective elements of knowledge and care.

I end my dissertation by introducing a new direction for social media research and

design: anti-oppressive care. Anti-oppressive care involves thinking-with people with

mental illness, disclosing researcher-research population relationships, and centering

logics of care. This approach spans all aspects of research and design, including initial

inquiry, study development, recruitment, representation, and so on. I did not begin my

dissertation work with anti-oppressive care. This approach is something I’ve developed

throughout my empirical work and dissertation writing. As such, it’s very contextual-

ized in my research over the past several years. I aim to outline anti-oppressive care,
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including its background and important elements, to provide a basis for myself and

other scholars conducting research with members of marginalized groups.
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CHAPTER 2

Background and Related Work

Studying mental illness as digitally mediated through social media involves exam-

ining how people communicate about their own experiences, participate and gather

in various online spaces, and respond to sociotechnical systems of control. Throughout

my dissertation, I use ‘sociotechnical’ to mean the interconnected and intertwined social

and technical dimensions of various processes, such as communicating, gathering, and

participating within online spaces. Sociotechnical relates to the interplay in which so-

ciety shapes technology and, simultaneously, technology shapes society. Sociotechnical

systems and processes are political (Winner, 1980). This dimension is particularly im-

portant for my work, as the politics of sociotechnical processes often disproportionality

impact marginalized groups, of which individuals with mental illness are part.

My approach to this area of study involves centering people with mental illness,

such as through digital ethnography and a sincere commitment to listening (Williams

and Boyd, 2019). In discussing ‘centering’ throughout my work, I commit to attending

to the positions and standpoints of individuals who are frequently relegated to the mar-

gins. Centering this particular group involves recognizing that people live with mental

illness, madness, neurodivergence, and psychosocial disability amidst harmful and op-

pressive societal stigma and practices; violent practices that are amplified for individuals

who encounter oppression multiply, including across gender, race, and sexuality (Clare,

2017; Crenshaw, 1990; Piepzna-Samarasinha, 2018; Schlesinger et al., 2017; Ymous
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et al., 2020). With the HCI and CSCW research community, the idea of ‘centering’ is

pervasive, usually applied within the context of user-centered or human-centered re-

search and design. However, as Emma J. Rose and colleagues note (Rose et al., 2018),

research and design within these fields consistently center certain types of people and

experiences (e.g., white, heterosexual, cis, male, and abled) over others. While ‘center-

ing’ people with mental illness is not without its own problems or potential for harm,

as I address in Chapter 7, my intention here is to use this practice of ‘centering’ to nor-

malize marginalized people and groups as well as amplify and engage with their needs

and concerns.

Societal attitudes toward people with ‘othered’ bodyminds (Clare, 2017) – in this

instance, particularly those which are disabled, mad, and ill – are dangerous and trau-

matizing. Take, for example, historical and contemporary practices of forced institu-

tionalization (Amador and Johanson, 2000; Foucault, 2003; Scull, 2015), as well as

pervasive microaggressions and discrimination – individual and structural – within and

beyond clinical practice (Corrigan et al., 2004; Gonzales et al., 2015; Green and Ubo-

zoh, 2019; Holley et al., 2016; Peters et al., 2017). Taken together, these vast and

far reaching practices of oppression impact lives, including the decisions that people

make with respect documenting and communicating their personal experiences, as well

as, when desired, seeking support and healing from peers and mental healthcare prac-

titioners (Chancellor et al., 2016b). Though I frequently employ the use of ‘mental

illness’ in the following chapters, which is a medicalized way of talking about certain

experiences, my point of view is informed jointly by Disability and Mad Studies liter-

ature and firsthand accounts of mental illness, madness, and psychosocial disability –
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not to mention the myriad of other ways in which people communicate about and re-

claim these experiences. Medicalized language related to illness and disorder permeates

non-medicalized spaces, including online forums and social media platforms. My use of

‘mental illness’ is not intended to psychiatrize individuals and their lives, but, rather, to

illustrate how many individuals within my dataset (e.g., interview participants, online

posters) narrate and construct their own experiences, and connect with others.

Normalized acts of societal oppression and interpersonal violence contribute to the

ways in which people living with mental illness use online spaces. Specifically, online

spaces are some of the few in which people can gather without treatment as some

sort of requisite (e.g., group therapy sessions, inpatient facilities). Social media and

online forums provide digital affordances for communicating about mental illness and

participating in networks and communities with people who have similar experiences

(Andalibi et al., 2017; Bartlett, 2015; Blair and Abdullah, 2018; Chancellor et al., 2018;

De Choudhury and De, 2014; De Choudhury et al., 2017; Li et al., 2016; Zhang et al.,

2018). Specifically, social media and online community forums present opportunities

for individuals to connect and gather with others, seek and give support, and communi-

cate about their experiences with mental health and mental illness. Additionally, some

technical affordances associated with anonymous accounts on social media platforms

and online forums facilitate communication and other types of participation divorced

from concerns of being outed or encountering offline repercussions, such as loss of

employment or forced treatment. Another appeal of online spaces relates to the ways

in which social media provide opportunities for individual and group interactions con-

nected through shared experiences rather than geographic proximity. In these instances,
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social media platforms and online forums can provide spaces for people to exist and be

heard just as they are (Piepzna-Samarasinha, 2018), wherever they are in their particu-

lar experience with mental illness.

As researchers, we still have so much to learn about the role that social media and

other digital spaces play in the experience of living with mental illness. In the research

presented throughout my dissertation, I use digital ethnography to examine how people

with mental illness use social media and to interrogate the sociotechnical systems and

cultural norms implicit in these practices and surrounding interactions. Below, I provide

a brief historical context to help situate my understanding of mental illness and a review

of the literature as it relates to the study of mental illness online and the ways in which

marginalized groups use online spaces.

2.1. Historical Context

The contemporary experience of living with mental illness cannot be understood

without considering its historical context. Historically, individuals living with mental

illness have encountered stigma, social ostracization, and forms of oppression, includ-

ing forced institutionalization and other forms of treatment (Foucault, 2003; LeFrançois

et al., 2013; Scull, 2015). Madness and insanity, though linguistically reclaimed within

the last few decades by mad and disabled activists, originated centuries ago as ways to

describe variances within human experience. The history of these terminologies, as well

as the ways in which they intersect with the comparatively young concepts of mental

health and mental illness (Bertolote, 2008; Scull, 2015), shapes current practices and
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perceptions of individuals who are neurodivergent and/or otherwise living with men-

tal illness, madness, and psychosocial disability. For example, there has long been an

interplay between religious and medical interpretations of lived experience with mad-

ness. These entanglements, though now leaning heavily toward medicalized versions

of experience, are present in stigma and the ways in which people with mental illness

are still marginalized (e.g., including how individuals are not necessarily viewed as the

experts of their own experiences, how people with mental illness are stereotyped and

represented as weak and/or wicked, and how people can be forced into institutional

settings).

Marginalization of people with mental illness, in part, may stem from quantified

versions of mental illness which, like other types of disability, have been used to bolster

ableism, racism, and misogyny (Davis, 2006). Specifically, scholars have addressed the

ways that the scientific revolution in psychiatry contributed to the quantification of ex-

perience and emphasis on biomedical diagnosis and pharmaceutical treatment (Lewis,

2006). Encapsulating and following World War I was an emphasis on national interests,

productivity, and eugenics in Western culture. Developing within this environment,

modern medical labels and practices picked up further ground following the Second

World War, in which psychiatry rose to prominence as an authority of mental health and

mental illness in all aspects of life (LeFrançois et al., 2013; Scull, 2015). Derivations

from ‘the norm’, whether due to disability, mental difference, or other human attributes,

were viewed as contributing to the disease of the nation (Davis, 2006). As I use it here,

‘the norm’, or normativity, references an evaluative standard to which everything and

everyone is compared. In the United States, normativity is deeply, irreparably entangled
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with whiteness, maleness, and able-mindbodiedness. As Patty Berne describes, people

who are part of the “subjugated other” not only differ from an implicit societal norm

but are also positioned subordinate to it (Berne as quoted by Leah Lakshmi Piepzna-

Samarasinha in Care Work: Dreaming Disability Justice (Piepzna-Samarasinha, 2018)):

“. . . able-bodied supremacy has been formed in relation to other sys-

tems of domination and exploitation. The histories of white supremacy

and ableism are inextricably entwined, both forged in the crucible of

colonial conquest and capitalist domination. One cannot look at the

history of US slavery, the stealing of indigenous lands, and US imperi-

alism without seeing the way that white supremacy leverages ableism

to create a subjugated ‘other’ that is deemed less worthy/abled/smart/capable. . . ”

In the excerpt above, Berne addresses how the construction of normativity is founded

through a history of white supremacy and patriarchy. These systems of oppression aim

to classify and control, subjugate and exterminate brown, black, femme, disabled, ill,

and mad bodyminds. From this history, we see how madness, particularly as entangled

with disability, became synonymous with depravity. ‘Deficits’ in mental behavior were

associated with inefficiency, criminality, and promiscuity, particularly through associ-

ation with “feeblemindedness” (Davis, 2006). These conceptual associations justified

further oppression of psychiatrized individuals, including forced sterilization and, fol-

lowing deinstitutionalization, the rise of social control through medication (LeFrançois

et al., 2013; Scull, 1991).

Though “feeblemindedness” has been replaced by clinical terminology through the

dissemination of the Diagnostic and Statistical Manual of Mental Disorders (DSM)
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(American Psychiatric Association, 2013) and similar Western texts, the stigma and

stereotypes solidified during this era of American history still underlie national atti-

tudes toward mental illness. State asylums contributed to coercive and inhumane treat-

ment, including electroconvulsive therapy and lobotomy, for decades (LeFrançois et al.,

2013; Scull, 1991). The spectacle and sensation of the asylum saw Bedlam, along with

other mental institutions of the time, open its doors to the profitable practice of asylum

tourism, in which members of the public came to gawk at patients and other institution-

alized individuals for shock and entertainment (Scull, 1991, 2015; Torrey and Miller,

2001) . Though treatment in asylums was challenged during the moral hygiene move-

ment (Bockoven, 1972), the shockwave of its history (e.g., coercive practices, spectacle

and romanticization, diagnostic labeling) reverberate into the current era.

Personal accounts of mental illness are important for understanding attitudes re-

garding lived experience (Green and Ubozoh, 2019; Kempe, 2000; LeFrançois et al.,

2013; Mollow, 2013). However, they are also prone to psychiatric reinterpretation

through applied labels of disorder and censorship through content moderation. Recent

decades notwithstanding, the history of madness and mental illness was not passed

down through the subjectivity or expertise of individuals with lived experience. In-

stead, many of the stories and knowledge that remain come to us from third party (i.e.,

outsider) interpretations and retellings (Foucault, 2003; Kleinman, 1989; Scull, 2015;

Torrey and Miller, 2001). The autobiography of Margery Kempe is a well-cited excep-

tion (Kempe, 2000). In her writings, Margery Kempe details experiences with demonic

visions and conversations with God. While some contemporary analyses situate this

subjective narration in the context of modern diagnosis and psychosis (Delaney, 1975),
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others, instead, describe how Margery Kempe “transformed illness and health into ad-

venture, devotion, and belief in a direct relationship with God” (Freeman et al., 1990).

The differences in these interpretations call attention to how a clinical lens applied to

subjective narration can reduce meaningful experiences and stories through patholo-

gization. Perhaps unintentional, this practice is a subtle form of oppression in which

personal experience is subjected to a psychiatric rewrite.

Contemporary narratives and movements related to mental illness and madness in-

volve reclamation of identity and acceptance. Madness is a conceptual taking back

of cultural, social, and personal identity that challenges practices associated with the

categorization and pathologization of experience through psychiatric labels of mental

illness (Costa et al., 2012; Poole and Ward, 2013). For example, the Mad Pride move-

ment, originating in Toronto, Canada in the early 1990s, advocated for individuals to

be proud of their madness. In part, it aimed to normalize experiences with madness

and break down the stigma that mad individuals often encounter. To be clear: Being

proud of a mad identity does not necessitate a rejection of wellness and healing – even

medicalized versions of those experiences. Take, for example, the Fireweed Collective

(Fireweed Collective), formerly known as the Icarus Project, which bridges this gap

with their Wellness Map or Mad Map exercise (T-Maps Community; Werning, 2019);

a “very practical document to be written in good health and shared with friends and

loved ones” to determine what wellness looks like for a particular person and to help

individuals care for one another (Du Brul, 2012).

As discussed, dominant societal narratives have long held counterproductive views

of madness, which marginalize entire communities by casting them as deviant, outsider,
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and other and devalue diverse mental experience through biological reductionism and

psychiatric diagnosis (Starkman, 2013). Mad Pride and related endeavors involve ac-

tivism, social critique, and resistance. In particular, Mad Pride resists various forms

of oppression, tracing its roots to the antipsychiatry, mental patients’ liberation, and

psychiatric survivor movements of the mid-nineteenth century (LeFrançois et al., 2013;

Lewis, 2006; Scull, 2015). At the heart of these movements was a call to reject the op-

pressive nature of psychiatric labeling and treatment, which was particularly prevalent,

and to undermine the prejudicial use of certain terminologies, such as “mad” (Abraham,

2016). Additionally, these movements worked to claim madness as an important and

valid aspect of identity and to educate the public regarding the stigma against psychi-

atric survivors and mental illness (C/S Info Centre). These practices are reminiscent of

how disability has moved in activist circles from a medical diagnosis or label to a social

and political way of being (Linton, 1998). My work learns from and converses with

these histories, aiming to engage with the concerns and needs of people with mental

illness.

2.2. The Study of Mental Illness Online

Internet research focusing on mental illness has been around for over a decade

(Baker and Fortune, 2008; Brotsky and Giles, 2007; Fox et al., 2005; Juarascio et al.,

2010; Shade, 2003; Sharkey et al., 2011). Early work often investigated websites and

online forums – and, at times, social networking sites – as spaces where individuals

talked about topics such as self-harm, depression, and eating disorders (Bartlett, 2015;
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Csipke and Horne, 2007; Juarascio et al., 2010; Westerlund, 2012). With few excep-

tions, including Baker and Fortune (2008) and Csipke and Horne (2007), much of this

early work involved website and online forum analysis without incorporating firsthand

accounts or perspectives from the people with mental illness producing certain con-

tent and gathering in particular online spaces. Though I vaguely refer to ‘particular’

spaces, what I mean to say is that much work focused on content perceived to be ‘pro’

or promoting suicide and self-injury, including cutting and eating disorders. If we look

at how contemporary research approaches mental illness online, we see that, in some

regards, not much has changed. For example, research without firsthand accounts is

more common than research with firsthand accounts, and there is still an emphasis on

communities that researchers interpret as promoting or glorifying behaviors that are

risky or dangerous to individual and community health. Recently, however, researchers

have started to diversify these approaches and topics (Chancellor et al., 2018; McCosker

and Gerrard, 2020; Pater et al., 2019a).

Within HCI and CSCW, the study of mental illness online coincides – and continues

to be entangled – with the rise of online communities and, especially, social media plat-

forms, including Facebook, Instagram, Reddit, and Tumblr (Andalibi et al., 2017; Blair

and Abdullah, 2018; Chancellor et al., 2016a,c,d, 2017, 2018; De Choudhury, 2015;

De Choudhury and De, 2014; De Choudhury et al., 2013b, 2014, 2016, 2017; Li et al.,

2016; Pater and Mynatt, 2017; Pater et al., 2016a,b, 2019a,b; Tsugawa et al., 2015;

Zhang et al., 2018). Researchers early to these online spaces favored computational

tools for data collection and analysis; in particular, using these computational, quanti-

tative approaches to characterize and predict certain types of content (De Choudhury,
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2015; De Choudhury et al., 2013a,b,c, 2014). Much of this early work set the agenda

and the stage for studying mental illness online. For example, Munmun De Choudhury

pioneered the application of predictive computational techniques with respect to study-

ing mental illness, initially post-partum depression (De Choudhury et al., 2013a), on

social media. Along with many collaborators, she extended this approach and think-

ing to work related to experiences such as depression (De Choudhury et al., 2013c),

suicidal ideation (De Choudhury et al., 2016), and eating disorders (Chancellor et al.,

2016a,c; De Choudhury, 2015). Many others have followed suit, extending research

on mental illness online to a variety of platforms and experiences, as well as ethical

considerations of these particular practices (Chancellor et al., 2019b). Due to the ways

in which researchers have characterized certain intersections of experiences and online

spaces, we’ve given legitimacy to certain people and practices, excluded others, and,

ultimately, can now control that which we ‘see’ (Bowker and Star, 2000; Scott, 1998),

such as through recommended design interventions leveraging systems of classifica-

tion. As of yet, classification is not informed by or produced alongside people living

with mental illness. However, though classification (as related to detection and predic-

tion) is certainly a common approach to online spaces, it is certainly not the only one.

Researchers may also study how people communicate and disclose about sensitive men-

tal health and mental illness experiences (Andalibi, 2020; Andalibi et al., 2017; Blair

and Abdullah, 2018; Chancellor et al., 2018; De Choudhury et al., 2017; Ernala et al.,

2017; Manikonda and De Choudhury, 2017); react to platform-imposed interventions,
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such as content moderation (Chancellor et al., 2016b,d; Gerrard, 2018); and use on-

line spaces for support and empowerment (Kushner and Sharma, 2020; Li et al., 2016;

Pruksachatkun et al., 2019; Zhang et al., 2018).

Research incorporating interviews, including Pater et al. (2019a), Zhang et al. (2018),

and Li et al. (2016), illustrate how firsthand accounts complicate certain well-held em-

pirical findings related to how mental illness is expressed online. For example, these

works examine tensions between different actors online and describes how people with

mental illness may not post explicitly about their experiences or about mental illness at

all. In contrast, much of the work that does not elicit firsthand accounts relies on overt,

culturally prominent and, at times, stereotypical representations of mental illness (e.g.,

#proana, a black and white image of an arm with scratches and cuts) in order to classify

content. This body of work, because it does not engage with content posters, cannot

develop interpretive insight that takes into account the very individual and nuanced

ways that people post about their experiences – including, for example, how people

might not engage in obvious forms of representation. For example, similar to my work

in Chapters 4 and 5, Jessica A. Pater and colleagues describe how three individuals in

recovery from eating disorders participated online in ways that would not have been

classified as related to living with a mental illness, even though these individuals were

clinically diagnosed with eating disorders (Pater et al., 2019a).

As mentioned, much work in this domain does not directly engage with individu-

als living with mental illness who use online spaces (e.g., such as through interviews,
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surveys, and hanging out with members of the research population online). Many re-

searchers, instead, collect and analyze online content. In doing so, researchers may ex-

tract content related to mental illness from other aspects of community and individual

life (Chancellor et al., 2016a,c; De Choudhury, 2015; Manikonda and De Choudhury,

2017; Pater et al., 2016a). In data collection, this translates to reliance on a strict se-

lection of hashtags through which to collect, organize, and examine specific practices.

Separation of mental illness from other parts of life, both online and off, neglects a

holistic examination of the ways in which context plays a role in understanding illness

and the subjective experience of being ill (Andalibi et al., 2017). As other researchers

note, mental illness does not exist in a vacuum (Pater and Mynatt, 2017). For this rea-

son, throughout my digital ethnography, though, at times, I certainly foreground mental

illness, I aim to keep experiences contextualized.

In addition to the extractive nature of much work, including aspects of my own

digital ethnography, many researchers bring into their interpretation of mental illness

a clinical point of view. For example, researchers may reference DSM descriptions of

eating disorders and self-harm in their related work, work with clinicians during data

analysis, and develop or recommend clinical uses for social media content (Andalibi

et al., 2017; Li et al., 2016; Manikonda and De Choudhury, 2017; Pater and Mynatt,

2017; Pater et al., 2016a, 2019a; Tsugawa et al., 2015). One benefit of partnering

with clinicians means potentially connecting individuals with digitally mediated forms

of treatment and care when in-person services are not wanted or readily accessible.

However, I write this with a note of caution: The possibility for digital spaces to provide

access to medicalized forms of treatment should not be a stand-in for physical locations
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and services. As researchers who work to develop accessible health technologies, we

also need to fight for policies that provide mental health funding, especially to remote

areas and underserved groups of people.

Despite benefits of partnering with clinicians, there are drawbacks, as well. For ex-

ample, not all experiences with mental illness are easily categorized or psychiatrized –

nor should treatments and interventions always be the end goal (Ymous et al., 2020).

For example, not all individuals view clinical treatment or recovery as desirable or even

possible. While joining with mental health practitioners in research does invite a partic-

ular set of interpretations and solutions for a specific subset of individuals with mental

illness, it does not cater to everyone or every problem within this domain. Emphasis

on clinical definitions of mental illness may neglect the holistic experience of having or

having had a mental illness and marginalize the perspectives of individuals who do not

abide by socially normative illness narratives or trajectories (e.g., such as individuals

living with a chronic mental illness and individuals who experience cycles of recovery

and relapse).

As is common in much HCI and CSCW work, researchers set out to solve problems.

In this domain, the predictive power of computational techniques with respect to men-

tal illness online, in particular, helps researchers characterize online spaces – though in

very specific, limited ways – and address risky content and perceived behaviors through

interventions, many of which are intended to reduce the prevalence of certain content,

such as pro-eating disorder content, online (Chancellor et al., 2016d, 2017; De Choud-

hury, 2015; Pater et al., 2019a). While some research does recommend promoting

positive health content and behaviors (Chancellor et al., 2016c; De Choudhury, 2015;
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Gerrard, 2018), this is driven by researcher and, often, clinical practitioner expertise,

rather than through engagement with the needs and concerns of individuals living with

mental illness and posting or viewing certain ‘risky’ content. Though these approaches

are developed out of concern for individuals using online spaces in particular ways, they

problematize certain experiences with mental illness and privilege others. This means

that this type of work may miss aspects of individual experience where risky mental

illness content is not the problem. For example, individuals with mental illness may en-

counter other problems due to experience with mental illness (e.g., stigma, oppression,

invalidation, targeted forms of harassment), as well as other problems and disruptions

in life (e.g., break-ups, failed tests, global pandemics), some of which may be triggering

or can exacerbate dangerous aspects related to living with a mental illness.

Across my dissertation, I argue for increased nuance in order to understand other

disruptions, as well as the diverse ways that people communicate about mental ill-

ness online. Here, I’ll end by calling attention to research on self-harm and suicide

websites from the 2000s conducted by Darren Baker and Sarah Fortune (Baker and

Fortune, 2008). Baker and Fortune make several statements that it feels like we’re just

now coming back around to in HCI and CSCW social media research on mental illness.

Specifically, findings from this interview study illustrate how the authors engage with

the tensions of online spaces where people discuss self-harm and suicide. Explicitly,

they mention, “If health professionals and researchers hope to understand people who

use self-harm and suicide websites, and engage them in their services, they must take a

more balanced view and not focus solely on the possible risks associated with using such
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sites.” While current research may, at times, engage in this balance, such as acknowl-

edging recovery content in pro-anorexia spaces, we still see dichotomies in how these

different content types and communities are positioned in relation to one another. My

aim is to move beyond this interpretation by “[abandoning] simplistic classifications” of

online spaces as good or bad, risky or supportive (Baker and Fortune, 2008).

Though I do not contest that certain practices associated with mental illness, such as

purging, may be harmful, dangerous, risky, or destructive, I do question the appropri-

ateness of technological solutions and recommendations that aim to remove, reduce, or

otherwise control how people post about these practices online. Design recommenda-

tions for mental illness content online should not limit the personal agency of individu-

als with mental illness, who are often subject to policies put in place to ‘help’ them, but

that are not informed by them (cf. Park et al. (2013); Pater et al. (2016b)). Researchers

have begun to examine the ethical and social ramifications of technology in this space

(e.g., censorship on marginalized communities (Pater et al., 2016a) and the ethics of

online inference (Chancellor et al., 2019b)). In my work, I advance perspectives on

‘helpful solutions’ by foregrounding the experiences and concerns of people with men-

tal illness, rather than traditional societal perceptions (i.e., surrounding mental illness,

deviance, and treatment) and the importance of individual differences. Additionally,

throughout my dissertation, my aim is to normalize communicating about mental ill-

ness online and to engage with certain groups in order to understand how to better

develop technical systems that support their wellness and ways of interacting online.
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2.3. Marginalized Communities Online

Individuals labeled as outsiders to social and cultural mental health norms have

endured stigma, social ostracization, and oppression (Clare, 2017; Foucault, 2003;

LeFrançois et al., 2013; Piepzna-Samarasinha, 2018; Scull, 1991, 2015). As such,

an important vein of work in HCI and CSCW involves examining how members of

marginalized groups find and build communities online (Haimson and Hoffmann, 2016;

Haimson et al., 2015a, 2016; Renninger, 2015). In this work, I join with other mental

health and mental illness and social media researchers in considering the experiences

of people with mental illness through a history of oppression and marginalization (Li

et al., 2016; O’Leary et al., 2017; Pater et al., 2016a; Zhang et al., 2018). Examining

how members of marginalized groups participate in online spaces involves reflecting

on research practices and ethics (Barron, 1999; Haimson et al., 2015b). For example,

other researchers have argued that scholars should be mindful of the ways in which

researcher norms, as well as societal ones, differ from those of the ‘subculture’ being

studied (Bruckman, 2006; Haimson et al., 2015b). Situating the experiences of these

individuals in the context of marginalization helps us attend to power dynamics and

differentials, acknowledge labor practices, and contribute to a growing body of litera-

ture that examines the marginalization of groups and designs for more equitable online

experiences (Blackwell et al., 2017; Haimson et al., 2016; Irani and Silberman, 2013;

Renninger, 2015; Scheuerman et al., 2018).

People with mental illness may seek online socialization and support for a number

of reasons (Andalibi et al., 2017; Bowler et al., 2012; Eikey, 2016; Keski-Rahkonen and
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Tozzi, 2005; Li et al., 2016; Zhang et al., 2018). Online spaces can help reduce feel-

ings of loneliness and isolation derived from stigma and also connect individuals with

people and communities where experiences are shared and understood (Chang and

Bazarova, 2016; Eikey and Booth, 2017; Keski-Rahkonen and Tozzi, 2005). Similarly,

beyond research examining mental illness, there is a body of work that examines how

individuals with other ‘non-normative’ identities and experiences engage and partici-

pate online (DeVito et al., 2018; Dym et al., 2019; Haimson et al., 2015a; Liu et al.,

2017; Mehra et al., 2004). Research within this corpus often addresses the everyday

lives of people from marginalized and minoritized groups. For example, Bharat Mehra

and colleagues examine internet usage by low-income families, sexual minorities, and

African-American women (Mehra et al., 2004), finding that the internet can effectively

operate as an instrument of empowerment. Other research foregrounds the importance

of having safe and supportive online spaces, particularly for opportunities related to

self-disclosure and identity work (Andalibi and Forte, 2018a; Andalibi et al., 2017; De-

Vito et al., 2018). Collectively, this scholarship documents the benefits and detriments

of participation online and discusses how to improve online spaces for individuals at

society’s margins.

Though there are benefits to online participation for members of marginalized groups,

there are also an array of harms. For example, women, people of color, members of the

LGBTQ+ community, and individuals with mental illness all encounter disproportion-

ate and targeted forms of harassment online (Duggan, 2017; Feuston and Piper, 2019;

Lenhart et al., 2016). Ongoing research aims to address problems with harassment,

such as through work with social organizations, communities, and platforms, including
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Hollaback (Dimond et al., 2013) and HeartMob (Blackwell et al., 2017). Social media

platforms are also invested in understanding and solving problems related to online

harassment (landoflobsters, 2019). However, as Tarleton Gillespie describes, platform

efforts related to reporting and mitigating harassment can themselves contribute to the

problem (e.g., such as when individuals organize to use reporting features to flag or re-

port a specific user – or group of users – who they do not agree with or like) (Gillespie,

2018). Throughout my dissertation, I consider how features designed for good (i.e.,

moderation to support positive experiences and health) can work to exclude individuals

with mental illness and contribute to the oppression of a marginalized group online.
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CHAPTER 3

Methodological Overview

In this section, I describe my approach to research and provide an overview of the

methods used throughout my empirical work. The specific details of methods and

datasets are described in the following chapters (i.e., rather than here), where they

are most relevant. The various methods used across my empirical research are deeply

entangled with one another, connected and extended over years of work. They are not

intended to be viewed as compartmentalized or isolated sets of information. Addition-

ally, note that the chapters are arranged outside of chronological order. This decision

reflects my intent to, first, describe how mental illness is a familiar and, at times, routine

part of everyday life for people living with mental illness. Following, my work contin-

ues to present empirical findings related to mental illness and mental health online,

while also working to critique certain approaches, including those related to computa-

tional and categorical research methods as well as how online social media platforms

approach community and site governance, that aim to exclude facets of mental illness

from the online everyday.

3.1. Researcher Self-Disclosure

I am white, queer, cis, and female; was raised upper middle class in suburban Penn-

sylvania; and have an eating disorder. Until this point, I’ve been hesitant to explicitly

include my positionality in publications of my empirical work. Across Chapters 4, 5, and
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6, for example, these important considerations are largely implied or absent. However,

in the reflexive undertaking of writing this dissertation, I’ve taken a breath to pause

and consider my stance with respect to writing on my own, multiple positions. Though

apprehensive, here I aim to make my position clear in order to situate my research

approach and decisions related to how I represent my research population.

The context of my own experience, particularly as it relates to having an eating

disorder, is important for all aspects of my work, including times when my approach

to digital ethnography has been ‘problematic’, such as through covert observation or

lurking. Claiming an eating disorder is difficult. This difficulty, and the apprehension

I mention earlier, stems from multiple sources, including concerns around academic

ableism and the potential it has to invalidate my work (Dolmage, 2017) as well as, and,

perhaps, more pressing, personal experiences of living with – and concealing – a men-

tal illness. As someone who’s been able to pass (i.e., as not having a mental illness),

talking so openly about my own experiences is uncomfortable and feels, in some ways,

unnecessarily risky. However, my experiences greatly influence how I conduct research,

including my decisions regarding the populations I study and the ways I approach this

work, which is why I have decided to write them here. I continue this conversation

in Chapter 7 by reflecting on researcher self-disclosure in HCI and CSCW research, de-

scribing tensions between self-disclosure and outing, and discussing how emphasizing

researcher-research population relationships may provide an alternative form of disclo-

sure that does not necessarily entail firmly locating or ‘outing’ every researcher position

(i.e., particularly those that may inadvertently put the researcher at risk).
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3.2. Research Approach

In studying how people with mental illness participate online, my aim is to fore-

ground the point of view of the population and specific subgroups that I work with. In

saying that I foreground this point of view, or that I am committed to this population, I

mean that, as much as I am able, I engage with the needs and concerns of my research

population and, more specifically, the people I encounter through interviews and online

spaces. Though the decision and responsibility of which voices to include – and, by

association, exclude – is ultimately mine, I aim to co-construct knowledge as much as

possible, rather than strictly apply my own interpretive lens. By including these voices,

I hope to reduce perceived ‘otherness’ of people with mental illness by presenting ex-

pression of mental illness – and mental illness itself – as a familiar and normal part of

everyday life. This means finding a balance between dis/encouraging harmful behav-

iors. While I certainly don’t want people to harm themselves, I completely understand

needing a space to talk about ugly, shameful, and scary experiences – particularly with-

out the judgement of those who may not understand. In positioning mental illness and

talking about mental illness as normal, I simultaneously seek to illustrate how ‘norma-

tive practices’, such as content moderation and the provision of support resources, are

strange. This isn’t to diminish their potential to help, but, instead, to call attention to

the ways in which they can harm people with mental illness. Ultimately, my approach

flips dominant paradigms of mental illness in social media research upside down and

inside out in order to center people with mental illness who use online spaces and to

question the role of sociotechnical systems in these practices of care and togetherness.
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An important analytic lens that cuts across the various empirical work of my disserta-

tion relates to anti-oppressive design (Smyth and Dimond, 2014). I approach research

and design for good “as that which strives to end one or more forms of oppression”

(Smyth and Dimond, 2014), and attend to the ways in which marginalized communi-

ties negotiate and resist socially oppressive forces and care for one another online. This

relates to viewing mental illness through the sociocultural and political lens of disability,

rather than as medically-defined diagnostic criteria or even individualistic, medicalized

disability. My work not only centers people living with mental illness, but also positions

them as experts with respect to their own experiences. This view is significant, as ex-

pertise is typically withheld for medical practitioners and HCI and CSCW researchers,

rather than people living with mental illness, madness, and psychosocial disability.

3.2.1. Research Population

When I began this research in November 2017, I was primarily interested in examining

how people living with mental illness – then phrased as ‘mental health conditions’ –

expressed relevant experiences online; specifically, on Instagram1. I approached mental

illness broadly at this point, aiming to be in conversation with prior work and to not

1Instagram (www.instagram.com) is a social media platform released in 2010 that prioritizes visual types
of content. For example, account holders can upload pictures and videos with – and without – a number
of different in-platform filters. Posters may also use captions when sharing content. On Instagram,
captions are varied, including text and emojis as well as links to other accounts (i.e., tagging using
the ‘@’ symbol) and content groupings indicated by the ‘#’ symbol (Messina, 2007). As a platform,
Instagram is interactive. Account holders may follow and direct message one another. Followers of
certain accounts, as well as other account-holding audience members, may like, comment, share, and
report posts. Additionally, people can view content on a curated content feed comprised of posts from
accounts they follow, search for specific types of content (through the use of hashtags as search terms),
and receive content recommendations through the Explore tab, which generates content through an
algorithm that involves the types of posts and accounts a person likes and follows.
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exclude individuals who did not have a diagnosis. The use of ‘mental health conditions’

in the recruitment materials for my first two studies was reflective of what I encoun-

tered in existing literature and was appropriated in order to ‘tread lightly’. At the time,

I felt this approach did two things. First, it avoided stigma associated with ‘mental ill-

ness’ and, second, it distanced my work from clinical relevance, which helped when

requesting approval from Northwestern University’s Institutional Review Board (IRB).

The participants in my first two empirical chapters, Chapters 4 and 5, include in-

dividuals with and without clinically diagnosed conditions, as well as individuals with

a broad spectrum of experiences, such as anxiety, depression, and disordered eating.

Interviews focused on these experiences and mental health, generally. Meaning, for

example, that in addition to talking about how participants posted about mental ill-

ness online, I also asked about posting practices related to mental health. The online

data I collected from Instagram at this time also included content about mental illness

and mental health. Considered together, the majority of experiences within this dataset

(i.e., interviews and Instagram content) are related to anxiety, depression, and eating

disorders. With respect to my online collection, these experiences were likely most rep-

resented due to the set of hashtags I used to start my inquiry. Though as part of my

ethnography I extended my collection beyond hashtags, there is no doubt that the ones

I selected as a starting point shaped what I was able to observe.

Inclusivity was an important part of my initial research. Though anxiety, depres-

sion, and disordered eating are vastly different experiences, people share a number of

commonalities, including how those experiences are viewed and treated by the general

public as well as academic researchers. As I continued throughout my work, however,
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I came to recognize important differences in content that I inadvertently obscured by

working through such a broad approach. I decided to change research populations,

working, instead, specifically with individuals with eating disorders and disordered eat-

ing – arguably, still a very large and heterogeneous group of individuals. However, many

people with eating disorders gather in similar spaces online and encounter similar con-

cerns, such as harassment and platform moderation. I decided to work with people

who have eating disorders largely because of my own experiences. In particular, being

an ‘insider’ researcher, at least in some respects, with a population living with mental

illness isn’t a common position in HCI and CSCW research. I felt it could add a valuable

dimension to the field.

3.2.2. Digital Ethnography

Digital ethnography has a foothold in a number of disciplines, HCI included (Dourish,

2006; Pink et al., 2016; Rode, 2011). My approach to digital ethnography has ground-

ing in the ‘ethnographic turn’ in HCI (Dourish, 2006), which Paul Dourish, in part,

contextualizes in relation to the history of ethnographic research in anthropology and

related fields (e.g., studies of colonized peoples, research examining particular subcul-

tures and ‘outsider’ groups). Set against this backdrop, my understanding of ethnog-

raphy has also been informed by a number of studies within HCI, CSCW, and adjacent

communities. While much of this work is firmly situated within an ethnographic realm,

work at the boundaries – particularly community-based and participatory design work –

has also provided insights for navigating participation and ways of engaging with com-

munities online. For example, immersive, ethnographic fieldwork by scholars – such
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Beyond the
Coded Gaze

Everyday
Experiences

Conformity of
Eating

Disorders
Instagram 3,143 posts 6,223 posts 6,223 posts
Reddit 208 threads
Tumblr 160 posts
Interviews:
Expressions of
Mental Health
and Illness

14 adults 18 adults

Interviews:
Content
Moderation

20 adults

Table 3.1. This table is an overview of the data – interview and online
– I collected for my three empirical studies. I present this information
chronologically (i.e., in the order it was collected). However, please note
that, for the upcoming chapters, I have decided to place Everyday Expe-
riences (Chapter 4) before Beyond the Coded Gaze (Chapter 5). While
this table does account for posts that I actively collected and saved, either
to spreadsheets and/or to folders on my computer, it does not account
for the hours of online observation or the posts that were not formally
recorded in a quantifiable way.

as Morgan G. Ames, Silvia Lindtner, Shaowen Bardzell, Jeffrey Bardzell, Lilly Nguyen,

Syed Ishtiaque Ahmed, Nusrat Jahan, Steven J. Jackson, and Paul Dourish (see Ames

et al. (2018) for a collaboration) – studying practices related to making and hacking;

research examining labor and crowdsourcing, such as work by scholars Lilly Irani (Irani

and Sengul-Jones, 2015; Irani and Silberman, 2013) and Mary L. Gray (Gray and Suri,

2019); and community-based design approaches, such as those practiced by Amanda

Lazar (e.g., research with individuals with dementia (Lazar et al., 2017)), Christina

Harrington (e.g., research with older adults in Chicago’s South Side (Harrington et al.,

2019)), and Christopher A. Le Dantec (e.g., research with members of Atlanta’s urban
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homeless population (Le Dantec, 2012)). Additionally, with respect to the predomi-

nantly digital, danah boyd’s study of Friendster (boyd, 2007, 2004), Kathryn E. Ring-

land’s multi-year ethnographic work on Minecraft with children with autism (Ringland,

2019; Ringland et al., 2016), and Devin Proctor’s inquiry within the Otherkin commu-

nity on Facebook (Proctor, 2018) have provided valuable opportunities to understand

the diversity of ethnography as it relates to, broadly, sociotechnical spaces, concerns,

and opportunities.

In addition to the above, my approach has been significantly influenced by ethnog-

rapher danah boyd (boyd, 2010, 2014) and sociologist Dhiraj Murthy (Murthy, 2008,

2011). Through boyd’s ethnography of the social lives of teenagers in a networked era

we see a commitment to immersion, observation (e.g., digitally-mediated and physi-

cal), and in-person interviews (boyd, 2014). While drawing on these practices, I also

turn to Murthy, who writes extensively on ethics and describes digital ethnography as

“ethnography mediated by digital technologies. [. . . ] As this definition suggests, digital

ethnographies can be ethnographic accounts of both offline and online groups. The ‘dig-

ital’ in this mode of ethnography stems from the methods rather than merely the target

ethnographic object” (Murthy, 2008). Drawing together these varied approaches, I’ve

come to understand digital ethnography as an approach to research that effectively sup-

ports a range of practices and forms of engagement with research populations. Mean-

ing, there is no one correct way to conduct ethnography, only the context of research

(e.g., involving the researcher and research population) and decision-making logics of

particular scholars (Varis, 2016). Sans unity of method, a common thread across ethno-

graphies, then, is a commitment to the standpoint, position, or perspective of members
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of the research population (Dourish, 2006; Varis, 2016). Though, of course, this is not

standardized in meaning or in practice.

Like traditional, non-digital ethnography, the aim of digital ethnography is to un-

derstand the experiences of a particular population through the perspectives and stand-

points of members of that population (i.e., in the context of their everyday lives and in-

teractions) (Brown, 2013). As Paul Dourish writes, “ethnography argued that, through

daily participation in everyday life, one could come to understand what members of

those cultures experienced through their actions” (Dourish, 2006). As such, ethnography

supports the examination of practices, social relations and roles, and power dynamics

within and surrounding particular groups. The ways these various aspects are examined

include participant observation and participation (e.g., within the research population’s

setting or environment), copious fieldnotes, and interviews. Ethnography – digital and

otherwise – necessitates a reflexive research practice, where the position of the scholar

within society and in relation to members of the research population is not taken for

granted or assumed (England, 1994; Pacheco-Vega and Parizeau, 2018; Rode, 2011).

Reflexivity is vital, though not always practiced within certain HCI and CSCW domains,

because it locates and situates the researcher, rather than presenting the individual and

their scholarship as all-knowing, all-seeing (Haraway, 1988). Importantly, ethnogra-

phers, even though we are particularly immersed within our research population and

setting, are still restricted through our own situated positions and knowledges. As I

discuss in Chapter 7, knowledge is produced in the betweenness of the researcher, re-

search population, and methodological approach (England, 1994). Within this context,

my aim during this ethnography has been to, as much as I can, support the voices of
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the particular individuals and groups I work with and to foreground their points of view

and experiences. Though I do not claim to speak for anyone or any particular group,

this approach has been an important way of engaging with the needs and concerns of

my research population and representing an underrepresented perspective.

My research does not include a conventional field site or sites, such as geographic

locations or collocated communities. Though traditional ethnographies of the past typ-

ically focused on one site, modern ethnographies often span multiple (Marcus, 1995).

My work follows in the footsteps of this younger tradition. The posts, accounts, and

communities I observed online, as well as the participants I interviewed, are geograph-

ically distributed. They gather online through mediating technologies and the bound-

aries they produce, including online forums and networks of hashtags and people. As

such, my ethnography is better understood through the mediating technologies of a

networked world (boyd, 2010). Digital ethnography provides a way to approach this

networked world, through participation online and traditional ethnographic methods,

and supports observation not only in the moment, but also over time. Additionally, this

approach fosters opportunities to connect with, learn from, and give back to members

of particular communities and, more broadly, members of a marginalized group.

As with many ethnographies, my digital ethnography is not apolitical or disengaged

with ethics or researcher responsibility. I aim to use this ethnography to foreground

and center the experiences and perspectives of people living with mental illness. In

particular, the experiences I highlight trouble dominant and normative views of men-

tal illness online. I address and challenge research and design that positions certain

mental illness communities and content, such as pro-eating disorder, as deviant and
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that promotes content moderation as a partial-but-necessary salve for online contagion,

bad actors, and inappropriate behavior. I emphasize challenges and consequences that

people with mental illness encounter online, as well as the ways that people support

and care for one another, to address relevant gaps in the literature (i.e., with respect

to first-hand accounts and interpretation of online content) and to critically examine

the structures of social media platforms and online communities that, at times, support

power dynamics and unequitable forms of online participation.

Below, I detail two specific components of my digital ethnography: online observa-

tion and participation, and interviews. As the specifics for each study are housed within

their empirical chapter, I only provide an overview of the practices in the text below.

Table 2.1 shows the number of posts collected and interviews conducted for each study

to provide a sense of how each aspect of my digital ethnography built from what came

prior.

3.2.2.1. Online Observation and Participation

Social media present a shift in how content is produced, consumed, and circulated.

This, in part, comes from the specific technical ways in which communication and other

social interactions and relationships are flattened and performed online (e.g., upvoting,

downvoting, liking, commenting, posting a status update) (boyd, 2007). People estab-

lish themselves online by leveraging the multimodal nature of most online sites, as well

as through the common practice of maintaining multiple accounts in tandem. In my

dissertation work, I attend to, though not exclusively, captions, comments, usernames,

liking a post, hashtags, profiles, private messages (i.e., when shared by participants),
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and images online. In November 2017, while waiting for approval of the interview

component of my research protocol, I started my online observation on Instagram. I

chose Instagram because of its prevalence in other academic literature studying posts

and comments about mental illness. Additionally, I was interested in Instagram due to

its multimodal posting affordances and norms (i.e., such as privileging visual content).

Throughout most of my digital ethnography – that is, my practices spanning all three

empirical chapters – I primarily participated online through lurking. With respect to

ethnographic practice, this method is more than a little contentious (Garcia et al., 2009;

Murthy, 2008; Pacheco-Vega and Parizeau, 2018), though not uncommon (see, for ex-

ample: Csipke and Horne (2007); Denzin (1999); Schaap (2002)). Ethical concerns

around lurking are many, including extensions of issues related to ‘covert’ ethnographic

research practices (Murthy, 2008; Pacheco-Vega and Parizeau, 2018), such as harm

to members of the research population (Clark, 2004; Hine, 2000; Steinmetz, 2012;

Sveningsson, 2004), and lurking as epistemically insufficient (i.e., researchers cannot

develop ‘complete’2 knowledge about a particular group or community without interac-

tion) (Beaulieu, 2004; Hine, 2000, 2008; Steinmetz, 2012). Ethnography, as set apart

from other qualitative and immersive methods, involves researcher practices of partici-

pation. Within digital spaces, this is often discussed in the context of creating accounts,

filling out profiles, posting and commenting, liking posts, and messaging with members

of the research population. Proctor goes as far as to say that “lurking is a great practice

for preparatory research, but it is a poor ethnographic methodology” (Proctor, 2020).

2To be clear, researchers never – or rarely – develop ‘complete’ knowledge about a particular group.
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Frankly, I disagree. The stance Proctor describes operates to restrict who can prac-

tice ethnography, as well as the ways in which ethnographic methods can be realized.

Though lurking, like other forms of ethnographic method, is not unproblematic, here I

want to focus on its legitimacy within ethnography, rather than its particular flaws.

In discussing the legitimacy of lurking, I do so within the context of my own posi-

tion; namely, a researcher with an eating disorder. For others, mileage may vary and

necessitate different decisions and considerations with respect to engagement. Within

many online spaces, lurking is a valid form of online participation. For example, many

of the individuals I’ve spoken with over the past few years lurk online, including on eat-

ing disorder communities and networks. Lurking as a practice supports individuals in

making sense of their experience (i.e., understanding that their practices of eating and

body management may be interpreted within the category ‘eating disorder’), effectively

operating as what Michel Foucault would call a technology of the self (Foucault, 1988).

Additionally, lurking can mitigate concerns around privacy, and may also be entangled

with people’s experiences with relapse and recovery, particularly as individuals move

within and between various online spaces.

With respect to my own approach and as a member, partially, of the group I re-

search, lurking provided a certain amount of protection. It was a way to participate

and engage while mitigating and, perhaps, controlling the risk I was introducing to my

own, at times difficult and nebulous, recovery. I was cautious against adopting a more

– or, perhaps, differently – immersive research practice due to my experiences with

mental illness, not wanting to potentially exacerbate them or unintentionally trigger

myself. This concern was not just grounded in the content I was observing, such as
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posts related to depression and disordered eating, but, also, the ways people interacted

with that content and the commercial practices prevalent on Instagram – for example,

advertisements and influencer recommendations for weight loss teas and other explicit

calls for thinness. Ethnography – and, truly, any research practice – should not put the

researcher at risk, particularly risk an individual is not wanting or able to accept. To be

clear, this should not discount people, such as myself, from utilizing an ethnographic

approach. Simply, it means that my approach – and the approaches of similar and ad-

jacent scholars – involves attending to different sensitivities and ethical considerations;

specifically, navigating and balancing these in relation to the researcher’s own position

and health.

All of this said, in these days of lurking I did participate in other small-yet-significant

ways: I reported content. Written into my first research protocol was the following

sentence:

“If any of this public content seems to suggest an individual is suicidal

or practicing self-harm, I will report it to the online media host (e.g.,

Facebook, Twitter, Instagram). These organizations have teams that

reach out to users in these situations.”

At the time, I did not want to be complicit in watching people harm themselves.

While I did not report the majority of content I observed, I did flag posts where indi-

viduals seemed in acute distress (e.g., suicidal ideation and some instances of self-harm

that looked particularly at risk for infection). My intent was for Instagram to send these

individuals support resources. However, I didn’t understand my own potential to cause

harm through this interaction. As I became more familiar with the types of practices on
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Instagram, such as posts decrying content moderation and new accounts created when

old ones were banned, I realized that I had contributed to a very real problem that peo-

ple were having. I stopped reporting what I observed. My only other interaction during

this time involved reaching out to Instagram accounts – and, later, moderators on Red-

dit3 and other online forums – to recruit for the interview components of my work. For

the most part, my initial online observation was only immersive with respect reading

content. However, though I read all of the content I collected, I did not engage with the

people or communities within my digital field sites (outside of potential recruitment).

This changed in December 2019. Though none of my empirical work in this dis-

sertation is impacted by this change in ethnography, as everything was submitted for

publication prior to this date, I make room to include this experience because it has

influenced my dissertation writing. In December 2019, I created a Reddit account to

participate in several eating disorder subreddits. However, anxiety and apprehension

around participation, disclosure, and my own experience with mental illness stayed my

hand. It wasn’t until March 2020, when Stay-at-Home orders were issued across the

United States in response to the COVID-19 pandemic, that I began to interact beyond

3Reddit (www.reddit.com) is a social media platform where social news and other types of content are
aggregated into several content feeds, such as r/all and r/popular. Though content is generated and
uploaded by account holders, much of what Reddit features (i.e., what gains popularity) is originally
sourced from other content production sites online, such as news production websites. However, this
isn’t to dismiss the personal types of content that individuals share. In addition to having content feeds
that aggregate popular content across Reddit, Reddit is organized through smaller communities, called
subreddits. Subreddits allow Reddit account holders to join and often, though not always, post and
comment on content. Subreddits are moderated by subreddit-specific moderation teams, which develop
specific rules for each community. These rules are developed and housed within Reddit platform rules. On
Reddit, account holders, in addition to posting comments, may interact with posts and other comments
through upvote and downvote mechanisms, as well as saving and reporting certain content. Account
holders may also message one another and connect through individual and group chat features.
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reading posts and comments, such as through liking, commenting, messaging, and re-

porting content to subreddit moderators (i.e., rather than Reddit). My Reddit profile

has always included my position as a researcher; additionally, in several posts and mes-

sages I’ve discussed this part of my biography. Participating within various subreddits

has been eye opening – more so than I initially expected. I’ve gained a different, more

emotional, and, perhaps at times, ‘behind the scenes’ understanding of social interac-

tions and roles within these communities. For example, I’ve participated on a Reddit

chat with other community members to discuss concerns with moderation on one spe-

cific eating disorder support subreddit. Through participation in this particular chat, I

also observed and was part of the creation of a new subreddit, one made specifically to

field critical posts about perceived disordered eating in a number of diet communities

on Reddit.

As the above examples illustrate, I now hang out and take part in ways that I did

not before (Salvador et al., 1999). And, again, while ‘hanging out’ has not influenced

the empirical chapters here, it is relevant for the discussion and for my work moving

forward. Providing these examples isn’t to discount my earlier work or to say that

practices of lurking are invalid or ‘poor ethnographic practice’. Rather, approaching

my digital field sites initially through lurking was necessary for mitigating the risk this

research domain poses to my personal health and wellness.

3.2.2.2. Interviews

Interviews have always been a core component of my research approach. Soliciting

firsthand accounts of people living with mental illness (with respect to HCI and CSCW
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social media research) is not a common approach, though it has gained some prevalence

since I first started this work in 2017. Interviews are important because they can help

us understand why people gather, communicate, lurk, and participate in the ways they

do, as well as other aspects of life that are concealed or not shared online. In my work,

interviews have been particularly helpful in expanding my understanding of how people

post about mental illness and mental health without overt signals, such as hashtags.

Though not without critique (England, 1994), interviews are important for providing

opportunities to directly engage people and collectively interpret experiences within the

timespan of the conversation. Interviews provide opportunities to learn from members

of the research population and to engage with their concerns and needs. Like my online

corpora, my interviews are a multiyear practice that build on one another. While most

of my interviews have been over the phone, several have been in person and over email.

Even though text-based interviews make research more available for some individuals

(e.g., for people who do not feel comfortable talking about mental illness over the

phone, do not have time during the day to take an interview call), I did not include

them in my last study, Chapter 6. My experience with them during my earlier empirical

work was not overwhelmingly positive. For example, participants responded with one

sentence answers and did not reply to follow-up questions. Though, certainly, that is

not the case with all text-based interviews – and, in other studies, I have been able to

develop more of a connection – I felt that my conversations were richer with people in

person and over the phone.
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I also found that the richness of conversations was partially entangled with my re-

cruitment practices. For my first two studies I tried to recruit on Instagram, without suc-

cess, and ultimately interviewed people who replied to my recruitment advertisement

on Craigslist (and/or who heard about the study from another participant). Obtaining

access to populations with mental illnesses can prove difficult and ethically ambiguous.

In my initial interviews, I faced hurdles to recruitment, with only one out of every 10 re-

spondents following through for an arranged interview. While many of these interviews

were illuminating, others were not. For example, some participants were reluctant to

talk about how they expressed their experiences with mental illness and mental health

on Instagram, even though those topics were clearly stated in the recruitment calls for

the first two empirical studies (Chapters 4 and 5). Of course, talking about these topics

can be difficult. Many people that reached out to me from Craigslist ultimately decided

to not go through with the interview due to concerns around their experiences and the

privacy afforded through the research process.

I’ve recently had more success recruiting participants from online forums and com-

munities, such as specific subreddits. Rather than reaching out directly to members of

these communities or posting my recruitment materials, I have, first, reached out to

moderators, asking for permission to share my study’s information. Recruiting people

from the spaces that are directly relevant to my research is preferable. For example,

before I started doing this, when I was recruiting from Craigslist for individuals with

eating disorders who had content moderated, I connected with people who had legit-

imate – but vastly different – experiences than what I was hoping to examine. One

participant with an eating disorder participated in various diet Facebook groups, where



67

she had content banned for being too “intense”. By recruiting from eating disorder sub-

reddit and online eating disorder forums, I was able to connect with members of the

specific population I was hoping to address.

Though my recruitment practices have changed, in conversations, I’ve always aimed

to position the participant as an expert who I am learning from. With respect to in-

terview styles, this most closely falls into ‘supplication’, which involves “exposing and

exploiting weaknesses regarding dependence on whoever is being researched for infor-

mation and guidance” (England, 1994). While supplication does aim to address power

asymmetry in research, it, of course, cannot overcome the privileged position of the re-

searcher. For example, across my empirical work, I have sent participants mental health

resources prior to our conversation and informed them about their access to our study’s

mental health consultant. I’ve also been the one paying people for their time.

In considering how people would respond to being interviewed about topics related

to their experiences with mental illness, I also initially excluded people experiencing sui-

cidal ideation and practicing self-harm. This constrained my potential sample and, ul-

timately, marginalized individuals with those experiences. When I decided to interview

people about content moderation, I removed this exclusion criteria. People experiencing

suicidal ideation and self-harm were included in this work – largely because the content

moderation interviews did not aim to directly discuss those topics. Participants were

informed that they could be referred to our practitioner if they seemed to be talking

about currently distressing experiences with self-harm and suicidal ideation. Through-

out my work, I have also only included individuals able to consent for themselves. This
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means that I excluded adolescents from participation in my interview cohorts. As oth-

ers have noted, adolescents contribute to mental health and illness-related content on

Instagram and other social media platforms (Moreno et al., 2016). Although I did not

interview these individuals in my current study, I believe it is important to engage with

these populations, so as to not neglect or misrepresent the experiences of these groups.

Research in this space often lacks diverse representation. My samples, not uncom-

mon in this type of work, are predominantly female and white. This should not be

interpreted as a propensity for white women to have mental illnesses, or as an absence

of mental illness in other populations. Instead, we should consider how cultural val-

ues and norms shape how mental health and illness are conceptualized, shared, and

expressed, and impact participant self-selection. It is our responsibility to reach out to

communities and work toward building trust and reciprocal relationships.

3.3. Researcher Responsibility and Ethical Considerations

From building a research team to producing and communicating results, every deci-

sion made by researchers involves ethics. Though our decisions aren’t always obvious,

even to ourselves, we privilege certain people and experiences over others, and choose

to represent our research population in certain ways. Here, I walk through some of the

ethical decisions made throughout the course of my multi-year digital ethnography.

I received approval for this research from Northwestern University’s IRB. In working

with the IRB for this approval, I included certain provisions for working with people

living with mental illness. These provisions were intended to mitigate the potential for
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harm in interviewing people about experiences that can, at times, be difficult and sen-

sitive. Throughout my work, these provisions have been twofold: a mental health prac-

titioner and a document of mental health support resources. I included the healthcare

practitioner’s name and contact information on the consent document and sent partic-

ipants a document of support resources (i.e., including several phone and text-based

helplines) prior to the interview. Note, the mental health practitioner was available as

a resource for participants and did not participate in data collection or analysis. When I

first started this work, healthcare practitioners, when involved in social media research,

were likely to work alongside researchers in initial analysis. However, by including a

practitioner as a resource, rather than an analytic lens, my aim was to have a healthcare

expert available for participants, should they need or want to speak with someone. This

provision was also intended to distance myself from the role of a healthcare practitioner

or therapist. Though I specifically – and several times – mentioned my role as a graduate

HCI researcher, having a mental healthcare practitioner as part of the team helped set

those roles and responsibilities apart. While the healthcare practitioner was available as

a resource, I did inform participants that, should they describe current experiences with

suicidal ideation or self-harm, the interview would immediately end, and their contact

information would be shared with the practitioner, who would then reach out.

Ethnography – digital and otherwise – involves a commitment to examining the re-

lationship between the researcher and the subject, or the population, at hand (England,

1994; Murthy, 2008, 2011; Pacheco-Vega and Parizeau, 2018; Pink et al., 2016). This

type of reflexive examination contributes to the production of knowledge. As part of my

method, I am mindful of how the analytic frame of marginalization requires accounting
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for and reflecting on how my expectations, values, and norms as a researcher, and as an

individual within society, differ from those of my participants and online posters (Bruck-

man, 2006; Haimson et al., 2015b). My work is shaped by my personal experiences,

including my own individual experience with an eating disorder and my experiences

alongside close friends, family members, and colleagues with eating disorders. My per-

sonal experience inherently shapes my approach and perspective, including my interest

in this line of inquiry, interpretation of the data, and conscious commitment to fore-

grounding perspectives and experiences that are largely unrepresented in current HCI

and CSCW research. Though this experience does not make me any more or less eligible

to conduct research in this domain, it does provide a perspective that is both inside and

outside the studied population – a tension that I’ve had to grapple with throughout my

digital ethnography.

I view myself as having an obligation to the communities and people I research

(Murthy, 2008; Pacheco-Vega and Parizeau, 2018; Schrum, 1995). In part, this means

engaging with the needs and concerns of my research population and foregrounding

experiences without sensationalizing them. As such (i.e., not wishing to sensationalize

images of harm or illness), I do not include any images or video screenshots in my

dissertation. Visual modes of communication, in particular, when taken out of context

can make certain topics or practices seem unfamiliar or othered. When used in prior

work to illustrate types of content, images are used most often with implied consent

(Pater et al., 2016a), which is not consent at all, and frequently feature bare skin and

bodies in lingerie – which is not only sensationalist, but also at risk of ‘fetishizing the

other’ (England, 1994). While other researchers have taken a similar stance, they have
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also found creative ways to display visual content within a paper, such as through their

own forms of remix (Andalibi et al., 2017). I opt, instead, to describe visual content

and style with text, and to paraphrase from captions and comments (Chancellor et al.,

2017). By not including images, I aim avoid sensationalizing images of mental illness,

potentially capitalizing off of novel or ‘shocking’ visual content and rousing emotional

distress in readers, as well as associations with mental illness as a kind of aesthetic.

Just as I do not share images because I do not have the consent of the individuals I

observed online; I do not share unmodified text excerpts (Fiesler and Proferes, 2018).

All captions, hashtags, and account names are paraphrased or have the majority, if not

all, of the words substituted to preserve the anonymity of people who, though posting

publicly, did not consent to participate in this study and, ultimately, do not participate

online so that their content can be used for research. Further, I also modified textual

information from posts that participants in my interview studies did not agree to share

with the greater public. The text and images described in the following chapters are

phrased to best maintain privacy and the integrity of the post, including affect and

language. Additionally, I decide not to name active online communities (i.e., those

currently existing online that have not been removed or deleted by platforms or other

providers). This is to avoid unwarranted attention. As one participant offhandedly

mentioned, it’s their belief that Reddit’s r/ProED subreddit was banned, in part, due

to a research publication that explicitly named – and outed – the subreddit. Whether

or not that is the case, researchers should not cause that type of harm or disruption

to a community of individuals. It’s important to be mindful of how we represent the

individuals and groups of people who we study.
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CHAPTER 4

Everyday Experiences: Small Stories and Mental Illness on

Instagram

For people living with mental illness, mental illness is a part of their everyday expe-

rience. As obvious at this sounds, current approaches to studying and intervening on

mental illness on social media extract certain content from the context of everyday life

and online practices, highlighting a narrow vision of what people with mental illness

post about online. In this chapter, I address how individuals living with mental illness

express their experiences online – including experiences not related to mental illness.

Here, I make three contributions: 1) I center people living with mental illness and their

everyday lives and social media practices, of which mental illness is part; 2) I write

about mental illness as an everyday, albeit not insignificant, part of life; and 3) I discuss

how existing features, such as content moderation, on social media platforms reinforce

power differentials that ultimately serve to harm a marginalized group of people.

An earlier version of this chapter is published with Anne Marie Piper in the Proceed-

ings of the 2019 CHI Conference on Human Factors in Computing Systems:

Jessica L. Feuston and Anne Marie Piper. Everyday experiences: small

stories and mental illness on Instagram. Proceedings of the 2019 CHI

Conference on Human Factors in Computing Systems. 2019.
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4.1. Introduction

Social media platforms and online forums provide digital spaces where people with

mental illness can gather and communicate about their experiences. Given the preva-

lence of these online spaces and the academic interest in mental illness, over the past

decade, research on mental illness online has increased exponentially. Though individ-

uals do not post online to have their content observed or analyzed by researchers – an

ethical tension we must grapple with while conducting this work – it’s undeniable that

digital spaces provide ways for researchers to examine individuals, communities, and

practices that are traditionally difficult to reach.

Online spaces that people with mental illness participate within hold traces of sub-

jective experience. Intentionally or not, individuals archive aspects of life with mental

illness through posts, likes, comments, and accounts. Though mental illness is but one

aspect of life, a condition or experience that people are living through and with, prior

work often centers ‘mental illness’ explicitly (Andalibi et al., 2017; Chancellor et al.,

2016a,c; De Choudhury et al., 2013b, 2014), relying on data collection methods that

extract posts related to mental illness with surgical precision. In extracting this content,

researchers sever mental illness from other aspects of life and experience, such as school

and hobbies, that can provide insight into how people live and participate online with

mental illness. In this chapter, I illustrate the importance of context in understanding

mental illness online and, more broadly, in understanding mental illness as part of the

everyday.

My aim in this chapter is to extend prior work on mental illness and social media

by contributing a perspective where mental illness is represented as an integrated part
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of – rather than apart from – everyday experience. This perspective illustrates how,

for people living with mental illness1 on social media, mental illness is not always in

focus; but may, instead, be sidelined or entirely absent. Though mental illness is still

featured in this work, it is not to the detriment of other experiences and content, which

are kept throughout data collection and analysis, or an individual, more generally. I

aim to foreground and describe people living with – and, more specifically, people using

social media with – mental illness. I use small stories (Georgakopoulou, 2015) as an

analytic framework to understand how people 1) communicate about mental illness as

an aspect of their lives and/or condition through which they live and 2) navigate ways of

communicating – or telling – about mental illness on Instagram, a picture sharing-based

social media platform, where narration is shaped by sociotechnical processes of control.

Small stories research emphasizes understanding non-linear events, world-making (i.e.,

“ordinary, everyday events” (Georgakopoulou, 2015)), story recontextualization, and

story co-construction. In this chapter, I argue that small stories as an analytic frame can

help us understand how people communicate about mental illness and related, everyday

experiences online.

In this work, I draw on interviews with 18 people who self-reported having, or hav-

ing had, experience with mental illness, as well as public accounts on Instagram which,

in some capacity (e.g., living or coping with illness, recovery, relapse), included posts

1The published version of this chapter frequently uses the phrase “living with or posting about mental ill-
ness.” In differentiating these two conditions, my aim was to avoid inadvertently medicalizing an account
holder or poster’s experience. For example, posting about mental illness does not necessarily indicate an
off-screen experience of living with mental illness. However, when I made this decision I was grappling
with the nature of mental illness – as something social and experiential, but also heavily psychiatrized. In
reflection, many of my participants do not fit medical diagnosis of mental illness and/or have not sought
a clinical diagnosis. Yet, these individuals still use that social category when communicating about certain
experiences. As such, I’ve decided, in this version, to simply write about people living with mental illness.
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about mental illness. Using small stories research as an analytic framework, I demon-

strate how mental illness is contextualized within everyday experience specifically be-

cause it is a familiar part of everyday experience for those living with it. This perspec-

tive has implications for understanding timescales, disruption, and the ways individuals

must strategically navigate and negotiate processes of social control. I argue that the

pervasive focus on ‘deviant’ mental illness content within HCI and CSCW literature sen-

sationalizes and decontextualizes certain facets of experience, and completely dismisses

and ignores others. Selective attention on ‘deviant’ content, as well as extracting ‘men-

tal illness’ from surrounding context, inadvertently contributes to stigmatization and

the continued marginalization of individuals with mental illness. Additionally, I discuss

how social interactions between individuals with mental illness, audience members, and

Instagram create new instantiations of traditional forms and processes of social control.

I make three contributions through this work. First, I extend prior work by cen-

tering my analysis on personal experience with mental illness through semi-structured

interviews and online observation of public Instagram accounts. Though increasing in

frequency, first-person accounts of mental illness in conjunction with social media anal-

ysis are still uncommon. Second, my work situates mental illness as part of everyday

and ordinary, albeit not insignificant, experience. This position stands in contrast to

prior work in which deviance and medicalized conceptions of disorder frame analysis

or are otherwise conceptually invoked. I argue that an alternative, non-deviant, and

non-medicalized view of mental illness can help us to modify current research prac-

tices and recommendations, particularly those that inadvertently contribute to harmful

stereotypes, and expand the design space related to supporting individuals living with
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mental illness. Finally, I discuss the ethical implications of research and design with

respect to social media and mental illness. Certain Instagram features, such as content

moderation and helpline resources, reinforce power dynamics that marginalize and un-

justly disadvantage certain populations. By attending to how individuals with mental

illness communicate about their lives online, I contribute new understanding related to

how mental illness is represented and negotiated within the everyday, including how in-

dividuals posting about mental illness are subjected to social control through audience

member interactions and Instagram as a platform.

4.2. Related Work: Health and Illness Narratives in HCI

Interpersonal, everyday stories are a large part of how we communicate with others,

construct identity, and understand experience – both our own and others’ (Greenhalgh,

2016; McAdams, 2008; Rappaport, 1993; Riessman, 2003). In studying illness, schol-

ars often use narrative as a means of understanding the subjective experience of being

ill. Yukari Seko and Stephen P. Lewis’s study of self-injury narratives on Tumblr (Seko

and Lewis, 2018), as well as Su Holmes’s analysis of anorexia narratives on YouTube

(Holmes, 2017), are two recent examples that demonstrate how scholars leverage com-

ponents of narrative research to examine mental illness and the online construction of

narrator identity. Though I discuss these narratives in the context of illness (i.e., here

and in Chapter 6), as much prior work does, understanding the subjective experience

of mental illness may, actually, be more closely related to disability narratives, which

are “the stories people with disabilities tell about their lives and experiences that can

highlight issues of disability identity” (Dunn and Burcaw, 2013).



77

Few researchers within HCI and CSCW have drawn on narrative research or analysis

to examine lived experience with illness. A recent exception includes Jordan Eschler

et al.’s examination of how cancer survivors strategically use tattoos to recover from

trauma associated with cancer diagnosis and the subsequent treatment process (Eschler

et al., 2018). Similarly, Lydia Michie et al.’s research on reproductive rights (Michie

et al., 2018), though examining a highly stigmatized health decision rather than illness,

draws on certain pro-life narratives (e.g., trauma, regret) and the ways that pro-choice

stakeholders come to challenge them. Additionally, recent studies examining mental ill-

ness online within CSCW (Andalibi et al., 2017; Zhang et al., 2018), though not calling

upon narrative research explicitly, incorporate notions of storytelling to describe how

individuals share their experiences with others. Here, I aim to make the connection to

narrative and storytelling more explicit. This serves to highlight subjective experiences

that mental illness is part of, as well as to help us draw connections between mental

illness narratives and other types of illness narratives, such as those related to living

with and healing from cancer.

To date, scholars studying illness online have predominantly focused on the content

of personal illness narratives. I extend this research by using small stories as an ana-

lytic framework for exploring how narrative activity is accomplished through interaction

(Georgakopoulou, 2015; Phoenix and Sparkes, 2009). Developed in opposition to ‘big

stories’ (i.e., stories often narrated in the retrospective, in which individuals describe

prominent life events or their life stories for the purpose of connecting particular compo-

nents into a descriptive whole (Bamberg, 2006; Phoenix and Sparkes, 2009)) typical of
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narrative research, small stories prioritize interactional aspects of the everyday. Specif-

ically, small stories “refer to stories told during interaction, generally within everyday

settings, about very mundane things and everyday occurrences” (Phoenix and Sparkes,

2009). Small stories research provides an opportunity to examine commonplace, in-

teractional exchanges, such as those shared via social media; ongoing events or stories

that may unfold across the span of multiple tellings, without a particular beginning or

end; and co-constructed experiences and identities that demonstrate the influence of

social and power dynamics. Additionally, in thinking about narrative for this particular

chapter, I consider narratives to be “located in particular times and places” (Riessman,

2003). This means that storytelling is not only influenced by individual and collective

experience, but also “cultural evaluation of what can be narrated and how that can be

narrated” (Atkinson, 1997).

4.3. Method

To examine the subjective experience of life with mental illness, I conducted digital

ethnography combining semi-structured interviews and online observation of public In-

stagram accounts. Interview participants, as well as accounts included in my Instagram

corpus, shared content related to various facets of mental illness, including living or

coping with mental illness, recovery, and relapse. My analysis draws on small stories

research (Georgakopoulou, 2015) and multimodal discourse analysis (Constantinou,

2005; Kress and Van Leeuwen, 2001) to understand how individuals express mental

illness on Instagram.
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4.3.1. Interviews

I conducted semi-structured interviews with 18 adults (ages 18 – 36; M = 29 years;

14 female)2 who post about mental illness on Instagram. For this study, I was inter-

ested in understanding experiences with mental illness. However, due to the colloquial

equation of mental health with mental illness, participants frequently used these terms

interchangeably (i.e., mental health conditions). Therefore, my interpretation of mental

illness derives from participant references to low mood, named disorders (e.g., anxiety,

depression), and aspects of recovery, such as clinical treatment (e.g., medication, ther-

apy) and self-care. Though all of the participants self-reported experiences with anxi-

ety, depression, and eating disorders, only several indicated receiving a diagnosis. Per

my IRB protocol, I did not interview individuals who self-reported currently practicing

self-harm or experiencing suicidal ideation. However, I did analyze public Instagram

accounts with posts related to these topics. In the instance that any participant had self-

reported current experiences with self-harm or suicidal ideation, the interview would

have ended and this study’s mental health consultant would have reached out in accor-

dance with my IRB protocol and her own set of practices. The study’s mental health

consultant (i.e., an art therapist and licensed counselor by training) was an important

member of the study team who was available as a participant resource. For example,

this team member’s information was included on consent documentation. I also in-

formed participants that they could contact her at any time. Additionally, in accordance

2I present the method in this chapter as it appeared in publication. Additional details about this approach
and dataset appear in the next chapter.
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with this study’s IRB, I emailed a document of mental health resources (e.g., helplines,

practitioner locators) prior to the interview.

I recruited participants through websites, such as Instagram and Craigslist, and word

of mouth. While I did reach out to Instagram accounts that had public posts about men-

tal illness, none of those individuals responded to my recruitment message. I only inter-

viewed individuals living in the United States, though the Instagram account corpus in-

cludes posts and accounts from other countries. I conducted 30-minute semi-structured

interviews through phone calls and text-based mediums, including email and Skype.

Text-based interviews typically lasted longer than 30 minutes due to the asynchronous

back and forth nature of question and answer. These interviews allowed me to con-

nect with people who, for whatever reason, did not prefer to talk over the phone or in

person. To reduce potential confusion between a research interview and talk therapy,

I clarified my role as human-computer interaction researcher several times prior to the

start of the interview.

My interview protocol was specific to Instagram. I asked participants about posts,

including images, captions, hashtags, and comments, as well as Stories, a feature on

Instagram that allows individuals to share content for up to 24 hours. Though I focused

on Instagram posts that included some element of mental illness or mental health, I also

asked participants to describe the types of content they typically and recently shared.

This helped me gain a base understanding of how the participant used their Instagram

account or accounts. For this study, my analysis centers people’s experiences with men-

tal illness, of which mental health may be part, rather than focusing explicitly on mental

health.
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Prior to the interview, and when possible, participants shared their Instagram ac-

counts with the study team. Some participants did not feel comfortable sharing their

accounts, even when public, and opted to share screenshots of particular posts or de-

scribe the posts during the interview. Given that my inquiry aimed to examine particular

Instagram posts, many of which included pictures, I used photo elicitation as a way of

having an artifact present to support recall of particular posts and experiences (Harper,

2012). When shared with me, these artifacts also provided a point of reference that

my participants and I could use throughout our conversation. I reviewed three to seven

posts per participant and asked questions pertaining to how and why they posted about

experiences with mental health and mental illness, as well as the ways others responded

to this content. Interviews were audio recorded and transcribed for data analysis. Par-

ticipants received a $20 Amazon gift card for their participation.

4.3.2. Instagram Account Corpus

Data collection practices influence researcher interpretation, and vice versa. By con-

ducting online observation on public accounts, rather than on a random amalgam of

posts, we are able to examine the temporal, and often non-sequential, ordering of events

as presented on Instagram. This provides a different perspective of online expressions

of mental illness. I identified content and accounts through data collection in Novem-

ber 2017, March 2018, and June 2018, where I used hashtags as search terms (e.g.,

#depression, #ednos, #secretsociety123, #bipolar, #anorexia (Andalibi et al., 2017;

Chancellor et al., 2016b,d)). Many of the hashtags I selected to use were described in

previous research studies on mental illness and social media. As such, other researchers
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had also used them as a way to start collecting content about mental illness on social

media platforms, such as Instagram, Twitter, and Tumblr. I started my collection with

five particular hashtags. I manually (i.e., without a web crawler) collected 6,223 unique

mental illness-related posts by 2,188 users. This post corpus provided an initial area of

inquiry. I also extended these hashtag-based collections to include accounts and posts

initially excluded (i.e., those using different hashtags or no hashtags at all) and ana-

lyzed 15 public accounts in detail, such as looking through the entirety of posts and

comments, to get a deeper understanding of individual posting practices that, at times,

mentioned or referenced mental illness. These fifteen accounts were selected through

purposive sampling (Palinkas et al., 2015) and represented a number of different ways

that people communicate about mental illness online.

4.3.3. Data Analysis

I used an inductive, qualitative approach to develop themes from the data. This involved

iterative coding, memo writing, and constant comparison of data and initial concepts to

one another (Charmaz, 2014). My analytic approach involved simultaneous review of

interview data and content from Instagram. Meaning, I did not analyze these data sep-

arately or view them as distinct. I used small stories research (Georgakopoulou, 2015)

as a guiding framework during my analytic process. Using small stories as a lens sup-

ported foregrounding mundane events told through interaction. Specifically, I attended

primarily to account and post composition as well as audience reaction as a way of

grounding myself in everyday, interactional storytelling. However, though my analytic

interest foregrounded small stories, I also collected personal mental illness narratives
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from my participants (e.g., big stories explaining personal mental illness trajectories and

attitudes). These ‘big stories’ were leveraged to situate my understanding of an indi-

vidual’s overall lived experience and contextualize the small stories they shared during

interviews.

To call attention to a minute-yet-significant detail, I conducted research with small

story narratives rather than on them (Bamberg, 2012). Specifically, I used small stories

and interview retrospectives (i.e., about specific experiences and Instagram posts) to

understand and examine the ways people post about and live with mental illness (i.e.,

in contrast to generating various small story typologies). This approach familiarizes

mental illness by aiming to keep it in context. My use of small stories in analysis allows

me to center the lives and experiences – as we can understand them through online

social media usage – of people with mental illness.

Finally, small stories are not necessarily grounded in the oral or textual practices

of traditional narrative research. I want to clearly state my commitment to examining

the ways in which multiple modalities shape how mental illness is communicated on

Instagram. As definitions of narrative shift and expand to accommodate new media

forms (Lundby, 2008; Underberg and Zorn, 2013), it becomes increasingly necessary

to incorporate a variety of modalities, such as images and videos, into narrative anal-

ysis. In this paper, I include captions, comments, usernames, liking a post, hashtags,

profiles, private messages, offline discussion, interview responses, videos, and images

in analysis. Through this approach – specifically, one that incorporates social media

content and firsthand interview accounts – I call on several modes of expression (Kress
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and Van Leeuwen, 2001) to understand the inherent complexity of how mental illness

as part of everyday life is communicated online.

4.4. Findings

Relying on social media hashtags as the primary means of data collection and fil-

tering, as researchers often do, means extracting mental illness from other content and

performing analysis absent the context in which mental illness exists (Feuston and Piper,

2018; Gerrard, 2018). In this chapter, I examine online content related to mental ill-

ness in conjunction with an individual’s broader experience (i.e., in part, what Nazanin

Andalibi et al. refer to as ‘contextual expression’ (Andalibi et al., 2017)). By carefully

attending to where and how mental illness is present and, in many instances, absent, I

prioritize the everyday experience of living with a mental illness. This includes examin-

ing mental illness when it is featured and when it is not, as well as examining content

in which no mention of mental illness is communicated at all. This approach stands in

contrast to research practices that recontextualize mental illness by extracting it from

surrounding context. Here, I aim to keep this context intact as a way to foreground how

people live with and post about mental illness. I describe how Instagram account hold-

ers communicate their experiences with mental illness online and navigate how they

post – or narrate – about their lives through sociotechnical systems that aim to control

them.
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4.4.1. Everyday Life with Mental Illness

The research in this chapter details how experiences shared on Instagram include men-

tal illness, often bringing it alongside other everyday activities and posting routines.

Specifically, on Instagram, people communicate about their everyday experiences, in

which mental illness may be part (Andalibi et al., 2017); post with respect to their own

timescales (e.g., idiosyncratic practices and mental illness experiences); and reframe

what it means for something to be disruptive.

My interpretation of ‘mental illness as part of everyday life’ is grounded in a new way

of looking at and thinking about mental illness. Rather than look at mental illness when

it has been decontextualized, I aim to understand mental illness as part of life. This

framing is subtle and, at times, difficult to articulate. However, in this chapter, my aim is

to center the lives of people with mental illness, rather than to emphasize mental illness

alone. Through this new way of looking, mental illness becomes ordinary precisely

because of how people communicate it online. The incorporation of small stories as

an analytic lens supports thematic development grounded in interactional and ongoing

tellings where mental illness is brought alongside or featured, as well as communicated

explicitly or implicitly. Examining how mental illness and other elements of life entangle

supports understanding parts of lived experience with mental illness that are overlooked

and backgrounded. In the context of this analysis, mental illness is rendered ordinary

and familiar, rather than deviant or other, due to how deeply ingrained it is within the

fabric of daily life and Instagram posting practices.
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4.4.1.1. Daily Routines, Cultural Trends, and Mental Illness

Studies of mental illness on social media often analyze data absent daily experiences

and activities. Here, I extend research on contextual expression (Andalibi et al., 2017)

by attending to how people with mental illness post about a variety of topics on Insta-

gram, including school and hobbies. At times, mental illness is brought alongside these

other topics. This illustrates how mental illness is not always central or foregrounded

within the lives or posting practices of people living with it. In this section, I show

how content related to mental illness becomes part of the ways that people post on

Instagram.

Members of my interview cohort, as well as account holders within my Instagram

corpus, shared posts about classes, pets, food, exercise, artwork, and vacation that – at

times but not always – included explicit and implicit references to mental illness. By

keeping this variety of topics throughout my analysis, I call attention to how mental

illness is one of many components of everyday life that an individual may choose to

narrate. One account holder in my Instagram corpus frequently posted content related

to school and entertainment. Periodically, these posts, where school and entertainment

take the center stage, referenced mental illness. In a post about school (i.e., “back to

school after break, got a 65 on my test...yayy”) - part of a series of a related, ongoing

telling about exam - the poster also wrote, “zero days clean.” This reference to self-

injury occurs alongside and as part of everyday life, which involves returning to school

and failing tests. Further, the mention of mental illness is not prominently featured. In

fact, given the positioning of the text at the bottom of the caption, as well as the casual
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phrasing, it’s almost an after-thought; a small reminder of this individual’s experience

with mental illness and how it intertwines with schoolwork.

Keeping these topics together during analysis allows us to examine mental illness

as it occurs in the interactional everyday, which is ongoing and, at times, mundane.

We can start to approach mental illness differently by understanding the ways in which

it is relevant – or not – for an individual. For example, while many posts made by

the account holder in the previous paragraph reference mental illness and low mood

alongside other topics (e.g., “hi, feeling bad, so i’m gonna watch harry potter. i hope ur

all fine”), many do not; dealing with, instead, other documentation of the day to day

(e.g., LGBTQ+ pride, music). Still yet, this individual posted content where mental

illness is distinctly featured. Take, for example, the ways in which they draw upon

black and white imagery, text overlay (e.g., “warring against myself”, “angry, depressed,

and ugly in & out”), and captions mentioning depression. In posts such as these, we

see mental illness featured – with and without other topical inclusions. These examples

show us that mental illness is communicated in a variety of ways online. For many

individuals, these ways of communicating about mental illness are everyday, familiar,

and mundane.

Posters within my Instagram corpus and participants in my interview cohort relied

on multiple modalities, including images, videos, captions, and hashtags, to cast men-

tal illness as a part of daily life. For example, in one post, an account holder shared

a picture of a bright puzzle laid on a wooden surface. Yellow, blue, red, and green

pigment punctuate the image, drawing together a kaleidoscope of spheres interrupted

only by several missing pieces. The caption of this post references the puzzle on the
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table (i.e., “Missing a few bits”) and a long workday. The hashtags include general social

media tags (e.g., #instadoll, #follow4follow) as well as those explicit to mental illness

(e.g., #edrecovery, #depression). This individual carried forward similar hashtags in a

variety of posts, including those about inpatient hospitalization, recovery-related eating

practices, and studying. In one school-related post, in which a laptop, notebook, and

pen take the visual center stage, the caption reads, “Ate so much, but my brain isn’t letting

me study. Why is my mind so foggy?” Elements related to everyday activities and circum-

stances co-exist with mental illness content (e.g., eating disorder and depression-related

hashtags), which itself is rendered routine by association.

Within the past several years, HCI and CSCW scholars have incorporated cultural

practices in analyses of mental illness online (Li et al., 2016; Zhang et al., 2018). Often-

times, however, this research emphasizes deviant or ‘othered’ aspects of specific condi-

tions rather than examining how the appropriation of cultural or community practices

might embed mental illness within ordinary practices and liken it to the behavior of

non-deviant others. By appropriating popular forms of communication and online par-

ticipation, such as memes and selfies, individuals assimilate experiences with mental

illness into mainstream ideologies (Strike Your Note, 2014). Several members of my in-

terview cohort, including P1 and P4, discussed reposted memes during photo elicitation

as a way to post about their experiences with mental illness through culturally relevant

and common artifacts (e.g., Kermit the Frog (Know Your Meme, 2015)) that are com-

municative and relatable. Similarly, individuals regularly entangled mental illness with

selfies (Andalibi et al., 2017). Accounts within my Instagram corpus frequently did so in

conjunction with hashtags (e.g., #eatingdisorder, #skinny, #depression, #edrecovery);
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however, members of my interview cohort often did not include any overt signals to

mental illness (Ames and Naaman, 2007). P7, for example, posted a selfie without any

hashtags, though she did caption it, “Not feeling great. Doubt has crept in and my eyes feel

heavy with sadness. Thanks for listening. Feeling better already knowing I can put this out

there and acknowledge my hurt and heartache.” Appropriation of community practices

and cultural artifacts demonstrates how individuals combine elements of mainstream

digital culture to communicate personal experiences with mental illness.

4.4.1.2. Posting about Mental Illness on Individual Timescales

Understanding how mental illness is an integrated part of everyday experience involves

attending to archival aspects of Instagram as a platform for ongoing narration. Here, I

build on work featuring time as an integral component of understanding mental illness

phases or trajectories (Chancellor et al., 2016c; De Choudhury et al., 2016) with the

caveat that time is relative and intimately individual. Though Instagram is archival,

the goal is to understand timescales without implying linearity in content due to prac-

tices involving ‘throwback images’, account maintenance (e.g., individuals selecting to

removing content), and Instagram reporting features (i.e., in which posts are forcibly

removed by the platform).

While certainly permissible to post once with respect to mental illness and never

again, my sample comprises of accounts and participants who shared about mental

illness repetitively. Though many of these accounts did not feature or reference mental

illness in every post, I observed accounts where mental illness was a steady constant.

Some individuals, such as P16, shared content that included components related to
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mental illness every day, whereas others, such as P3 and P18, incorporated mental

illness into their posts only every few months. With respect to periodically including

mental illness in posts, P15 talked about how “over time, my posts will vary with how

disordered and negative they are. Right now, everything’s pretty peachy...well, it’s not as

bad, so I’m not going to be posting about that stuff as much.” It was common for the

frequency of content containing mental illness to change over time and vary with how

salient an individual thought it was to their daily experience.

During my online observation, I observed accounts that contained long breaks or

pauses in content related to mental illness. By examining these ‘gaps’ in posting at a

longer timescale, we can attend to the ways that mental illness ebbs and flows across

narration of lived experience. Furthermore, we can attend to times that individuals may

stop posting entirely. Gaps in posting were related to a variety of events, including those

specific to mental illness (i.e., “I’m going to try recovering”) and those related to other

aspects of life (e.g., vacation, school). Occasionally, individuals addressed their absence;

however, much of what I observed was individuals stepping back from accounts without

explanation, sometimes surfacing months later or not at all. Activity timescales and

periodicity for generating new posts vary for each individual and, while sometimes

consistent within a relative window of observation, are likely to change. Understanding

this context is vital to examining how individual lives and posting habits change, as

well as the ways in which mental illness is, at times, more relevant or necessary to

communicate.

Just as I observed changes in posting activity, I also saw changes in content. Here, I

focus on changes in content related to mental illness, to show how mental illness is not a
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constant experience. One poster observed during my digital ethnography only began to

incorporate #edrecovery in posts within the past six months, despite an account history

that dates to early 2017 and account content, consisting of recipes, that has remained

constant. With respect to content related to mental illness across time, another poster,

documenting their eating disorder, previously shared pictures of their body, face blurred

or otherwise obscured, with captions including, “Huge. Super fat. Gross #ednos #ana,”

and “Lost weight but still fucking disgusting #500caloriesaday.” At the time of analysis,

these selfies are nonexistent; their prevalence subsumed by screenshots depicting caloric

intake through a common fasting application. Similar to practices of decreased posting,

individuals sometimes announced transitions through mental illness (e.g., maintenance,

recovery, relapse) with content and, specifically, captions, including, “Recovery again.

But I’ll probably relapse... my weight is terrifying.” By attending to content variation

across individual timescales, we begin to understand the different ways in which mental

illness can both remain consistent and fade in and out of online expression of lived

experience as narrated through Instagram.

4.4.1.3. Reframing Disruption within Individual Experiences

For individuals living with mental illness, mental illness may be an entirely common

part of their everyday life. On Instagram, individuals express their experiences with ill-

ness as ordinary through entanglement with other components of daily life and certain

posting practices, such as posting about mental illness every day or consistently only

every once in a while. This perspective demonstrates the importance of different types

of context and challenges societal perceptions of mental illness as deviant (i.e., people
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with mental illness are not necessarily expressing mental illness as deviant). However,

it does not suggest that mental illness is not disruptive. For example, one account ob-

served during my online observation recently shared content related to an eating disor-

der relapse and subsequent hospitalization. In one particular post the individual wrote,

“My eating disorder wants me to restrict and to continue losing even more weight. This

is ridiculous. I didn’t come [to the hospital] to keep losing weight. It’d be really dumb to

waste this treatment opportunity.” This caption suggests that elements of mental illness

(e.g., restrictive behaviors, losing weight) are disruptive to everyday life during healing

and recovery, such as attempts to gain weight. These findings corroborate traditionally

held views with respect to mental illness as a disruptive force (Pater and Mynatt, 2017).

However, examining mental illness as an ordinary part of an individual’s life, rather

than a sensationalized extreme, calls into question how we think about disruption.

In narrative research, illness is frequently framed as a disruptive event (Riessman,

1990). Individuals who are ill are often relegated to suffering or to ‘overcoming’ their

illness (Frank, 1995; Kleinman, 1989), sentiments we see carried through work in HCI

and CSCW. Bias toward diagnosis and treatment neglects that certain individuals may

not want to recover, that mental illness is a form of neurodiversity and psychosocial

disability, and that recovery, though often aligned with ‘good’, may be disruptive to daily

routines established while living with mental illness. I observe that what constitutes

disruption is based on the daily narration of experience. Many posts within my dataset

suggest that individuals are reframing what it means for mental illness to be ‘disruptive’.

When people live with mental illness, disruptive events are sometimes the antithesis

of this everyday experience. Specifically, changes to daily life and routine, such as being
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forced into treatment or attempting various practices linked with recovery (e.g., eating

certain foods, not self-harming), become disruptive. One account within my online ob-

servation often posts from inpatient treatment facilities, writing about the disruption

of inpatient treatment and recovery. In one post, complete with a mirror selfie from a

treatment restroom and hashtags including #picoftheday, #psychward, and #eatingdis-

orders, the individual writes, “Why can’t I go home? I promise I’ll eat. I promise. No one

understands. They’re not supportive, they only hinder my progress.” In another post – a

black and white image with overlaid text (i.e., “I hate myself so much”) – the caption

reads, “I have gained a lot of weight. I fucking hate myself, all I want to do is eat. I am

so fucking depressed. This place has ruined me.” While a desirable clinical outcome of

recovery may involve placing mental illness “under the person’s control or [to where it]

is at least no longer intrusive or disruptive” (Davidson et al., 2005), I find that recovery

itself can be a disruptive process. Just as contextualization demonstrates the ordinary,

familiar lives of people living with mental illness, so can it depict how certain practices

related to mental illness, including recovery, can be disruptive. Individuals must be fore-

grounded, so that their experiences with mental illness are contextualized within their

own life and not the lives, or randomized posts, of others. By challenging traditional

notions of mental illness as an inherently disruptive event and other activities, such

as recovery, as non-disruptive (or desirable) events, I confront the appropriateness of

contemporary technological ‘solutions’ employed by many social media sites, Instagram

included, to address the ‘problem’ of some content related to mental illness.
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4.4.2. Negotiating the Telling of Experience

In line with prior work, many participants in my interview study described how so-

cial components of Instagram contributed to their motivations for participation, such

as sharing experiences (without the necessity of reaching out personally or in person),

receiving support and validation, connecting with specific communities (e.g., eating

disorder communities), and providing support for others (Blair and Abdullah, 2018;

Chancellor et al., 2018; De Choudhury and De, 2014; Zhang et al., 2018). Given the

social nature of Instagram, expressing mental illness within everyday life is not straight-

forward nor only individual (Frank, 1995). Individuals must navigate the sociotechni-

cal structures that shape personal narration of everyday experiences, including those

related to mental illness. Through the use of Instagram, individuals implicitly and,

sometimes, explicitly invite collaborative storytelling and reinterpretation of experience

by others (i.e., an audience).

While audience members may provide a range of reactions (Andalibi et al., 2017;

Brown et al., 2018; Ernala et al., 2018; Zhang et al., 2018) to tellings of mental ill-

ness, many of which are positive, researchers, with few exceptions (e.g., Pater et al.

(Pater et al., 2016a)), have yet to thoroughly engage with how these interactions, com-

pounded with features of social media platforms, influence the content individuals share

and how they select to share it. Here, I turn to social control as a way of understanding

how other people and the Instagram platform participate in narration of mental illness.

Social control involves the “ways in which a society tries to prevent and sanction behav-

iors that violates norms” (Barkan, 2011). All audience reactions, including a range of

positive (e.g., approval, reward) and negative (e.g., disapproval, punishment) (Young,
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1949), have implications for the ways in which social control plays out online and how

individuals must negotiate the telling of their experience. Though some forms of social

control may occur through subtle means of interaction, such as brief praise or a ‘like’

on Instagram, others are more overt. Historically, individuals with mental illness have

been subject to these direct forms of social control (Horwitz, 1982; Opalić, 2007; Scull,

1991). I find this to be the contemporary case, as well. Individuals must navigate inter-

action narration of mental illness, even when told as and within their everyday, liable

to be rewritten, reported, and removed.

4.4.2.1. Narrative Alignment and Validation of Experience

For some of my interview participants, co-constructed storytelling and interpretation of

experience by audience members was of little or no concern. P1, for example, men-

tioned that followers of his private account were free to “derive whatever meaning they

wanted to from” his posts. P2, similarly, explained how “people can get their own inter-

pretation. You can read the same thing. Everybody can read the same thing and get a

different meaning.” Oftentimes, reinterpretation by audience members was a benign or

positive activity, particularly when it aligned with the expression shared by the poster.

For example, in one post shared by a public account within my Instagram corpus, an

individual discusses how their bipolar disorder contributes to “what’s wrong with me.”

Coming from a place of support, another individual commented, “I’ve seen these com-

ments that say nothing’s wrong, but we know that’s not true. I’m bipolar too and there’s

something wrong. Do what’s best for you and ignore the ignorant...” Validation of experi-

ence, a form of support and care (Naqshbandi et al., 2016; O’Leary et al., 2017), plays
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an important role in motivating some individuals to share about their everyday life with

mental illness. P5, for example, described how her desire to share “came from a place of

validation. And I think that’s a lot of what Instagram is grounded on.” Validation of ex-

perience extends beyond social support. It is confirmation of the way – and worldview

– through which someone experiences having a mental illness.

In addition to providing validating reinterpretations of mental illness, audience

members may react positively to posts through textual praise (e.g., comments, direct

messages) and ‘liking’. For example, a post by P7 alluding to her experiences with de-

pression received audience responses such as “Thank you” and “respect you for sharing.”

In addition to comments of appreciation gently rewarding this particular act of sharing,

P7’s post received 30 likes. Another member of my interview cohort, P17, discussed

how positive reactions motivated him to post about his life with mental illness: “It’s

like a positive assurance. Positive words. It’s nice to have people who kind of give you

advice, give you support. It’s kind of, like, motivational, I would say.” While many positive

reactions are online and public (provided the account is public), others are not. Audi-

ences may engage with individuals through direct messages and, when possible, offline

means, suggesting that mechanisms of social control flow through a variety of channels,

not all of which are explicitly observable.

4.4.2.2. Narrative Conflict and Erasure of Experience

Not all narrations of mental illness are socially acceptable. At times, members of the au-

dience reinterpreted expressions of daily life with mental illness in ways that conflicted

with, and often erased, the original telling (i.e., within the Instagram post). This type of
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reinterpretation is particularly salient in relation to socially unacceptable expressions of

mental illness, including posts about self-harm and self-critique (e.g., an individual with

anorexia captioning a selfie with “Yuck. What a whale”). At times, audience reinterpre-

tation, though conflicting, meant to offer support. For example, on a post P15 shared

after feeling “hella bad about drinking” a Sprite, a friend commented, “Bitch shut up

your body is perfect.” Publicly, P15 ‘liked’ this reaction. However, during the interview

she described how “someone telling me that my body is perfect doesn’t mean that my body

is perfect. Because it’s not. No one’s body is perfect and – it’s like, even as nice as it feels

that someone cared to comment like that, it’s just annoying because it’s obviously not true.

It’s obviously just meant to make me feel better and not actually a real thing.” Support

is frequently tied to positive audience reactions and mechanisms of social control that

reward certain posting practices. However, as demonstrated here, social support may

have a negative, invalidating effect when it conflicts with certain experiential aspects of

living with mental illness.

Audiences may also respond with conflicting reinterpretations of experience that

shame or harass the original poster, potentially to push the original poster toward a

more socially acceptable posting norm. For example, an audience member, perpetuat-

ing a harmful stereotype, referred to one poster in my Instagram dataset as an “attention

whore” for uploading content, including pictures, depicting self-injury. Similarly, on a

suicide helpline post shared by another poster in my online corpus, another audience

member commented, “u r not alone ur just fucking stupid. ur emo community is a fucking

sickness im done with seeing ur stupid shit.” These hostile comments may be reminiscent

of personal attacks, where audience members attempt to control the posting practices,
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and, implicitly, the underlying behaviors of particular Instagram posters through ag-

gressive and, even, hostile reinterpretations of content. In addition to conflict, these

comments demonstrate attempts to rewrite and erase the context of the original posts

by providing new, albeit harmful, perspectives. Individuals for whom mental illness

becomes part of daily expression on Instagram must negotiate reactions such as these,

where audience members interactively participate in constructing, and attempting to

control, personal narration and ways of experiencing life with a mental illness.

Though audience members may attempt to exert control on a poster’s narration

of experience, comments themselves are not mechanisms through which total control

can be exerted. To this effect, Instagram has several means of reporting and moderating

content. Instagram’s reporting feature allows an audience’s negative reaction to content

(e.g., reporting a post) to impose upon the daily routine of individuals living with or

posting about mental illness. Reporting practices such as these (e.g., an Instagram mes-

sage saying, “We’re Reaching Out to Offer Help”) may attempt to alter or ‘fix’ the posting

or underlying behavior of a person by providing them with nonspecific resources, which

are sometimes unnecessary and unwanted, through the guise of care and support. One

account holder in my online corpus posted their reactions to receiving these notices and

helpline resources. In one caption, they mention, “Again, fuck off,” while, in another,

they describe the practice as “super counterproductive it’s stupid.”

While some reporting practices may be limited to the imposition of unsolicited help,

others silence and erase the subjective expression of an individual already marginal-

ized by society. The vague description of removal (i.e., “We’ve removed your post for

not following our Community Guidelines”) provides little opportunity for recourse or
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transparency with respect to who – or what (i.e., an algorithm) – reported the con-

tent. It is nearly impossible for people to have posts or accounts reinstated. Though

researchers have addressed instances in which content moderation might be appropri-

ate (Wohn et al., 2017), my analysis provides an alternative view: processes of content

moderation can ultimately oppress marginalized groups and exert paternalistic social

control through platform features favoring ‘mainstream’ reactions over the expression

of individuals living with mental illness.

4.4.2.3. Reclaiming Control through Multiple Accounts

In the current implementation of Instagram, processes of social control related to the

reporting or removal of posts outweigh platform mechanisms that may be used to indi-

cate positive audience reaction. Specifically, individuals with mental illness are subject

to social interactions that may reinterpret or erase personal expression. One way that in-

dividuals exercise control over the telling of their own experience is through the practice

of creating multiple accounts. While other researchers suggest that the maintenance of

multiple accounts may facilitate sharing secret or sensitive information (Andalibi et al.,

2017), here I suggest a new interpretation: multiple accounts are a necessity based on

the culture in which we live, where individuals with mental illness experience intoler-

ance, misunderstanding, and oppression. Maintenance of multiple accounts provides

opportunities to interact with different audiences and to share content where it will

receive the most validating, least judgmental response.



100

Several members of my interview cohort described their preference for including

posts featuring or referencing mental illness on their spam or Finsta account (or ac-

counts, in the case of P16) rather than on their main account. As P10 and P15 ex-

plained, their decisions to post about mental illness were grounded in trust. For these

individuals, their spam accounts were shared with fewer and closer friends. Like P10

and P15, P16 did not post about mental health or mental illness at all on her main ac-

count. Instead, she shared “mental health posts such as things I see in papers about mental

health or suicides and what i can do to prevent it” on her popular spam account and, on

her less followed spam account, “put more personal ones...because the followers on that

account are ones i can trust.” The strategic use of multiple accounts demonstrates how

perceptions of audience, and the trust an individual has with this audience, influence

where and how narration occurs.

I also observed how the need for privacy and like-minded community influence the

maintenance of multiple accounts. P15, for example, discussed previously maintaining

“a special Instagram account for my eating disorder and related things” where she would

only “follow other people with eating disorders. Like, none of my friends. I didn’t post my

name or my face.” Multiple accounts need not exist in tandem, though they can. Rather,

individuals may leverage account creation features as a means of circumventing certain

forms and processes of social control. For example, the first post on an account including

graphic images of self-harm referenced a previous account that had been removed by

the platform. Despite attempts to circumvent platform social control, similar to lexical

variations of hashtags (Pater et al., 2016a), new and multiple accounts maintained by
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individuals living with mental illness are still subject to intense scrutiny, surveillance,

and control.

4.5. Discussion

In this chapter, I describe how researchers and other technologists can better under-

stand the daily lives of individuals living with mental illness, as well as how stories told

from group members are co-constructed by various outside actors – both human and

computer. I demonstrate how mental illness is a familiar part of the fabric of everyday

life for some people. Additionally, I show how individuals with mental illness negotiate

online instantiations of social control in order to express and communicate their expe-

riences with mental illness. The use of small stories research provides an analytic lens

for prioritizing interactional, ongoing, and everyday stories, such as those occurring on

Instagram. By attending to narratives within specific interactions, such as posts and

comments, rather than broader retrospective accounts or societal perceptions of men-

tal illness, I offer counter, but complimentary, interpretation to understanding mental

illness online. In the following sections, I discuss the implications of examining mental

illness within the context of an individual’s daily experience or as an ordinary, albeit not

trivial (Michie et al., 2018), part of their life; the ways in which current implementa-

tions of features on Instagram may facilitate oppression of a marginalized group; and

how, as researchers and designers, we contribute to processes of social control.
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4.5.1. Contextualization through an ‘Everyday Lens’

Certain methods of data collection (e.g., the use of hashtags and key terms to identify

mental illness content (Chancellor et al., 2016d; Manikonda and De Choudhury, 2017))

prioritize the explicit expression of mental illness and neglect how mental illness is, at

times, more or less salient within everyday life (Andalibi et al., 2017; Feuston and Piper,

2018; Gerrard, 2018; Pater et al., 2016a). Following from these practices, researchers

often recontextualize mental illness within a narrow window of interpretation, not tak-

ing into account a wide possibility of meaning. This narrow interpretation, which is

often not engaged with subjective experience, ultimately aims to produce generalizable

findings. These findings have important implications for understanding community and

cultural norms (Chancellor et al., 2018) and contributing insights to diagnosis and treat-

ment of mental illness online. However, design recommendations that center on broad,

population-level approaches to mental illness, do not fully appreciate the individual

impact of life with mental illness and of the potential impact of technological ‘solu-

tions’. In this context, mental illness becomes decontextualized from the everyday, lived

experience in which it occurs. Decontextualization has the potential to sensationalize

certain facets of experience by highlighting them absent other aspects of life and time.

Incorporating the subjective experience of mental illness is an important component of

understanding and including the idiosyncrasies and forms of expression produced by

members of a marginalized population. Prioritizing the individual and the everyday

means shifting focus from a generalized population to a person; a practice in line with

traditional forms of psychological treatment (e.g., talk therapy).
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The experience of mental illness is different for everyone. In this paper, I present

mental illness not only as the topic of narration, but as the condition through which

narration occurs (Frank, 1995). Here, I extend an agenda put forth by other HCI and

CSCW researchers studying mental health and mental illness (e.g., Jessica A. Pater and

Elizabeth D. Mynatt (Pater and Mynatt, 2017), Nazanin Andalibi et al. (Andalibi et al.,

2017)) that argues for a more diverse understanding of mental illness and online spaces.

By emphasizing an everyday context, we can better understand normalcy and disruption

for the individual and attend to the ways that design for certain populations fails. By

prioritizing individuals and their small stories, we have an opportunity to explore and

disseminate alternative narratives of mental illness, such as those demonstrating ways

that individuals with mental illness live and thrive. This reframing is reminiscent of

the “living with AIDS” movement, which reframed life with serious illness when main-

stream narrative focused on dying (Grover and Crimp, 1987). Examining the holistic

experience and attending to how people narrate mental illness presents an opportunity

to support and validate individual interpretations, rather than conflict them. Further,

an ‘everyday lens’ can be helpful for thinking about marginalized groups consistently

‘othered’ due to association with deviance, whether historically or presently, such as

individuals previously incarcerated and LGBTQ+ community members.

4.5.2. Technological Responses to Mental Illness

Instagram includes a range of technical features and process, including comments, re-

porting, and content detection algorithms. These features, through use, produce new

instantiations of social control, which enable audiences to influence the content that
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people generate, including how individuals express their experiences and communicate

about mental illness online. Though platform features are not inherently coercive or re-

strictive, the ways they are used contribute to a socially regulated environment in which

members of a marginalized group (i.e., individuals with mental illness) are subject to

various forms of oppression, including surveillance and erasure. Platform features, in-

cluding the option to report “posts encouraging or promoting self injury, which includes

suicide, cutting and eating disorders,” as described by Instagram, are founded in main-

stream perspectives and calls to action; rather than, for example, the perspectives and

concerns of people with mental illness. I revisit this discussion in Chapter 6, where I

examine how platform processes of content moderation work to enforce a particular

type of conformity with respect to body image and body management practices online.

Dominant colloquial and medical attitudes often conceptually entangle mental ill-

ness with deviance, such in that mental illness is viewed as outside the ‘norm’ of so-

cially sanctioned behaviors and ways of being. This view of mental illness as deviant,

and the stigma associated with such attitudes, means that people with mental illness

are not just viewed as dangerous to themselves, but also to others – even others online

(i.e., contagion (Carlyle et al., 2018)). As I demonstrate through my analysis, however,

mental illness is ordinary or unusual, disruptive or not in the context of an individual’s

life, rather than any particular societal perspective. For example, recovery, frequently

favored and privileged as a desirable outcome, can be disruptive – and, at times, even

traumatic (Green and Ubozoh, 2019). Automatically providing certain resources (e.g.,

helplines, websites) to targeted posters, though framed within a commitment to social

good, may actually be harmful and “counterproductive,” as one poster wrote. We must
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reflect on the clinical and societal assumptions embedded in technology, which stand

to affect marginalized groups the most. To be clear, this doesn’t involve abandoning

recovery-related resources or outcomes. As I discuss in Chapter 6, it involves, instead,

understanding how people respond to current practices of support on social media plat-

forms and designing for a multiplicity of experiences with mental illness.

Community awareness concerning algorithmic bias around gender, race, and age is

growing (Diaz et al., 2018; Hamidi et al., 2018; Schlesinger et al., 2018). Additionally,

researchers have begun to address the ways algorithms, often relying on strict classi-

fication, contribute to unjust social structures (Fox et al., 2017). As I’ll detail in the

next chapter, Joy Adowaa Buolamwini talks about these particular types of algorithmic

practices and bias through her coined term ‘the coded gaze’ (Buolamwini, 2017). This

way of thinking about bias in sociotechnical systems enables us to closely examine the

many algorithmic applications involved in the maintenance of online forums and social

media platforms (i.e., particularly those relying on categorical approaches to content).

These algorithmic practices have implications for content recommendation, organiza-

tion, moderation, and censorship; for example, the detection of harassment and toxic

content (Bretschneider et al., 2014; Chen et al., 2012). Censoring content, despite nec-

essary and beneficial applications (e.g., detection of cyberbullying (Ashktorab, 2016;

Nandhini and Sheeba, 2015)), restricts online participation and, as Lindsay Blackwell

and colleagues describe, has unintended repercussions related to the potential erasure

and invalidation of ‘atypical’ (i.e., not easily classified) experiences with online harass-

ment (Blackwell et al., 2017). Given the potential for some content related to mental
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illness to be categorized as toxic, harmful, and deviant, my work demonstrates a blatant,

albeit different, form of discrimination and restriction – one that must be addressed.

As I’ll revisit and more thoroughly detail in Chapter 6, content moderation (e.g.,

through various means, such as audience reporting features and algorithmic detection)

perpetuates a surveillance culture that disproportionately impacts certain individuals

with mental illness – those who already have a history of marginalization and subjuga-

tion. Practices associated with content moderation, more than just producing a chilling

effect (Chancellor et al., 2016b), are oppressive; used to control behavior and the ways

people participate online (Pater et al., 2016a). Processes of content moderation favor

mainstream ways of being and participating online as well as ‘treatment’ of individuals

with mental illness involving lack of transparency and recourse. Individuals who have

been reported or had content removed cannot face an accuser – audience member or al-

gorithm – or easily petition to have posts or accounts restored. This approach to mental

illness online, void of broader life context and unproven with respect to the provision

of help, can silence those who need a space to explore their experience – including the

worst aspects of it – and connect with others without fear of judgment. Social media

should not obsessively focus on ‘fixing’ certain experiences with mental illness (e.g.,

providing mental health resources) or removing them from online spaces. Instead,

platforms can consider ways to support everyday experience and to assist people with

mental illness in negotiating forms of social control enacted by certain audiences.
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4.5.3. The Role of Researchers and Designers

By contextualizing mental illness within the everyday and calling attention to the ways

in which social control manifests online, my aim is to raise awareness of the sensa-

tionalism of mental illness content and the paternalistic underpinnings of technological

solutions. Researchers and designers, though often inadvertently, perpetuate stereo-

types, stigma, and systems of social control, such as through highlighting certain types

of mental illness content and labeling this content as deviant or subversive (or compar-

ing it to other undesirable types of online content, such as cyberbullying (Pater et al.,

2016a). Representations of mental illness in research can sensationalize certain behav-

iors and content (e.g., self-injury) by drawing attention to components of mental illness

absent the vast majority of lived experience as presented online. Given this view, it

is unsurprising that the design of technology often focuses on identifying and mitigat-

ing behaviors and content associated with certain types of mental illness content and

communities (e.g., pro-eating disorder, pro-ana). Ultimately, current research practices

neglect much of the richness and diversity of online representation of mental illness.

For example, current approaches to studying mental illness online have no means of

collecting or interpreting content without captions or hashtags, something I’ll discuss in

the following chapter. We must consider life (i.e., online and offline) with mental illness

as a cohesive whole, rather than as a convenient sample of content. This can, for exam-

ple, help us differentiate between people using online spaces to cope versus individuals

who are actually and actively seeking to cause others harm (e.g., people without eating

disorders who offer to be eating disorder coaches).



108

The experiential turn in HCI (e.g., Dourish (2006); Wright and McCarthy (2010))

suggests a more humanist agenda and emphasizes research and design practices that

enhance lived experience. Without careful reflection, research framing and design so-

lutions may reduce individual agency and exert control over marginalized populations,

who are living with the histories and present realities of enduring controlling institu-

tions and relationships. By acknowledging how researchers and designers contribute

to processes of social control that are enacted through technology, we can reevaluate

what it means to design for ‘social good’ (Smyth and Dimond, 2014). In part, this in-

volves increased reflexivity (Bardzell, 2010), wherein we recognize that certain goals

and values, particularly those developed and promoted by outside actors, with respect

to mental illness can have unforeseen consequences. For example, the goal of helping

society by reducing ‘contagion’ of mental illness content can inadvertently punish those

in need of a space for coping, venting, understanding, and shared experience.

Additionally, practices of experience-centered design and reflexivity create space for

us to consider the role of capitalism in the design of technology, such as social media.

With respect to the capitalist structure of social media sites, Instagram included, compa-

nies benefit from the creation of multiple accounts (e.g., increased advertising revenue)

and content, even if this content is at odds with community guidelines and terms of

service. When corporate goals aim to drive traffic and usage, focusing on satisfaction

of the ‘general user population’ takes priority and, arguably, renders certain regulatory

practices (e.g., removing accounts that post about mental illness in certain ways) inef-

fective. Platforms, however, are responsible to all who use them. While mainstream
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sentiment stigmatizes and misunderstands mental illness, capitalism and individual ex-

pression of mental illness will remain at odds. In Chapters 6 and 7, I briefly revisit

capitalism in online spaces as it relates to mental illness through Jessa Lingel’s work

on digital gentrification (Lingel, 2019) and Mark Andrejevic’s research on digital enclo-

sures (Andrejevic, 2008). Here, however, I question the role and response of technology

companies to content related to mental illness online, just as I question the role of re-

searchers and designers. Instead of falling in line with dominant societal norms and

values, we should closely consider our influence and how we might use our position to

support increased agency for individuals with mental illness.

4.6. Conclusion

Online communities and social media provide opportunities for members of marginal-

ized groups to find and build spaces in which they belong. Platform features, however

unintentional, may inadvertently restrict expression and contribute to the marginaliza-

tion of certain individuals and groups of people. Here, by considering an individual’s

everyday experience with mental illness, I begin to challenge societal notions of de-

viance and sociotechnical processes of control, such as ‘universal’ helpline resources

and content moderation. Through the use of small stories research, I have illustrated

how individuals living with mental illness narrate their experiences as part of their ev-

eryday lives and circumvent social control (e.g., through the use of multiple accounts)

that influence and, at times, inhibit expression. By attending to the individual experi-

ence of mental illness, in which mental illness as contextualized alongside other aspects

of everyday life may, at varying times, be ordinary, unusual, and disruptive researchers
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and designers have opportunities to reflect on their impact with respect to the imple-

mentation of controlling technologies and to explore alternative ways of approaching

design of technology for people with mental illness.
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CHAPTER 5

Beyond the Coded Gaze: Analyzing Expression of Mental Health

and Illness on Instagram

In the previous chapter, I detailed how mental illness is part of everyday life for those

living with it. As such, mental illness isn’t necessarily narrated medically or as deviant

(e.g., rule breaking). Emphasizing personal narratives and tellings of mental illness can

enable us, collectively as researchers and designers, to better understand what is nor-

mal, or not, and what is disruptive for people with mental illness – including the ways

in which platforms handle certain type of content and send support resources. Addi-

tionally, as a part of everyday life, mental illness is surrounded by, brought alongside,

and entangled with a rich and diverse variety of contexts. However, as I argue in the

previous chapter, many approaches to examining content about mental illness online

neglect to keep context intact. This results in a distorted view of mental illness online,

which ultimately impacts practices associated with research and design.

Building from Chapter 4, here I examine the types of individual and collective expe-

riences with mental illness that are missed and misinterpreted by human and compu-

tational actors operating within sociotechnical classification systems. To illustrate the

importance of context, I bring mental health into my examination, demonstrating how

the ways people communicate about mental illness and mental health share a number

of similarities that are difficult to tease apart. My empirical work forms the foundation
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for my critique of current computational and classification systems and extends my ar-

gument for the necessity of context in designing online spaces for people with mental

illness.

Here, I make four contributions: 1) Through my analysis I combine firsthand ac-

counts of people living with mental illness and data collected from public Instagram

accounts; 2) I attend to the ways in which mental health and mental illness are interre-

lated, co-existing concepts; 3) I take an interdisciplinary approach to social media anal-

ysis, including works from visual sociology, cultural studies, and multimodal discourse

analysis; and 4) I highlight ethical considerations for future social media research in the

context of mental illness content.

This chapter is published with Anne Marie Piper in the Proceedings of the ACM on

Human-Computer Interaction:

Jessica L. Feuston and Anne Marie Piper. 2018. Beyond the Coded

Gaze: Analyzing Expression for Mental Health and Illness on Insta-

gram. In Proceedings of the ACM on Human-Computer Interaction,

Vol. 2, No. CSCW, Article 51, November 2018. ACM, New York, NY.

21 pages. https://doi.org/10.1145/3274320

5.1. Introduction

Representations of mental health and, particularly, mental illness have long con-

tributed to the cultures of Western societies. In art and literature, these artifacts come
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to us through religious paintings and accounts of demonic possession and divine pun-

ishment, as well as secular interpretations of and responses to suicide1 and depression2.

Traditionally conveying a grander message of cultural values (e.g., morality), represen-

tations of mental health and mental illness have come, in recent centuries, to depict

personal and deeply emotional experiences.

Art and religion are neither alone in representing mental health and illness nor in-

fluencing perceptions of particular disorders and those living with them. News and

advertisement media, as well as certain medical disciplines, including neurology and

psychiatry, have impacted the ways mental health and mental illness are represented

(Gilman, 2018; Wahl, 1995). Across domains, technology plays an increasingly influen-

tial role. From the camera to the phone application, technological developments shape

how mental health and illness are portrayed, as well as who has the opportunity to

portray them.

In CSCW and HCI, scholars have also contributed to representations of mental health

and illness, such as through graphs and charts generated through mental health and

mood applications (Bardram et al., 2013; Sonderegger et al., 2016) and analysis of

mental health and illness-related posts on social media platforms (Andalibi et al., 2017;

Chancellor et al., 2016d; Tsugawa et al., 2015). On platforms such as Instagram and

Tumblr (Chancellor et al., 2017; Manikonda and De Choudhury, 2017; Pater et al.,

2016a), scholars have attended to understanding content and style of mental illness

(Manikonda and De Choudhury, 2017), particularly eating disorders (Chancellor et al.,

2017; Pater et al., 2016a) and self-harm (Pater and Mynatt, 2017; Seko, 2013), as well

1The Suicide of Dorothy Hale (Frida Kahlo, 1938).
2Portrait of Dr. Gachet (Vincent van Gogh, 1890).
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as content moderation (Chancellor et al., 2016b, 2017), behavioral intervention (Pater

and Mynatt, 2017), disclosure (Andalibi et al., 2017), and predictive modeling (Chan-

cellor et al., 2016a,c). Though this research provides insight into the representation

of mental illness on social media, it’s built on a foundation of descriptive statistics and

generalizable trends, which prioritize population-level practices and rigid classification

that may disguise uncommon, albeit meaningful, practices and attitudes.

Although we know social media provide an opportunity for self-expression, shar-

ing personal experiences with mental health and illness (Andalibi et al., 2017), and

empowerment (Ackermann et al., 2009; Ammari and Schoenebeck, 2015; Blackwell

et al., 2016), we have a limited understanding of how and why people craft, share,

and disseminate representations of mental health and illness on these platforms. In

this domain, social media posts are often analyzed in absence of interviews with com-

munity members, which implicitly emphasizes the significance of observable artifacts

(e.g., posts), or representations, rather than broader expressive processes (Constanti-

nou, 2005), such as practices associated with posting (e.g., selecting an image). Though

an element of expression, representation offers a narrow, captured view. By incorpo-

rating first-person narratives in my data, I expand my analysis to consider produced

artifacts and surrounding processes, which I refer to as expression.

In this paper, I build upon prior work through digital ethnography, joining manual

collection of Instagram posts with semi-structured interviews and photo elicitation to

understand how posters (i.e., people posting content) on Instagram express attitudes

and share experiences related to mental health and mental illness. In contrast to prior
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work, I argue that content on social media benefits from an analytic approach recogniz-

ing that all methods of interpretation are situated and partial (Harper, 2012). Here, I

turn to Joy Adowaa Buolamwini’s concept of the coded gaze (Buolamwini, 2017) to ad-

dress theoretical assumptions underpinning current practices in data analysis and how

these assumptions are supported by related activities, such as data collection. The coded

gaze refers to algorithmic bias present in artificial intelligence due to human values and

priorities (Buolamwini, 2017). Though coined to address individual and collective val-

ues, I employ the coded gaze through its capacity as an analytic lens. Given similarities

between machine methods of analysis and other statistical methods (i.e., content analy-

sis (Bell, 2001)) employed in social media analyses of mental health and mental illness,

I extend the coded gaze to address methods that share similar theoretical assumptions.

I argue that the coded gaze restricts our ability to understand how individuals negotiate

claims to mental health and mental illness, such as through visibility and signaling, and

participate in community practices, such as remix. I also discuss how assumptions un-

derlying the coded gaze dehumanize posters through the application of population-level

technological solutions that neglect individual experience.

I make four primary contributions. First, my analysis, which combines manual on-

line data collection with semi-structured interviews, extends prior work by placing the

poster’s experience at the center of analysis. First-person accounts of mental health and

mental illness on social media are rare in the literature. Second, my work attends to

mental health and mental illness as co-existing, flexible, and interrelated; offering a

richer view than previous attempts to classify ‘user’ behavior. My findings challenge the

dichotomy applied to mental health and illness by providing an analysis of visual and
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textual content, as well as poster accounts. Third, my method involves an interdisci-

plinary approach to social media analysis that incorporates techniques and theoretical

perspectives from visual sociology, cultural studies, and multimodal discourse analysis.

Finally, I discuss how my approach and findings highlight broader ethical concerns for

research in this space.

5.2. Background

In this paper, I confront the relationship between mental health and illness. This

relationship has, at times, been described as a spectrum (Payton, 2009) and at others a

strict dichotomy (Boruchovitch and Mednick, 2002). I, instead, approach this relation-

ship through a modified version of the Dual Continuum Model of Mental Health and

Mental Illness (Keyes, 2014)3. This model demonstrates how “mental health and men-

tal illness belong to two separate but correlated dimensions in the population” (Keyes,

2014). Instead of adopting the definitions of mental health and mental illness used in

the standard version of this model, I adopt the framings described below.

3The Dual Continuum Model of Mental Health and Mental Illness was initially helpful for conceptualizing
the relationship between mental health and mental illness. However, it no longer accurately represents
how I understand these two social constructs. In particular, this is a medical model for understanding
mental health and mental illness. Though I did not intend to use it as such – for example, pairing this
model with work by Thomas Szasz – it nevertheless produces a medicalized lens for thinking about mental
health and mental illness. Over the course of my dissertation research, I’ve taken to considering mental
illness through disability and madness. In part, this has involved thinking about people with mental
illness as members of a social group; particularly one that resists normative and psychiatrized ways of
being and shares histories of marginalization, stigma, and oppression. This approach radically attends
to the ways that people construct their own experiences and narratives with mental illness, disability,
and madness, such as through various forms of online participation. Considering mental health, then,
involves understanding how disabled and mad folks construct practices of healing and wellness. This
latter consideration is not within the scope of my dissertation, though I intend to build on this thinking
in future work.
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Current paradigms of mental health (Manderscheid et al., 2010) position the con-

cept as more than the absence of mental illness; situating it, instead, within a continuum

of wellbeing and mental functioning. Mental health is associated with ‘flourishing’ (e.g.,

positive mood and unimpaired functioning) and its absence is associated with ‘languish-

ing’ (i.e., negative mood and impaired functioning) (Keyes, 2002). Silvana Galderisi et

al. (Galderisi et al., 2015) contend that this continuum restricts and excludes a “variety

of emotional states,” as well as “imperfect functioning”. By contextualizing function-

ing and emotions within specific situations and experiences, Galderisi et al. reposition

mental health as “close as possible to human life experience, which is sometimes joyful,

and at other times sad or disgusting or frightening” (Galderisi et al., 2015). I adopt this

framing to acknowledge that flourishing and languishing mental health are situational

and dependent on context.

Mental health and related concepts, such as mental illness, are deeply entangled

with cultural values and priorities. In CSCW and HCI, the disciplines of clinical psychol-

ogy and psychiatry are influential. These approaches to mental illness presume a biolog-

ical (e.g., neurological) or biopsychosocial etiology for illnesses (Sullivan, 2016), which

manifest through symptoms of behavioral deviance from an implicit social norm. Writ-

ing in critical dissent, Szasz reframes mental illnesses as ‘problems with living’ rather

than actual diseases, which have biological markers (Szasz, 1961). This theoretical

approach to mental illness promotes flexible interpretation and change over time. For

these reasons, my own understanding of mental illness is grounded in Szasz’s seminal

work (Szasz, 1961), where mental illnesses are reflective of deviance from a narrow

window of societal standards. Mental illness is produced, in part, from the responses
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of people to it, including actions and attitudes that stigmatize and marginalize peo-

ple living with mental illness. To maintain inclusivity of the various ways individuals

with mental illnesses conceptualize their experiences, I extend my definition to include

clinically diagnosable mental illnesses, as well as self-identified mental illnesses.

5.3. Related Work

Scholars from multiple communities, including human-computer interaction, soci-

ology, communications, and medicine, have studied representations of mental health

and illness. The present analysis brings together these diverse perspectives applied to

analyzing content on Instagram.

5.3.1. Institutional Representations of Mental Illness

Absent personal experience, many Americans receive information about mental illness

through the news media (McGinty, 2017). Mass media representations of mental illness

are particularly vital due to the potential reach of their messaging. Individuals with

mental illnesses are frequently portrayed by the media as dangerous, violent, criminal,

and “fundamentally different from others” (McGinty, 2017; Stout et al., 2004; Wahl,

1995), though anyone may experience mental illness. These unfavorable and inaccurate

representations of psychiatric disorder and neurodivergent experience contribute “to the

stigma and discrimination that represent formidable barriers to treatment and recovery”

(Wahl, 1995). Representations of mental illness produced by the news media often

exclude points of view emphasizing how individuals live with mental illness, navigate

recovery, and manage challenges that arise from stigma.
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In addition to the media, other institutions have shaped public attitudes toward

mental health and mental illness. Traditional medical techniques as well as the devel-

opment of modern technologies have impacted representations of mental health and

mental illness. For example, mental illness may be represented by the countenance

(Bersani et al., 2013), diaries produced by patients (Almeida, 2005), and images of

the brain (Charney et al., 2013; Drysdale et al., 2017). Drawing from psychological

practices, in particular, researchers within HCI have contributed to representations of

mental health and mental illness. Contributions largely take the form of health appli-

cations utilizing self-report or unobtrusive monitoring to track medication adherence,

sleep, mood, steps, and location (Chancellor et al., 2016a; Lee and Hong, 2017; Wang

et al., 2016, 2017a) in order to produce graphs, charts, and avatars (Bardram et al.,

2013; Matthews and Doherty, 2011; Matthews et al., 2015). These examples demon-

strate how mental health and mental illness may be represented, as well as who may

represent them. Often, representations are crafted by particular institutions (e.g., me-

dia, medicine) acting within a set of rules, practices, and values, rather than individuals

living with mental illnesses (c.f., Snyder et al. (2019)).

Art presents an opportunity for individuals with mental illnesses to participate in

personal practices of expression and representation. Art brut, more commonly known

as ‘outsider art’, provides additional context to the analysis presented in this paper. This

genre of art is often created by individuals considered within or beyond the margins of

traditionally trained artists (Maclagan, 2010). Underlying this genre is the implication

of the artist as ‘the other’, individuals unable or unwilling to abide by societal norms

(Parr, 2006) (e.g., institutionalized individuals (Beveridge, 2001; Schrift, 2006; Wilson,
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1992)). The value of art brut comes, in part, from the juxtaposition of art producers

and consumers. Consumers from the mainstream populace may fetishize artists due

to their identities. This can perpetuate stigma surrounding mental illness, disability,

and marginalized communities. I draw parallels between outsider art and social media,

which changes the nature of who can participate in creating these representations as

well as how they are crafted, shared, and interpreted.

5.3.2. Interdisciplinary Approaches to Social Media Analysis

Social media platforms present a shift in how content is produced, consumed, and circu-

lated. Specifically, these platforms provide flexibility in the modes, such as still images,

music, video, and writing, through which posters are able to represent and communi-

cate various content (Johansson and Sternudd, 2015; LeVine and Scollon, 2004a). Nev-

ertheless, traditional methods of social media analysis foreground written modes above

all others (Jones, 2004), thus privileging aspects of written representation and people

employing this specific mode, as well as distorting analysis through a conceptual lens

that views content as monomodal rather than multimodal (LeVine and Scollon, 2004b).

By expanding “beyond linguistic structures” (Jones, 2004), the context for analysis be-

gins to encompass other modes frequently incorporated within posts on social media

sites, such as layout (de Saint-Georges, 2004; Jewitt and Oyama, 2001) and images.

These modes are not restricted to the digital or physical reality surrounding online con-

tent (Jones, 2004). They are also inclusive of private online and offline interactions, as

well as the personal and cultural lenses through which individuals inevitably operate

(Collier, 2001), and may, at times, contradict one another (Van Leeuwen, 2001).
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To understand identity within this multimodal context, I draw from media and cul-

tural studies (Lister and Wells, 2001). Though not always explicitly multimodal, schol-

ars from this discipline incorporate various modes in data collection and analysis. In

doing so, they consider how expressive (i.e., “those that take place as we live” (Lister

and Wells, 2001)) and representational (i.e., those aimed at producing artifacts) prac-

tices intersect and articulate identity. A particular benefit to this approach is the notion

that identity is unfixed and fluid. Further, identity, such as of individuals with mental ill-

ness communicating on Instagram, is established through intertextuality (Van Leeuwen,

2001), as well as multiple modes of representation and expression. In this work, these

modes include, but are not limited to, captions, comments, usernames, liking a post,

hashtags, profiles, private messages, offline discussion, and images. By joining my anal-

ysis of Instagram posts with participant interviews, I combine several modes of expres-

sion to understand the richness surrounding mental health and illness on Instagram.

5.4. Method

This research draws on posts and account information collected manually from In-

stagram, as well as semi-structured interviews conducted with members of Instagram

who share posts related to mental health, mental illness, and related topics (e.g., self-

care, awareness, recovery). My analysis incorporates visual methodologies (Harper,

2012; Rose, 2016) and semiotics (Hodge et al., 1988; Van Leeuwen, 2001) to examine

how individuals express experiences with mental health and mental illness on Insta-

gram.
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5.4.1. Instagram Post Corpus

I assembled an initial dataset over a period of seven days in November 2017, in which

I used Instagram’s search feature to collect more than 3,000 Top Posts and Most Recent

posts from five mental illness-related hashtags (i.e., #depression, #anorexia, #anxiety,

#bipolar, #mentalillness) on Instagram. These hashtags were selected due to their

prevalence or association with hashtags used in related literature (Andalibi et al., 2017;

Chancellor et al., 2016b,d). After accounting for duplicates, my dataset comprised of

2,102 unique posts. I did not remove any posts from this dataset and I also did not seek,

for example, to validate these posts with mental healthcare practitioners, as others have

done (Andalibi et al., 2017; Manikonda and De Choudhury, 2017). Instead, I viewed

all posts in this corpus as potentially relevant to mental illness in a certain context. All

non-English posts were translated approximately using Google Translate.

Due to the impact of circadian rhythms associated with certain mental illnesses (Ab-

dullah et al., 2014; Germain and Kupfer, 2008), I collected data at four points through-

out the day: early morning (12AM to 5:59AM), morning (6AM to 11:59AM), afternoon

(12PM to 5:59 PM), and evening (6PM to 11:59PM). To capture the variability of posts,

I randomized each data collection period within these time ranges. During each data

collection period, I collected nine Top Posts, as well as the 15 Most Recent. At the

time of data collection, all Instagram posts included an approximate timestamp as part

of the post (e.g., 33 seconds ago; April 24; July 21, 2017). Given the popularity of

all hashtags incorporated in my data collection, Recent Posts were collected 5 minutes

within the collection time, and often less. Instagram’s Top Posts for each hashtag are

determined by a proprietary algorithm. As such, I cannot determine what a ‘Top Post’
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truly entails, aside from a rough approximation of popularity, and, instead, used these

posts as an opportunity to collect additional data. Though these posts were collected

within specific time ranges, Top Posts, unlike Most Recent posts, may remain for several

days and were, therefore, potentially posted prior to my week of collection. Posts were

collected manually, in line with Instagram’s Terms of Service, as well as their platform

API’s policy at the time of data collection. Manual collection provided an opportunity to

review each individual post in the data set. This meant that data collection and initial

memoing occurred simultaneously, with the identification of themes beginning the first

day of data collection. I iterated on these themes throughout data collection and when

revisiting posts.

This online corpus provided an initial area of inquiry for my observation of the pre-

sentation of mental illness and related topics on Instagram. Over six months, I expanded

upon these initially collected posts by examining co-occurring hashtags (e.g., #prore-

covery, #secretsociety123, #mentalhealthawareness) and accounts within my dataset,

including those of individuals who shared posts, as well as those who commented on

and liked posts. I continued in this way, traversing through accounts, posts, and com-

ments that were not collected during the initial data collection period. I decided during

this time, as well, to include hashtags, posts, and accounts who actively promoted men-

tal health and wellbeing to broaden my scope from mental illness alone. Collection was

not intended to be exhaustive or comprehensive. Themes identified during this process

(e.g., remix and recycling of images, similarity of visual styles between mental health

and mental illness, perceptions of support) guided participant interviews, which in turn
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guided further data collection and iterative development of the findings discussed in

this paper.

5.4.2. Interviews and Photo Elicitation

After beginning analysis of the online corpus, I conducted semi-structured interviews

with 14 adults who post about experiences related to their mental health and mental

illness on Instagram (ages 22 – 36; M = 27 years; 11 female). During the time of

the interview, several participants were attending counseling sessions with a mental

health practitioner or taking prescribed medication. Others had, in the past, received

care from a physician to address aspects of mental health or mental illness. Still others

described experiencing a mental illness (i.e., depression) without seeking care. Par-

ticipants indicated experiences with anxiety, including panic attacks, depression, and

eating disorders. At the time of the interview, no participants self-reported practicing

self-harm or experiencing suicidal ideation. Per my approved research protocol, I did

not interview individuals who self-reported currently practicing self-harm or experienc-

ing suicidal ideation, though posts and accounts related to these topics were analyzed

as part of my larger Instagram dataset.

The team for this research study included a mental health consultant (i.e., art thera-

pist and licensed counselor by training). This team member’s information was included

on the consent documentation and participants were informed they could contact her at

any time. Were any of the participants to start discussing present practices around sui-

cidal ideation or self-harm, the interview would have promptly ended, and the study’s

mental health consultant would have reached out to them in accordance with her own
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set of practices and my IRB protocol. Additionally, per my IRB, I sent a document of

mental health resources (e.g., helplines, practitioner locators) and the study’s consent

documentation to participants prior to the interview.

Following the identification of themes of interest from the post dataset and subse-

quent online observation, I recruited participants through websites, such as Instagram,

Craigslist, and word of mouth. Though I recruited from Instagram, to my knowledge,

none of my participants came from posts or accounts in my online dataset. Like many

qualitative studies, self-selection was a limitation to my sample. However, I do not

believe this reduces the importance of this work. It has provided an opportunity to

understand Instagram and mental health and mental illness from an angle that is un-

derrepresented. Though my corpus contains content from people around the world, I

only interviewed individuals currently living in the United States. Participants received

a $20 Amazon gift card following the interview.

I conducted semi-structured interviews through phone calls and text-based mediums

(e.g., email). Though not preferable, interviews through text allowed me to reach peo-

ple who were otherwise put off by in-person interviews and phone calls about a high

personal topic. Prior to the start of the interview, the researcher clarified their role as

a human-computer interaction professional and not a mental health practitioner. Dur-

ing the interview, I focused on how participants used Instagram to express experiences

with mental health and mental illness. I did not delve into specific experiences with

mental illness or reasons for those experiences; instead, I asked participants to pro-

vide me with context regarding their relationship with mental health and mental health

‘conditions’. My interview protocol was tailored to Instagram posts, including images,
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captions, hashtags, and comments, as well as Stories, a feature on Instagram that al-

lows people to share content for up to 24 hours. When possible, participants shared

their Instagram accounts prior to the interview. Barring this, due to concerns of privacy

and feelings of anxiety or discomfort, participants shared screenshots of specific posts

or simply described mental health and mental illness related posts during the interview.

I used photo elicitation to review individual posts (3-7 per participant) and asked ques-

tions in the context of each post (Harper, 2012). I asked participants about the types

of mental health and mental illness expression they engaged with, including mediums,

modes, and processes (i.e., how posts were produced), and audience. Interviews lasted

approximately 30 minutes and were audio recorded and transcribed for data analysis.

All participants used Instagram regularly, though some preferred to share their ex-

periences through Instagram Stories, rather than traditional posts. None of the partici-

pants interviewed had an Instagram account dedicated solely to mental health or mental

illness. Most maintained personal accounts that included posts about events (e.g., con-

certs), scenery, and family, as well as topics related to mental health and mental illness.

When participants did share about their experiences with mental health and mental

illness, they represented their experiences in a multitude of ways, including sketches,

memes, inspirational quotes, and music. My participants maintained public and private

accounts. When the account was public, the participant would typically share the name,

so, during the interview, both researcher and participant could review content at once.

Several participants gave consent for the researcher to temporarily follow a private ac-

count. The researcher stopped following the account immediately after the interview to

maintain the participant’s privacy.
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5.4.3. Data Analysis

Data analysis followed a constructionist grounded theory approach (Charmaz, 2014),

where I worked with my co-author to develop emergent themes through iterative cod-

ing, memo writing, and constant comparison of data to emerging concepts. Themes

were first identified through Instagram posts and accounts acquired during data collec-

tion in November 2017 and subsequent online observation. These themes were used

to inform interviews, which, in turn, informed additional online observation and Insta-

gram data collection. The research team met frequently to discuss emergent concepts

in Instagram and interview data. The interview protocol was also iteratively revised

to guide sampling, as well as refine particular concepts of interest. My analysis in-

corporates practices within critical visual methodologies (Harper, 2012; Rose, 2016),

semiotics (Hodge et al., 1988; Van Leeuwen, 2001), and multimodal discourse analy-

sis (LeVine and Scollon, 2004a,b) to examine how modes of expression (e.g., visual,

textual, and oral), as well as social interactions, context, and practices of content pro-

duction, affect and are affected by community norms and attitudes surrounding mental

health, mental illness, and related experiences.

5.5. Findings

My analysis illustrates that individuals use a variety of practices and the features

of Instagram to make experiences with mental health and illness visible to others. I

find that mental health and mental illness are interrelated and have flexible, ill-defined

boundaries. Further, I observe the emergence of practices and norms around content

reposting and remix.
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5.5.1. Visibility and Signaling of Mental Health and Illness

Central to my analysis is the question of how individuals make their experiences with or

attitudes toward mental health and mental illness visible. Participants in my interview

cohort and individuals within my Instagram post corpus use features associated with

Instagram posts (e.g., pictures, captions) and account pages (e.g., profile information)

to make their experiences with mental health and mental illness visible, as well as signal

these experiences to particular audiences.

I find that self-expression involves recording components of mental health and men-

tal illness (e.g., digital traces of behavior, physical changes and scars, emotion) and

re-instantiating these elements in new ways. While some aspects of mental health and

illness are inherently visible (i.e., weight loss or gain, scars from self-harm), others

are not (e.g., depression, anxiety). Individuals make invisible or overlooked aspects of

mental health and mental illness visible through different modes; frequently visual and

textual. Some posters within my Instagram corpus, for example, posted screenshots

from fasting applications, such as Vora, to demonstrate time without eating. Other in-

dividuals within my online corpus, as well as interview informants, posted inspirational

quotes and uncaptioned visual content. P2 shared an uncaptioned picture with the

text, “No matter what knocks you down, get up and keep on going.” There is no explicit

mention of mental health or mental illness within this post; even the visual content is

sparse, displaying the silhouette of a hiker in gold and grey. Yet, P2’s description of

the post is thoughtful and deeply personal: “I stopped talking to people. I just isolated

myself, but then, you know, when I started feeling good about myself. . . . I still keep going

no matter how I feel these days. . . So, even if I’m feeling really sad and don’t feel like doing
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anything, I still get up, you know, and keep going. And just always hope for a better day.”

P2 demonstrates how the visual content of this post was used to make certain invisible

facets of mental health and mental illness visible.

Similarly, P5, who discussed mental health primarily through self-care and wellbe-

ing, shared a post in which she had just emerged from the ocean in winter, “freezing but

fulfilled.” The picture was taken on the last day of a wellness retreat, where she was

“trying to test the boundaries between self-care and pushing yourself out of your comfort

zone a little bit.” There is no explicit link between the post itself and mental health or

mental illness, demonstrating that these concepts cover a broad spectrum of content.

However, even when individuals represent their experiences with mental health and

mental illness, their relationship to these concepts may not be apparent to an external

audience or followers on Instagram.

Interview participants reported infrequently including captions or hashtags to con-

textualize visual content or signal a direct relationship to mental health or mental ill-

ness, typically due to internalized stigma surrounding undesirable attention-seeking be-

haviors. Many posts within my Instagram corpus, however, did include textual content

related to mental health or mental illness, such as captions, usernames, hashtags, and

profile information. In a post intended to “build awareness of post-partum depression,”

one individual in my post corpus shared two images. In the first picture, she’s smiling.

Her baby’s head rests on her shoulder. In the second picture, the composition is much

the same. However, in this picture, the poster isn’t smiling. Her face is straight, convey-

ing, perhaps, sadness. The first picture is what she “wanted to post on Instagram. . . but

the next pic shows how I really feel.” In this post, the individual addresses the invisible
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nature of postpartum depression, making her experience visible through images, cap-

tions, and hashtags. Through the use of two disparate and juxtaposed images, as well as

#postpartumdepression, she potentially signals to others her belonging within a specific

community or association with a specific experience (American Psychiatric Association,

2013; Andalibi et al., 2017). Making elements of mental health or mental illness visible

is not necessarily dependent on any single component of a post, but, rather, the specific

construction of elements.

I learned of other factors that make visible and signal elements of mental health and

mental illness, such as offline social contacts’ personal knowledge about an individual

and an individual’s commenting behavior. P4, who experiences anxiety, discussed a

picture of herself on the beach, commenting, “I was able to go to California, and took a

picture of myself feeling completely serene at the beach. It was awesome. And I actually had

people that know me that were like, ‘Oh my gosh, you look so much more relaxed.”’ The

picture records a specific moment showing a woman on a sunny beach. P4’s experience

with anxiety relief and wellbeing was only visible to individuals who know her well.

Personal experience and attitudes are also revealed through what individuals comment

on others’ pages. For example, commenting on a post in my Instagram corpus where an

individual talks about their experience with overbearing parents and bipolar disorder,

one individual said,“Early prevention is so important. I had to deal with helicopter parents

and bipolar disorder, as well, and it was frustrating at times.” Though this individual

mentioned personal information in this comment, they do not make this experience

with mental health or illness visible – at least to me, as a researcher-outsider – on their

own account.
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Across my interview data and online observation, I found that individuals constantly

negotiate the visibility of their experiences with mental health and illness in their posts

(and other platform contexts, such as profile information), particularly given negative

societal perceptions of mental illness and the features and norms of this particular tech-

nical platform (e.g., ability to report or block posts and accounts). These examples

begin to draw out how socially held views of mental health and mental illness affect the

ways in which individuals create and share content.

5.5.2. Claiming a Relationship with Mental Health and Mental Illness

Rather than presuming a connection with mental health and illness or viewing visibility

and signaling as self-disclosure (Andalibi et al., 2017; De Choudhury et al., 2017), I an-

alyze the ways people position themselves and their expressions with respect to mental

health and mental illness, thus ‘claiming’ – or not – mental health and mental illness as

part of their identity.

For many individuals, establishing an ‘objective’ or explicit relationship to mental

health and mental illness is not necessarily a goal. P2 mentioned, “people can get their

own interpretation. You can read the same thing. Everybody can read the same thing and

get a different meaning.” This participant, like others in my sample, did not frequently

caption pictures or use hashtags to contextualize or signal the relationship of a post

(e.g., text or visual content within a post) to mental health or mental illness. Another

participant, P13, described her expression related to mental illness as “suggestive,” due

to her tendency to err on the side of distancing her experiences with anxiety and Major

Depressive Disorder from content shared. For example, in a post on her account page,
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P13 shared a picture of a bouquet of bright, yellow sunflowers. In addition to the

picture, she wrote, “Hey I completely forgot world mental health day but here’s some

flowers for all u out there struggling with annoying inner demons (fuck them). It’s okay

if you’re not okay. You’re awesome and loved.” There is a connection to mental health

within the caption (i.e., support for others), as well as mental illness (i.e., “annoying

inner demons”), but P13 does not use this post to claim a personal relationship with

mental illness.

Frequently, the textual content of a post may clarify a post or individual’s relationship

or claim to mental health or mental illness. However, it can also have the opposite

effect (Van Leeuwen, 2001). In the literature, scholars discuss how visual content,

captions, and hashtags may be incongruent (Pater et al., 2016a). While this is one

interpretation, my data offers another: individuals carefully craft posts to present a

particular relationship with respect to mental health or mental illness. This is a strategic

part of negotiating online spaces. P3, for example, does not make any explicit claims

regarding her personal experience with mental illness in her Instagram posts despite

living with anxiety and depression. She, instead, crafts her posts using humor, an upbeat

tone, and nonsensical hashtags to present a relationship with mental illness that is “kind

of humorous. . . like, not take my posts too seriously.” In one post, P3 described how she

“had so many things to do, and I just did not feel good, and I wanted to do nothing at all,

and just kinda be depressed all day. But I picked up my guitar and that helped me so much.”

In the post’s video, P3’s sitting in front of the camera, playing her guitar, she sings, “I’m

getting tired; getting the soul sucked out of me.” Though she made her experiences with

mental illness visible as a way to help her “get in touch with my feelings,” her personal
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relationship with mental illness is presented to others within the context of a cheerful

caption (i.e., “I wanted to hide in my blankets because of the amount of things that need

to be done. But then i picked up my guitar. Good therapy session!”) and hashtags (i.e.,

#haha).

Relationships with mental health and mental illness are not only constructed through

Instagram posts, but also the surrounding context (e.g., followers, additional posts, pro-

file information). Previous work on Instagram and mental illness tends to focus on the

post as the unit of analysis, potentially missing this additional information. For exam-

ple, an account in my post corpus wrote in their profile that they are “RECOVERING

since” the early 2000s. Another individual from my Instagram corpus, in their profile,

mentions, “Don’t report, just block. I’m receiving help. Not supporting eating disorders.”

Context surrounding the person, rather than just a particular post, contributes insight

to their relationship with mental health and mental illness. Further, many individuals

within my Instagram post corpus incorporate words related to mental health and men-

tal illness, such as “bipolar”, “depressed”, and “recovery”, within their username (e.g.,

bipolar.pixie.dreamgirl4, depressed daveth). This seems to directly claim mental health

or mental illness as a part of identity or, at the very least, online presentation. Under-

standing usernames, in addition to how individuals carry blocks of hashtags through

posts, may aid in understanding the different ways people on Instagram claim a rela-

tionship to mental health or mental illness.

Although individuals carefully construct their posts and their relationship to men-

tal health and illness, the presentation of their expression may be misinterpreted. One

4Anonymized usernames. At the time of writing this paper, neither example username was in use on
Instagram.
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individual in my Instagram corpus, for example, posted a greyscale image of an individ-

ual pulling down their shirt, their legs covered in scars. This image depicts self-harm

without advocating for or claiming the activity. Accompanying the visual content is a

caption that reads, “My old account was deleted. It was apparently violating terms by

promoting self-harm, which I would never do. I post pictures to vent. Whenever I get sent

pictures or anyone asks how to do it, I tell them to stop cutting. Then I tell them how

to prevent infection. If you don’t like my posts, just block me. Don’t report me #cutting

#depression #selfharm #suicidal #ana.” This example is rare; many of the posts shared

by this individual only include hashtags. One interpretation might be that this individ-

ual is self-harming or pro-self-harm, but that may not be the case. Bound up in the

interpretation of content is an assumption that an individual’s posts are indicative of

current practices and thus current mental health status. Individuals who have prac-

ticed self-harm in the past, however, may post pictures of those past activities. While

this might indicate current negativity in mental state, it does not necessarily indicate

current physical harm. Nevertheless, in analyzing these images, there is a tendency to

assume a temporal relationship between the content and an individual’s current state:

what the individual is posting is a reflection of what they are experiencing in the here

and now. This may or may not be the case. We see this assumption, along with the

implicit classification of an illness state, at work when systems react to an individual’s

post with an offer of help and mental health resources, or by removing the post and,

potentially, disabling the account.
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5.5.3. Mental Health and Mental Illness as Interrelated Concepts and Experiences

In Western thought, binary opposition refers to related concepts that, while theoreti-

cally opposed, support the context of meaning for one another (Bracken and Thomas,

2010). For example, in colloquial dialogue as well as academic discourse, illness and

health are often juxtaposed. This binary opposition further invokes others (e.g., deviant

and normal, bad and good) that carry through in the way we discuss these concepts in

the literature. Many studies of mental health and mental illness on Instagram, such as

those related to eating disorders, emphasis mental illness. While prior work acknowl-

edges recovery and associated facets of health (Chancellor et al., 2016c; Manikonda and

De Choudhury, 2017), there have been few studies that fully integrate mental health

and mental illness in a holistic analysis. Instead, a common convention is to categorize

communities in ways that position one group in illness (e.g., ‘pro-harm’) and another

in health. For example, prior work examining eating disorders online often discusses

communities in the context of ‘pro-ED’ (eating disorder) and ‘pro-recovery’. Even when

researchers acknowledge content similarities between these two groups, the stereotyp-

ical differences are still foregrounded. I have observed these communities and types of

content and view them as more entangled than classification permits. Specifically, I ob-

served content within my Instagram corpus and from informant reports that challenge

these traditional dichotomies and presents, instead, blurred boundaries between health

and illness, and related concepts.

As a prime example, content related to food (i.e., food diaries) has been linked to

individuals with eating disorders (Manikonda and De Choudhury, 2017; Pater et al.,

2016a) but also to individuals currently navigating recovery and maintaining certain
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wellbeing or fitness practices (Chancellor et al., 2016c; Manikonda and De Choudhury,

2017). While some individuals in my post corpus provided additional context in re-

lation to food, such as captions discussing recovery or restricted caloric intake, others

simply wrote, “Breakfast.” One individual, with a sparse comment of “breakfast” and

no accompanying hashtags posted a picture of a bowl of sliced bananas and peaches.

The bowl, tinted turquoise, but otherwise transparent, rests on a white table. Without

additional context, this post may not seem related to eating disorders or recovery from

eating disorders. However, other posts shared by this person offer insight. As indicated

by a post shared four days following the one about breakfast, the individual mentioned

feeling “so mad” because they were “doing good, 600 calories a day for the past week,

but I binged yesterday.” Between these two posts are not only four days, but also three

other posts, all of which contain captions regarding caloric intake, although only one

displays actual food. Without a deeper understanding of the individual, here provided

by captions on other posts, the post about breakfast seems unrelated to mental illness

and difficult, when standing alone as an individual post, for even human analysts to

interpret as healthy or illness-related eating practices.

My analysis calls into question whether strict classification should be the prevailing

empirical goal for research in CSCW. As illustrated by the breakfast example, mental

health and mental illness on Instagram share a surplus of similarities. For example,

body comparison posts are found within eating disorder and recovery content, as well

as fitness accounts. (Pater et al., 2016a) notes that this “ED journey” archetype is par-

ticularly popular as a mechanism to track progress toward a goal weight. However, in

my sample, I also note that this trend is visible in discussions of recovery.
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In addition to thematic and compositional similarities, I observed that style often

carries across posts related to mental health and mental illness. For example, while

(Pater et al., 2016a) describes the high occurrence of black and white imagery in eating

disorder communities, and (Manikonda and De Choudhury, 2017) comments on high

contrast as a visual signature of mental illness-related content, individuals discussing

their experience with recovery, as well as people just following a certain visual aesthetic,

also make use of similar visual styles. One individual in my post corpus, for example,

posted a black and white image of her wrist; curving, black text creating a tattoo of her

children’s initials. In the caption, she discusses being “nearly recovered from postpartum

depression.” Posts related to recovery portrayed in greyscale are not uncommon on this

individual’s account. Just as community boundaries are porous (Andalibi et al., 2017),

so are the means of visual communication and expression.

Posts may also straddle and deconstruct the conceptual line between mental illness

and health. In one post, a solid stack of five pancakes rises on a white plate. Each layer

of pancake is separated by an additional layer of sliced strawberries and syrup. On top

of the stack, a generous heap of whipped cream, chocolate shavings, and additional

strawberry compote. In the caption, the poster discusses the concept of partial or half

recovery. They write, “If you’re recovering within the safety of your eating disorder, you’re

not actually recovering. This is a state of half-recovery. We can look like we’re recovering,

even when we’re counting our calories and unwilling to eat ‘bad’ foods. #anorexiarecov-

ery #fightingmentalillness #foodisfuel #eatingdisorder, #mentalillness.” Supporting this

concept of half-recovery, another poster shared a post picturing a large plate of penne

pasta. While the image of the post, in conjunction with the hashtags (e.g., #recovery),
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underlie an assumption that the food will be eaten, the caption mentions otherwise,

indicating that the hurdle overcome was ordering the food, rather than eating it. Fur-

ther yet, profiles from multiple accounts include lines such as “attempting recovery,” and

“relapsing. . . trying to recover.”

These examples demonstrate how mental health and mental illness co-exist within

experiences. In some instances, mental health actually seems to mediate experience

with mental illness (e.g., during recovery and relapse, in particular); illustrating the

interconnectedness of these experiences. Additionally, the posts above demonstrate

how recovery is not a straightforward, linear process. The concepts of recovery and

relapse assume directionality and binary states, moving from worse to better or better

to worse. In my data, I found a richer negotiation between the experiences of health

and illness, recovery and relapse. As I argue throughout this section, mental health and

mental illness can be difficult to distinguish from one another. At times, the goals of

distinguishing and categorizing may also be unproductive. Instead, attending to the

emergence of visual patterns and content over time provides insight into cultural norms

among these communities, as well as what is meaningful for people who post about

experiences with mental health and mental illness online.

5.5.4. Reposting and Remix as Community Participation

Prior analyses of mental health and mental illness on Instagram call attention to the

particular attributes and aesthetics of visual content, aiming to visually distinguish and

cluster content based on categories of mental illness grounded in clinical interpretations

of experience. Yet, little is known about the emergent norms of how people generate
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and share this content. Within my interview cohort, many of my participants described

practices that are reminiscent of recycling and remixing, which others have studied with

respect to online, creative communities (Fiesler et al., 2015) and plagiarism detection

(Gruner and Naven, 2005). Understanding Instagram data as recycled and remixed

has implications for how we analyze online interactions. In particular, these practices

imply an information flow from one person or community to the next. This means

we cannot simply treat an individual post as belonging to a single individual and we

cannot assume the content, particularly visual content, originated with that poster. The

notions of recycling and remix are also important because they are a form of community

participation, in which members abide by certain social norms (e.g., content attribution,

expected post novelty).

While reposting images from Instagram and other platforms was a common practice

within my dataset, carrying over associated hashtags and captions was not. This may be

a limitation of platform sharing features or indicative of the online sites that individuals

tend to use for content appropriation (e.g., Google Images, Reddit). Additionally, in

the context of the images selected, many of my participants preferred for their reposted

content to standalone (without caption or hashtags) and speak for itself, potentially due

to the text embedded in many of these reposted pictures.

In my Instagram post corpus, however, I observed ways that reposted content can

acknowledge an earlier source (e.g., tagging another account in a post, linking to the

individual’s account in the caption), though not all reposted content is clearly attributed

as such. For example, participants in my interview sample did not tend to attribute vi-

sual content to a source. Some, such as P12, went to lengths to avoid attribution, lest
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they repost from an account they did not know personally or an intimate moment with

which a friend did not want to be publicly associated. Several accounts I observed dur-

ing my digital ethnography, particularly those posting thinspiration (Ghaznavi and Tay-

lor, 2015; Lewis and Arbuthnott, 2012), did not attribute sources to reposted content.

They did, however, frequently include a blanket statement in their profile to indicate

that pictures were not theirs or of them (e.g., “no pics are mine”, “not mine”, “not me”).

One account in my Instagram dataset reposts images of thin, feminine individuals, fre-

quently in bathing suits and lingerie. While some pictures include faces, many posts

feature tight shots on specific body parts, such as abdomens and thighs. The only text

associated with each post is a block of hashtags (e.g., #skinny, #pretty, #anorexiarecov-

ery, #fat, #hate, #like4like) that differs little from post to post, and does little to claim

or deny personal association with or ownership of any of the visual content. However,

similar to other accounts that I saw on Instagram during my digital ethnography, this

individual’s profile mentions that “None of these pictures are mine.” The phrase comes

just before request to “just block” rather than report, and a goal weight of 46 kilograms

(approximately 100 pounds). I noticed similar language on other accounts, as well;

potentially indicating how these statements may be used by members of a community

to negotiate how a relationship with mental illness is claimed.

Cultural artifacts, such as advertisements and internet memes, also influence how

people make their experiences visible, creating a form of remixing and appropriation of

visual content, aesthetics, and practices. Several of my participants described creating

their own memes, though most tended to strictly repost this type of content, if they
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found it relevant. Some accounts collected with my Instagram corpus, however, sub-

sisted entirely on memes. One individual within this post corpus created many of the

memes displayed on their page, as indicated by several captions, including, “I spent a

few hours making mental illness memes. Here you go,” and “This is one of the new memes

I created today.” As another practice, posts associated with eating disorders (e.g., living

with and recovery from) in my Instagram post corpus often include pictures showcas-

ing side-by-side comparisons of an individual’s body. Typically, these posts are done in

a before and after format, where the left side of the picture incorporates a picture of

a previous body, and the right side of the picture is demonstrative of the current one.

Many types of advertisements, from wrinkle creams to diet plans, employ this side by

side comparison. However, embedded within this structural trope in the context of bod-

ies is not only an element of time and progress, but a value judgement, where the after

portion of the image is framed as desirable. This type of format is not uncommon for

individuals with eating disorders, as well as those recovering.

P01 relied on a similar facet of remix when creating one of his Instagram Stories.

P01 created, “one of those lifeline, I’m not sure, medical images,” which resembled a

heart-rate visualization to convey his experience across a particular morning (i.e., “But,

it was inspired because I was actually having a really great morning, and, midday, I got

a text from my mom that my uncle passed away”). Remix does not necessarily involve

digital or physical materials. It may, instead, involve concepts, compositions, and styles

(Feuston and Lindley, 2018). For example, participants discussed using Instagram fil-

ters to imitate styles they felt could express mental health and illness. P13 used the
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Instagram application to put a blue filter over a picture of herself because she asso-

ciated blue with depression, and P12 talked about how the black background of one

repost was stylistically reminiscent of struggle. Based on my analysis, I cautiously write

that certain visual signatures (Manikonda and De Choudhury, 2017) do seem to exist

within mental health and mental illness visual content. I am hesitant to include an em-

phasis on aesthetics, however, because mental illness is not a style (Tatum, 2013). In

considering aesthetics, we also need to be aware of how style and content evolve over

time through community practice, draw on other cultural artifacts, and may or may not

implicate a relationship to mental health or illness. These later aspects are those we

should aim to center in future work.

5.6. Discussion

Interpretation of mental health and mental illness is shaped by lived experience and

intertwining influences of traditional, current, and cross-cultural artifacts, media, and

technology. Without reducing the importance of understanding how individuals express

mental health and mental illness, I address and reflect on the theoretical underpinnings

implicit in interpretation of these expressions. How we interpret content affects the

research enterprise. Though themes and styles may cross domains (e.g., religion, art,

medicine, media), they do not necessarily carry with them consistent meaning. A visual

representation of an apple might reference certain cultural symbolism, such as ‘the fall

of man’ or the apple of discord, or simply record a type of fruit. Below, I discuss insights

from my analytic approach to inform mental health and mental illness research con-

ducted on social media, as well as ethical considerations for this avenue of scholarship.
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5.6.1. Beyond The Coded Gaze: Insights for Research

Berger, in Ways of Seeing, states: “The way we see things is affected by what we know

or what we believe” (Berger, 2008). For this reason, my approach to examining ex-

pression of mental health and mental illness on Instagram frames social media content

as a site “at which many gazes or viewpoints intersect” (Lutz and Collins, 1991). This

intersection of gazes complicates interpretation of expression. There are many ways

to interpret the same post. However, this diversity of interpretation is not sufficiently

addressed in the current literature. Mental health and mental illness scholars often

study Instagram and similar platforms from a biomedical perspective, which assumes

objectivity and erases the researcher as an important conduit through which analysis

occurs. A similar objectivity is applied through content analysis and machine learning

algorithms, which emphasize representative domains of content (i.e., classification and

frequencies of values) over the potential multiplicity of content meaning (Van Leeuwen,

2001; Van Leeuwen and Jewitt, 2001).

To revisit the approach to mental health and mental illness within CSCW, I return to

the coded gaze. I describe how the coded gaze takes a particular approach to interpret-

ing mental health and mental illness-related content, and how this approach influences

technological development and practices, such as those related to content moderation

(Chancellor et al., 2016d) and health interventions (Chancellor et al., 2016a; De Choud-

hury et al., 2016). In my discussion of the coded gaze, I incorporate research from

media and cultural studies, which recognizes “that ‘looking’ is always embodied and

undertaken by someone with an identity. In this sense, there is no neutral looking”

(Lister and Wells, 2001). In addition to reflecting researcher and dataset biases, the
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code gaze, as an analytic tool, carries certain systematic expectations, analytic commit-

ments, and supportive practices (i.e., data collection). Here, I call attention to three

assumptions underlying the coded gaze and ways to address them.

5.6.1.1. The Assumption of Generalizability.

Methods of data collection impact how we come to interpret data. Though these meth-

ods are not necessarily analytic, they support the analytic practices that follow. The

prevalence of certain collective practices advances the agenda of machine learning tech-

niques and content analysis through unquestioned systematic prioritization of large, and

largely independent, quantities of data (i.e., millions of Instagram posts) and strictly

observable attitudes and behaviors. A common practice amongst CSCW and HCI re-

searchers, including the present study, involves relying on keywords (e.g., #depression,

#secretsociety, #eatingdisorder) to collect data. Collecting data through this method

assumes that hashtags, more so than any other element of a post, account, or person,

index a relationship to mental health and mental illness. My findings demonstrate that

expression of mental health and mental illness is a more nuanced practice. An indi-

vidual’s relationship with mental health and illness can be tenuous, ill-defined, and

under active negotiation. Sampling on certain hashtags or keywords excludes individu-

als, such as many of my interview participants, who do not engage with certain modes

of expression or signaling practices on Instagram, and inadvertently inscribes a non-

relationship with mental health and mental illness to their online content. We must be

mindful and accountable to the ways our practices of data collection imprint relation-

ships and impact post inclusion. Practices of data collection must consider the unit of
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analysis; most standardly, the post. Though this includes multiple modes of expression,

it assumes independence from other data points, including those produced by the same

account, and disregards an individual’s grander context, such as profile information and

surrounding posts.

Assumptions during data collection carry through to data analysis. The coded gaze

frequently examines posts against a checklist of relevant codes or features. This prac-

tice neglects the idiosyncrasies of a post. Instead, a limited number of elements are ab-

sorbed into representative domains of content, which implicates a relationship between

frequency of observable behavior and importance of meaning and dehumanizes indi-

viduals in favor of population-level descriptions. These population-level descriptions

are then applied to entire communities of individuals online in the form of technolog-

ical ‘solutions’, including content moderation. Data collection techniques that shift the

unit of analysis from the post to the account, such as the digital ethnography employed

in this work, or to the community, as well as methods that prioritize a multimodal

approach during data collection, provide complementary perspectives to existing liter-

ature that could support new understanding of this topic and avenues for technological

development.

5.6.1.2. The Assumption of an Objective Record.

At present, the theoretical assumptions underlying the coded gaze do not support un-

derstanding how the meaning of recorded content may change over time or differ de-

pending on the timeline of posting or viewing. Additionally, individuals’ relationships

with mental health and mental illness may not be observable through recorded, public
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activities, such as posting, commenting, and liking. Though analytic methods drawing

from the coded gaze might recognize content related to self-harm, such as pictures and

associated hashtags, machine learning and content analysis are less helpful in exam-

ining meaning and significance, particularly given how these concepts shift over time

and across social and cultural contexts. For example, individuals may post previous

instances of self-harm or repost content related to the practice to manage their own

impulses (e.g., as a coping mechanism), rather than to indicate current practices or

support for harmful behaviors. Additionally, individuals employ multiple and ‘secret’

accounts to negotiate how they express and claim (e.g., signal, make visible) their rela-

tionship with mental health and illness (Andalibi et al., 2017). Whether people operate

accounts in parallel or create new ones following the ban of an old one, use of these

accounts merits further consideration.

The coded gaze predominantly relies on content as it has been recorded, rather

than how it may be interpreted in a variety of ways. Given the frequent discussion

of health interventions as a desirable outcome of research involving social media and

mental illness, there is an implicit assumption that social media content is an objec-

tive record of truth. However, a long history examining the interpretability of written

texts and, in particular, images demonstrates otherwise (e.g., (Goodwin, 1995; Harper,

2012; Van Leeuwen and Jewitt, 2001)). In my findings, I describe how posts can seem

to record one thing (i.e., inspiration, motivation), but actually represent a different

concept entirely (i.e., loneliness, challenges to mental health, experiences with mental

illness). The coded gaze disregards that elements of a post may not represent what they
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seem to record and, as such, does not support interpretability of content or acknowl-

edgement of intersecting viewpoints. By considering multiple viewpoints or gazes dur-

ing data interpretation, such as those provided by posters (i.e., via interviews, photo

elicitation), the assumptions implicit in the coded gaze may become less central to how

data in this space are analyzed and used to inform technology and platform policies.

5.6.1.3. The Assumption of Classification.

The coded gaze assumes that data is classifiable, and that classification is a desirable

empirical outcome, within a determined set of researcher- or machine-created labels.

Though beneficial in certain contexts, classification reduces the holistic nature of the

data being analyzed, and creates bounded, potentially artificial ways of seeing content,

behavior, and practices. In this paper, I describe ‘mental health and mental illness’ to

equally acknowledge and emphasize the complexity and multiplicity of human experi-

ence. Individuals move between mental health, mental illness, recovery, and relapse in

parallel and with fluidity. My findings demonstrate that individuals practicing self-care,

raising awareness of mental health and mental illness, trying to recover, and living with

mental illness share similar visual content, composition, and style, as well as captions

and hashtags. Black and white filters, employed by individuals posting about self-harm,

are also used by those discussing recovery from post-partum depression.

Classification is applied to certain facets of content, such as ‘deviant behavior’, ac-

count trajectories of mental illness (Chancellor et al., 2016a; Tsugawa et al., 2015),

likelihood of recovery (Chancellor et al., 2016c), and practices of disclosure and sup-

port (Andalibi et al., 2017). Outcomes of this research have many valuable applications.



148

However, as researchers, we must consider the ways that we exploit public content to

demonstrate that certain people, such as those sharing mental illness-related content

online, are ill or somehow deviant from the norm (Lazar et al., 2018; Parr, 2006).

Classification of content may not align with how an individual conceptualizes and ex-

periences their own identity. Individuals sharing eating disorder content online do not

necessarily identify as pro-eating disorder. While group distinctions support our abil-

ity, as a community of researchers, to discuss mental health and mental illness, they

implicitly assume categorical associations that may be inaccurate or harmful when per-

petuating stereotypes. We should, instead, step back a moment to understand how indi-

viduals negotiate expressing experiences, signaling experiences to others, and claiming

relationships with mental health and mental illness.

5.6.2. Ethics and Responsibility

As other researchers have addressed, there are ethical concerns involving the use of

public social media data as well as interviewing individuals who may have mental ill-

nesses (Andalibi et al., 2017; Chancellor et al., 2017; O’Leary et al., 2017). I reflect on

these issues here as a way of continuing this discussion within CSCW.

Reviewing content previously shared to Instagram can be evocative and emotional.

However, this content formed an essential part of my methodology for informants and

for researchers. As a researcher, I was mindful of potential feelings of anxiety or dis-

comfort, or triggering experiences, when I asked informants to review their Instagram

account and recent posts. Although participants tended to have positive discourse, some
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addressed feelings of anxiety and depression, as well as hesitancy to share posts or ac-

count information. In addition to participant comfort and wellbeing, my co-author and

I attended to how the research team managed the emotional aspects of this research.

Reflexivity is central to an interpretivist approach, and through this process, researchers

were attuned to their own emotional state (Moncur, 2013; Wolters et al., 2017). As

part of a research team, I also discussed, reflected on, and memo-ed regarding how

my experiences and attitudes toward mental health and mental illness influenced my

interpretation of the data. For example, when one researcher sees emotional pain in

a particular post or account, another may, instead, see objectified bodies (Fredrickson

and Roberts, 1997). The reflexive practice of qualitative research resonates with schol-

arship in critical algorithm studies (Diaz et al., 2018; Friedman et al., 1996), in which

positionality and interpretation are central to questions of how algorithms are designed

to interpret human experience.

As a research community, we must also consider the ways in which we represent the

individuals who contribute to our data analysis. We should question the ethics involved

in using personal content to draw conclusions about an individual’s mental health or

mental illness without their expressed knowledge or consent. By classifying individuals,

we may apply incorrect and harmful labels that reinforce negative community stereo-

types and introduce the potential for new risks. Drawing on the history of outsider art,

which includes many artists with mental illness, we can observe how sensationalizing

artifacts because the creator’s experience lies outside of the mainstream can ultimately

reinforce stigma and negative views of mental illness. However, the tension between

communicating research and avoiding sensationalizing these individuals’ experiences
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begs the question: what does it mean for a paper reliant on visual content and asso-

ciated practices to not include images? This is an ethical and methodological question

that, as a community, we have yet to resolve or standardize in terms of practice.

Finally, it is worth noting that the findings and recommendations detailed in research

on mental health and mental illness may be put into practice by other academics, corpo-

rations, and professionals. In light of abuse and misuse of machine learning and artifi-

cial intelligence applications (e.g., facial recognition (Bowyer, 2004; Brey, 2004), crim-

inal sentencing (Angwin et al., 2016; Crawford and Calo, 2016)), particularly against

communities already facing systematic oppression, we must be aware of the potential

for harm posed by similar applications in this domain. Though the issue of classification

has implications for content moderation and other types of intervention (Chancellor

et al., 2016b), it could also be employed by law enforcement agencies to identify and

monitor certain individuals due to the misinformed belief that individuals with mental

illness have a propensity for violence (Link et al., 1999). Classification, in practice, only

interprets a narrow slice of data and, as I describe in my findings, does not always have

a clear moniker. The relationship between mental health and mental illness is thin,

porous, and flexible, and not fully observable through behaviors on social media. Addi-

tionally, there are thematic and stylistic, visual and textual similarities between mental

health and mental illness. By moderating content or intervening on individual prac-

tices through a one size fits all approach, we may cause harm to certain individuals and

ultimately reduce potential for self-expression, leading to a chilling effect (Chancellor

et al., 2016b). Current practices around content moderation seem to engender system

workarounds and frustration (Chancellor et al., 2016d), rather than systemic change in
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behaviors. As researchers, we must rigorously consider the tradeoffs between censor-

ship and expression, as well as the benefits and potential consequences of interpreting

content through the coded gaze. In the next chapter, I extend this thinking through

examining the impact of platform content moderation – which involves classification

by human and computational actors – on people with eating disorders. In part, what I

detail in the following chapter illustrates how moderation of certain related to mental

illness is oversimplified, inaccurate, and harmful.

5.7. Conclusion

Expression of mental health and illness is an active negotiation of content produc-

tion and circulation. Individuals on Instagram make their experiences visible through

sharing original, reposted, and remixed content without necessarily making claim to a

particular relationship with mental health or illness. The ways that individuals choose

to make their experiences salient is influenced by platform practices and social norms,

as well as broader cultural representations of mental health and illness. HCI and CSCW

scholars frequently employ the coded gaze to analyze online content related to men-

tal health and illness. Though beneficial for a variety of reasons, such as the ability

to recognize depression and predict suicidal ideation, application of the coded gaze

assumes generalizable findings that de-emphasize individual experience; a static, objec-

tive record of content that does not explore alternative interpretations; and an implicit

goal of classification. I argue that the coded gaze restricts opportunities for understand-

ing the intricacies of how individuals claim, signal, and make visible experiences with

mental health and mental illness. By diversifying methodological approaches in this
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space, we can open up new avenues for research and support complimentary ways of

understanding how individuals express mental health and illness online.
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CHAPTER 6

Conformity of Eating Disorders through Content Moderation

In Chapter 5, I illustrated how algorithmic bias in computational and sociotechnical

systems – the coded gaze – impacts the ways researchers approach, study, interpret, and

understand content related to mental illness and mental health online. For example, I

showed how posts on Instagram without hashtags are often excluded; meaning, that

people and representations of mental illness online sans hashtags do not exist in many

datasets and are, therefore, not accounted for in models related to the detection, clas-

sification, or prediction of mental illness content online. By expanding data collection

beyond hashtags, such as I do in my work, I’ve been able to interact with a broader

diversity of content related to mental illness. Part of this diversity involves a topic that

has been present, albeit backgrounded, in the past two chapters: content moderation.

For many social media to work as they do, content moderation is a necessary part

of platform organization and governance. However, processes of content moderation

involve classification, which, as I’ve discussed, can be biased against certain types of

people and posting practices with respect to mental illness. In Chapter 4, I began to

discuss processes of content moderation, including the provision of support resources,

as a ‘counterproductive’ force. Here, I continue this discussion by bringing another

interview study into my ongoing digital ethnography. In this chapter, I address the

impact of content moderation on people with eating disorders.
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My work in this chapter makes three contributions: 1) I provide, through my em-

pirical work, a detailed account of how members of a marginalized group experience

online content moderation; 2) I show how content moderation, as a process of social

control, works to enact a specific type of conformity as related to body image and man-

agement; and 3) I discuss what it means to design for a multiplicity of eating disorders

– and experiences with mental illness – online.

This chapter has been published with Alex S. Taylor and Anne Marie Piper in the

Proceedings of the ACM on Human-Computer Interaction.

Jessica L. Feuston, Alex S. Taylor, and Anne Marie Piper. “Conformity

of Eating Disorders through Content Moderation.” Proceedings of the

ACM on Human-Computer Interaction4.CSCW1 (2020): 1-28.

6.1. Introduction

Participation of diverse groups on social media platforms, such as Facebook, Insta-

gram, and Reddit, occupies a large contingent of work in Computer-Supported Cooper-

ative Work (CSCW). Research addresses the proliferation of networks and communities

across these platforms as well as the content of discussions and practices of sharing (An-

dalibi, 2019; Bazarova et al., 2015; Fiesler et al., 2017; Jeon et al., 2016; Kumar and

Schoenebeck, 2015; Olteanu et al., 2015). Emergent within this literature is an empha-

sis on understanding the practice of content moderation and associated experiences.

As Tarleton Gillespie writes, content moderation is central to what online platforms do

(Gillespie, 2018). Moderation of participation and discussion has been studied within
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general contexts, such as Reddit (Jhaver et al., 2019a,c), as well as specific ones, in-

cluding examination of hate speech and online harassment (Chandrasekharan et al.,

2017; Phadke et al., 2018; Vashistha et al., 2019; Vitak et al., 2017). Much discus-

sion in this domain involves identifying specific topics of conversations (Chang and

Danescu-Niculescu-Mizil, 2019; Vitak et al., 2017), determining which topics should be

encouraged or removed (Croeser, 2016; Franks; Goldman, 2010; Seering et al., 2017),

and understanding interactions between manual and automated forms of regulation

(Jhaver et al., 2019b; Seering et al., 2019). In the CSCW- and Human-Computer Inter-

action (HCI)-related literature, as well as publicity from large tech firms (Plumb, 2019),

the moderation of individuals and groups has been treated as a necessity.

In this chapter, I aim to approach the topic of platform content moderation from an-

other perspective. Platform moderation involves various configurations of human and

algorithmic activity (e.g., flagging content, content removal). Here, I closely attend to

how moderation happens and what the consequences of moderation are for members

of marginalized groups expressing non-dominant narratives. I argue that the relations

between the social and technical (i.e., the sociotechnical) afforded on social media plat-

forms exert an active force, producing and reproducing a conformity to particular norms

and values. Conformity, therefore, is not only established through the formally docu-

mented rules in a platform’s standards and guidelines (Fiesler et al., 2018; Gillespie,

2018; Pater et al., 2016b). Similarly, it is not solely dependent on the technological fea-

tures and underlying structures of a platform. Rather, it emerges as a tacit set of norms

and values through the interplay between a platform’s features and how a group’s mem-

bers come to actively moderate talk and interaction. My interest, then, is in how the
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distinctive features of social media platforms interweave with the social practices of

moderation and how such sociotechnical relations serve to sustain and amplify certain

norms and values that often exclude or marginalize non-dominant narratives.

I examine these social and technical practices of content moderation on social me-

dia platforms as they relate to individuals with eating disorders. The work that follows

is grounded in two years of digital ethnography, most recently focusing on the expe-

riences of individuals with eating disorders across an ecosystem of social media plat-

forms. In addition to analyzing online content, I interviewed 20 individuals with eating

disorders who reported having content removed from social media platforms, including

Facebook, Instagram, Reddit, Tumblr, and Twitter. Through a constructivist grounded

theory approach to analysis (Charmaz, 2014), I show that the pressures of moderation

can have damaging consequences, especially for marginalized groups. These conse-

quences include loss, labor, and displacement, as well as wider processes that reinforce

ideas around which versions of mental illness are sanctioned as ‘normal’ and ‘accept-

able’ in online spaces. I will show that resistances arise in response to these many con-

sequences and to the effects of being marginalized. Individuals and groups find ways

to work around platform processes through the creation of different user accounts and

establishment of splinter communities forged through ingroup, grassroots processes of

community moderation.

I make three primary contributions. The first is a detailed account of how mem-

bers of a marginalized group—individuals with eating disorders—experience content

moderation, extending prior work in this space (Chancellor et al., 2016d; Jhaver et al.,

2019a,c; Myers West, 2018). Although content moderation is typically conceptualized
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as necessary for the greater good of online communities (e.g., preventing harassment,

protecting individuals from graphic or triggering content), its potential harms are not

well-understood or documented. My analysis reveals the ways in which content mod-

eration has consequences, sometimes severe, for people with eating disorders. These

consequences include loss of personal content (e.g., used for self-reflection) and com-

munity support, as well as the creation of additional restorative work for people who

have been subject to moderation.

Second, I turn to conformity as a way of understanding the broader social and tech-

nical practices of content moderation. In this chapter, I view these practices as mech-

anisms of social influence and control. Conformity, in this context, is simultaneously

a particular configuration of norms and values and an active process in which people

with differing norms and values are pressured to assimilate or comply (Cialdini and

Goldstein, 2004). Conformity is central to many social processes. My aim is not to

contend the importance of conformity or to call for its eradication. Rather, I use this

chapter as a space to question and call attention to a particular practice of conformity—

content moderation as it relates to eating disorders online—that has become pervasive

and taken-for-granted across many online spaces. I discuss how content moderation

contributes to wider processes of conformity, set within historical and contemporary

contexts, where particular versions of mental illness are legitimized and others are re-

jected.

Finally, as a counterpoint to conformity, I reflect on what it means to design for mul-

tiplicity in online social platforms. Drawing from Annemarie Mol’s work (Mol, 2002), I
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discuss how eating disorders are enacted differently across various sociotechnical con-

figurations of online spaces and actors. These differing, multiple versions of eating

disorders are simultaneously performed and entangled within different platforms, com-

munities, accounts, and people (Haraway, 2013; Swanson, 2018). Here, I use multiplic-

ity to focus on the many different versions of body image and body management as they

are performed online with respect to eating disorders and, more broadly, mental illness.

In this context, multiplicity helps us attend to the range of norms and practices within

eating disorders online and the restrictive impact of platform content moderation. I ar-

ticulate directions for future work aimed at creating more diverse and equitable online

spaces.

6.2. Background

Eating disorders – and even the concept of disordered eating – are relatively new

ways of constructing meaning around certain practices related to food consumption

and body management, including practices of self-starvation, bingeing, purging (e.g.,

for example, vomiting, exercising, and laxatives), and eating non-foods (e.g., iron nails,

human body fluids). As such, in providing a historical view, brief and Westernized as

this is, I do not conceptualize these practices in their past contexts as disordered. Rather,

I talk about them as non-normative eating practices or practices of food consumption

to illustrate how, in varying degrees, they were not necessarily common, mainstream,

or entirely socially sanctioned within their particular historical era. Take, for example,

the overeating and vomiting said to have been practiced by wealthy Romans (Miller

and Pumariega, 2001) (though they did not have special rooms for vomiting (Pappas,
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2016)). While these behaviors were not socially approved, they were certainly not

viewed as disordered or through any other medicalized frames. Similarly, through-

out Europe’s Middle Ages there are records of individuals, often sanctified and holy

women, practicing, most frequently, fasting as a form of protest or religious signifi-

cance1(Bemporad, 1997; Bynum, 1988; Harris, 2014).

While researchers have reframed historical practices through the lens of contem-

porary disorders (Forcen and Forcen, 2015; Harris, 2014), ‘anorexia nervosa’ wasn’t

actually coined until 1873 by Sir William Gull (Gull, 1874). In 1952, it was the first

and only eating disorder included in the first version of the Diagnostic and Statistical

Manual of Mental Disorders (DSM-I) (Dell’Osso et al., 2016). Other disorders, includ-

ing bulimia nervosa and binge eating disorder, don’t have the same medical-historical

legacy. Bulimia nervosa, for example, was first written about with respect to diagnos-

tic terminology in 1979 by Gerald F. M. Russell (Russell, 1997). However, it wasn’t

significantly recognized until 1987, when it was legitimized as a diagnosis through its

inclusion in the DSM-III-R. Binge eating disorder, conversely, wasn’t included in this

manual until the DSM-V, published in 2013 (American Psychiatric Association, 2013),

though it was first identified in 1959 as Night Eating Syndrome by Albert J. Stunkard

(Brewerton, 1997; Stunkard, 1959). Inclusion in the DSM is a powerful form of val-

idation for specific clinical interpretations of experience, particularly with respect to

1That much of this history discusses European women and restriction illustrates a preoccupation with
certain bodies and ways of being embodied, practices of food consumption, and subject positions. While
consequences of this narrow focus may impact contemporary research inquiries, such as focus and fund-
ing for particular experiences, it similarly influences my own historical review. For example, similar
practices of restrictive food consumption practiced by religious or holy men are not typically included
within historical perspectives on eating disorders, though self-abnegation, asceticism, and other practices
could involve restriction, bingeing, and eating non-food items (Diamond, 2004).
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insurance coverage and the generation of treatment plans. However, clinical criteria of-

ten change (Goyal et al., 2012) and, with respect to the exclusivity of the DSM, there are

psychiatrized versions of eating published outside of this manual; including, for exam-

ple, orthorexia (Arguedas, 2020; Dunn and Bratman, 2016). I mention these medical

developments not because I explicitly use them in my own work, but because they help

situate and contextualize this chapter.

Though my intent is to understand eating disorders as experienced and described

by people living with them – undiagnosed or otherwise – there is no doubt that med-

ical interpretations of experience bleed into colloquial, everyday forms and practices

of narration and identity work (Foucault, 1988), such as through medical publications

and consultations, media discussions of certain groups of people and practices of food

consumption, and social media communities and hashtags. Psychiatrized language is

so pervasive that, even without a clinical diagnosis, people might self-describe, self-

label, or self-diagnose their experiences as related to anorexia, bulimia, and EDNOS

(Eating Disorder Not Otherwise Specified in the DSM-IV). These clinical frameworks,

even when used in non-clinical ways, can help individuals make sense of their experi-

ences. For example, all of the online spaces observed during my digital ethnography

use ‘eating disorder’ or more specific eating disorders, such as anorexia, bulimia, and

binge eating, to describe themselves, which is a type of boundary work that excludes

individuals with shared eating practices, such as fasting, that may not be interpreted

as disordered. In considering how clinical classifications influence individual narration

and meaning-making, take as an example the case of orthorexia. While not established

within the DSM, orthorexia has been written about in medical texts, picked up by the
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media, and used by individuals with certain eating practices as a way of describing

what they are doing (Fixsen et al., 2020) – even though the clinical diagnosis is not

widely accepted (e.g., hence current exclusion from the DSM) and has, at times, been

problematized.

Modern eating disorders are, at least in the United States of America, situated within

and alongside certain pervasive cultural practices, such as fad diets, that comprise what

Michael Pollan has called “our national eating disorder” (Pollan, 2004). Notably, this

national eating disorder entails not only practices of food consumption, but also food

production, distribution, and the various meanings constructed around these particular

practices (e.g., morality and food, such as notions of certain foods as clean or dirty).

Though many of these practices are specific to the United States, globalization operates

to create similar pressures in other nations and cultures. For example, with respect to

my own digital ethnography, I have observed certain eating disorder and diet communi-

ties online, where membership is international, rather than specific to any one country

or locality2. With respect to the United States, food production, distribution, and con-

sumption are deeply entangled with systemic inequalities, such as those related to gen-

der, race, and socioeconomic status. For example, food insecurity has been linked with

binge eating, overeating, and other practices of disordered eating (Lydecker and Grilo,

2019; Stinson et al., 2018; Tester et al., 2016). Though my work does not currently

engage with larger processes related to food production and access, it is, undoubtedly,

entangled with eating disorders and the ways people participate online (e.g., through

2However, as researchers note, different cultures do have different ways of constructing meaning around
food and practices related to eating (Rozin et al., 2006).
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posting ‘safe foods’ and experiences related to compulsive food ordering through Uber

Eats) and should set the stage for other lines of inquiry moving forward.

6.3. Related Work

To situate the current inquiry around eating disorders and content moderation, I

briefly address other research related to content moderation on social media as well as,

more specifically, content moderation on social media as it relates to eating disorders.

6.3.1. Content Moderation on Social Media

A large body of work within CSCW- and HCI-related literature examines content mod-

eration in the context of social media and online communities (Blackwell et al., 2017;

Chandrasekharan et al., 2017, 2018; Gillespie, 2018; Jhaver et al., 2018, 2019a,b,c;

Jiang et al., 2019; Lampe and Resnick, 2004; McGillicuddy et al., 2016; Myers West,

2018; Seering et al., 2017, 2019). Practices of moderation aim to facilitate quality

content, civil discussion, and, generally speaking, online spaces where individuals can

engage and participate without overt fear of abuse, harassment, or accidental viewing of

violent, illegal, or triggering activities (Lampe and Resnick, 2004; Lampe et al., 2007).

Throughout this chapter, when I refer to content moderation, I refer to “the governance

mechanisms that structure participation in a community to facilitate cooperation and

prevent abuse” (Grimmelmann, 2015). What I call platform moderation, others have

termed commercial content moderation (Roberts, 2019). This practice of moderation

involves the organized ways in which content produced by social media users is subject

to surveillance, report, review, and removal (Myers West, 2018). These practices often



163

rely on decisions passed down by dispersed groups of outsourced laborers (Gray and

Suri, 2019; Roberts, 2019).

Though mechanisms behind content moderation are largely proprietary and private

(i.e., a black box (Jhaver et al., 2019b)), some researchers have illuminated the un-

derpinnings of these sociotechnical processes (Gillespie, 2018; Gray and Suri, 2019;

Myers West, 2018; Roberts, 2019). Broadly, content moderation may involve auto-

mated systems, community flagging and reporting (Crawford and Gillespie, 2016), and

outsourced labor (Gray and Suri, 2019; Roberts, 2016, 2019). Several social media

platforms, including Reddit and Facebook (e.g., subreddits, Facebook groups), also rely

on community moderators—at times, with automated systems—to manage groups of

individuals with similar interests, as well as transient visitors (Jhaver et al., 2019b;

Jiang et al., 2019; Kiene et al., 2019; McGillicuddy et al., 2016; Seering et al., 2019).

I distinguish this instance of moderation, in which moderators and other members of

communities engage in shaping (i.e., moderating) particular forms of participation on-

line, from platform moderation. However, as I argue, practices of platform and ingroup

community moderation are entangled.

Given the pervasiveness of content moderation, a growing area of interest involves

understanding the experience of being moderated (Jhaver et al., 2018, 2019a,c; My-

ers West, 2018). This research thread speaks to the frustration and, at times, confusion

of having content removed. Though marginalized communities and groups of people

are not highlighted currently in this body of work, researchers have suggested that con-

tent moderation may have more detrimental effects on their members (Jhaver et al.,

2018; Myers West, 2018). The present study helps bridge this gap in the literature by
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engaging with a particular marginalized group (i.e., individuals with eating disorders)

through digital ethnography, including online observation and interviews. In addition

to demonstrating the harms of content moderation in this context, I animate its role in

constituting eating disorders and, as I detail in the discussion, illness narratives online.

6.3.2. Moderating Eating Disorders Online

Researchers have also studied content moderation as it relates to eating disorders. This

work typically engages with ‘deviant’ (i.e., rule-breaking) content from pro-eating dis-

order (pro-ED) communities. Research in this domain has used machine learning tech-

niques to characterize types of content removed (Chancellor et al., 2016b, 2017) and

behavioral responses to moderation, including the ways that individuals use platform

features, such as hashtags, to circumvent banned content (Chancellor et al., 2016d;

Gerrard, 2018). Findings from these works provide valuable insight into how the prac-

tices of platform moderation (i.e., particularly the banning of hashtags) amplify existing

challenges to moderation and may inadvertently overlook others. For example, Stevie

Chancellor and colleagues (Chancellor et al., 2016d) found that attempts to moderate

certain types of eating disorder content through hashtag bans resulted in a broader

diversity and lexical variation of hashtags. The increased lexical variation of eating dis-

order hashtags resulted in additional challenges to moderation conducted via hashtags.

Ysabel Gerrard (Gerrard, 2018), similarly, detailed limitations to practices of hashtag-

based moderation, including the ways in which recommender systems can actively cir-

culate pro-ED content. Due to these pitfalls of platform moderation, researchers note
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that alternatives are necessary (Chancellor et al., 2016d; Feuston and Piper, 2019; Ger-

rard, 2018). In this chapter, I extend these prior works through an empirical study of the

experience of content moderation and a subsequent discussion detailing new avenues

for design.

Content moderation is not, of course, the lone interest for researchers examining

eating disorders online. Prior works detail a large and diverse spectrum of inquiries,

including characterizations of content (Borzekowski et al., 2010; Cavazos-Rehg et al.,

2019; De Choudhury, 2015; Ging and Garvey, 2018; Juarascio et al., 2010; Pater et al.,

2016a, 2019b; Wang et al., 2017b), information-seeking behaviors (Bowler et al., 2013;

Fleming-May and Miller, 2010; Lewis and Arbuthnott, 2012; Oh et al., 2013), recov-

ery likelihood (Chancellor et al., 2016c), and ethical concerns, including those related

to censorship (Shade, 2003). Across this body of research, we see a commitment to

supporting people with eating disorders and understanding the complexities of eating

disorders in digitally-mediated spaces. Speaking to this complexity, Elizabeth V. Eikey,

across a number of collaborations (Eikey and Booth, 2017; Eikey and Reddy, 2017;

Eikey et al., 2017), describes how technologies, including social media platforms and

weight loss applications, can be simultaneously beneficial and negative for individuals

with eating disorders. Similarly, Pamara F. Chang and Natalya N. Bazarova’s exami-

nation of disclosure-response sequences on Pro-Ana Nation, an online forum, demon-

strates how community-provided support within pro-anorexia spaces can be detrimental

to health (Chang and Bazarova, 2016). These examples highlight tensions within online

spaces that individuals with eating disorders frequent. Specifically, as these spaces are
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not inherently or wholly positive or negative, benefits and consequences are entangled

in the ways that people use them.

Given the complexities of technology use in this domain, computer-mediated sup-

port for individuals with eating disorders presents a challenging area for research. With

respect to research focusing on pro-ED content and communities, recommendations

tend to settle within a narrow window of approaches. These approaches may include

novel forms of moderation (Chancellor et al., 2017; De Choudhury, 2015), such as auto-

mated systems to assist human moderators, and health interventions (Chancellor et al.,

2016b). These design recommendations may benefit a number of people. For example,

they aim to reduce the prevalence of triggering content online, and its potential for

contagion (Carlyle et al., 2018), and provide recovery support to individuals posting

about certain topics. However, little is known or understood about their potential for

harm. Understanding conflicting and negative effects from well-intentioned and health-

minded design can support academic and industry professionals in developing equitable

approaches to eating disorders online that work to mitigate unintentional harm and op-

pression. Additionally, in considering prior works, many studies do not engage directly

(i.e., through interviews) with the communities they observe and plan to serve. First-

person accounts are vital to better understand the complexity of eating disorders online.

With this chapter, I build on these earlier studies with interviews and attention to the

consequences of content moderation for individuals with eating disorders.
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6.4. Method

A two-year digital ethnography, including online observation and interviews, grounded

my understanding of the experience of content moderation for individuals with eating

disorders. During this digital ethnography, I studied topics related to mental health and

mental illness across several social media platforms and online communities. Most re-

cently, I integrated my on-going digital ethnography, particularly those data collected

through online observation, with 20 semi-structured interviews. In these interviews, I

spoke with individuals who have or have had eating disorders and experienced content

moderation online.

6.4.1. Online Observation

During the third week of November 2017, I conducted online observation on Instagram

that resulted in an initial corpus of 2,102 posts once duplicates were removed. Initially,

my inquiry focused on understanding multimodal expressions of mental health and

illness (LeVine and Scollon, 2004b). To build this corpus, I used five hashtags (i.e.,

#anorexia, #anxiety, #bipolar, #depression, #mentalillness) that had been validated

in previous research (Andalibi et al., 2017; Chancellor et al., 2016b,d). I collected posts

four times a day by manually saving (i.e., hand-scraping) nine Top Posts and nine Most

Recent posts for a given hashtag. During this preliminary data collection period, in

addition to saving posts, I also spent time memoing on the content I observed. This

involved copying and pasting URLs and taking screenshots of images, videos, captions,

and comments to incorporate in documents. Juxtaposed with this online content, I

wrote extensively during my initial interpretive work.
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Following this one-week data collection period, I used my initial corpus as a start-

ing point for continued online observation. Between November 2017 and September

2018 I collected a total of 6,223 Instagram posts (n=2,188 unique users) by tracing

through accounts of individuals who had posted, commented, and liked posts in my

corpus. This traversal included full accounts, posts without hashtags, and posts without

any text. Though I was interested in understanding how people posted about mental

health and mental illness on Instagram, I noticed a number of instances related to con-

tent removal. Specifically, I observed a number of posts in which individuals who had

content removed, including content related to self-starvation and self-harm (e.g., cut-

ting), shared about their frustrations with content removal, reporting features, account

terminations, and Instagram as a platform.

In addition to Instagram, I conducted data collection on Reddit and Tumblr3 . I

did this to expand my corpus beyond a single social media platform. Broadening data

collection provided a more nuanced view of the ecosystem (Burgess et al., 2019; DeVito

et al., 2018) in which people with eating disorders interact, and how this ecosystem

changes and is disrupted by platform moderation of content. This ecosystem view is

important for a number of reasons. Namely, people who use social media or online

communities often belong to a number of different online spaces, rather than just one

(DeVito et al., 2018). By examining experiences across an ecosystem, rather than a

3Tumblr (www.tumblr.com) is a social media blogging platform where account holders can post multime-
dia blog entries, such as those including text, picture, and video. Account holders can customize the look
and feel of their specific Tumblr blog or blogs, follow others, share posts created by others, and comment
on posts, such as through reblogging with caption commentary. Tumblr has several other interactive
features, including chat and the ability to send questions or ‘asks’ to other account holders. Individuals
using Tumblr may also connect with other people or content through tagging posts with specific topics,
activities, and other words. These tags, like on other social media platforms, such as Instagram and
Twitter, are searchable and can be used to organize and navigate content.
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specific platform, we can better understand what is common and what is extraordinary.

Understanding the systemic reach of common practices, as I do here (i.e., platform

content moderation), can support critical interrogation of activities or features that are

concealed or taken for granted.

My online observation of Reddit began during November 2018, when Reddit issued

a series of bans to communities such as r/ProED, r/ProEDMemes, and r/ProEDAdults.

Following this incident, I observed how a number of banned subreddit members joined

other social media and online communities. At this time, and continuing throughout the

following months, I collected public posts on Reddit discussing the platform’s decision

to ban these subreddits. I also gathered relevant content from other online spaces,

including online communities, individual blogs, and social media.

When I began interviewing for this study, several participants described content re-

moval and account bans on Tumblr. As such, I decided to collect posts from Tumblr

beginning in June 2019 to supplement my understanding of how people with eating

disorders use the platform and respond to content moderation. I began my manual

crawl through Tumblr using several eating disorder search terms, such as those used

and validated in previous research (i.e., anorexia, proana, proED, bulimia, eating disor-

der) and others occurring alongside these hashtags on posts and within accounts (Pater

et al., 2016a). I included posts and accounts in my analysis when I observed a mention

of moderation. However, though many posts and accounts were not included in analy-

sis, they did support my understanding of Tumblr as a platform, as well as the ways in

which people with eating disorders use it.
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I included an additional 208 threads started by 103 unique users from Reddit and

160 posts from 23 accounts on Tumblr in my analysis. These data were used to inform

my line of questioning for interviews and supplement analysis. When presenting these

data, as well as the content from Instagram and other online spaces (e.g., blogs, online

communities) mentioned above, I alter the wording of posts so that they are not easily

searchable or identifiable. Additionally, my online observation involves currently active

and quarantined subreddits, as well as several smaller, online communities that are not

housed on social media platforms. To preserve the privacy of these communities and

their members, I do not name them. However, in this chapter I do refer to banned eating

disorder support communities on Reddit by their names. I do this as a form of activism

to raise awareness about the termination of communities that provided support for a

marginalized group.

6.4.2. Interviews

I conducted semi-structured interviews with 20 adults (ages 18 – 57; M=29) with eat-

ing disorders who had content related to their disorders removed from online commu-

nities and social media platforms. Though eating disorders can impact anyone (Pater

et al., 2019b), regardless of any particular facet of identity, only three participants in

this study identified as male (17 female). This is not to suggest that eating disorders

are more prevalent or significant for women, only that my methods of recruiting did

not adequately reach out to or engage with other individuals. With respect to race, eat-

ing disorders often run the risk of being associated predominantly with white women
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(Lafayett, 2017). While the majority of my participants were white (n=12), six were

African-American, one was Hispanic, and one identified as multi-ethnic.

Eligibility for this study was not contingent on a diagnosis. However, barring di-

agnosis, participants were required to identify as having an eating disorder. I invited

individuals living with and in recovery from eating disorders to participate. As such,

there is a broad spread of experiences represented by my participants. For example,

several participants described being in recovery, while others were relapsing at the time

of the interview or had grown accustomed to living with their disorder. Many individ-

uals in my study described specific categories of eating disorders (e.g., anorexia, binge

eating disorder, bulimia, other specified feeding or eating disorder), even when they

had not received a diagnosis. Others, however, identified through particular activities,

such as experiences with self-starvation and binge eating. These various participant

experiences are difficult to neatly categorize. Many participants self-described having

multiple experiences, such as with diagnosis and with disordered eating practices. I

interviewed individuals who were members of pro-ED communities, as well as indi-

viduals who were members of pro-recovery or diet communities. Many individuals

were members of multiple communities. The thread connecting participants were their

experiences, even those in the past, with content moderation. The content removal

experienced by participants included posts, accounts, and communities.

I recruited participants from an online eating disorder support community (n=4),

Reddit (n=3), Craigslist (n=12), and snowball sampling (n=1). I issued a pre-interview

phone screener, where I called participants to verify their age, eating disorder status,

and experience with content moderation. Interviews lasted an average of 45 minutes
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and were held over the phone (n=18) or in-person (n=2). During the interview, we

discussed topics related to experiences with online eating disorder accounts and com-

munities, content removal, reactions to content removal, support resources, and oppor-

tunities for platform redesign. Interviews were audio recorded and transcribed for data

analysis. Participants received a $30 Amazon gift card or $30 in cash. When referencing

participants throughout the chapter, I use pseudonyms.

6.4.3. Data Analysis

My approach to data analysis follows a constructivist grounded theory process, which

involves theme development through iterative coding, memo writing, and constant com-

parison of data to developed concepts (Charmaz, 2014). The process of memoing, as it

relates to online observation, involved manually saving links to spreadsheets and taking

screenshots of images and text to move into digital documents (i.e., Microsoft Word, Mi-

crosoft OneNote). I then wrote memos directly juxtaposed with the online content I was

observing. With respect to videos, which were rare in my dataset, I watched the video

online and took a screenshot of the thumbnail, as well as anything visually relevant to

the current inquiry (i.e., content moderation). I did not discretely memo around online

observations and interviews. Insights, quotes, and images from these various collection

methods were entangled in my memos, where they co-informed interpretations of one

another and of the thematic development.
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Preliminary categories included types and motivations for posting content that was

eventually moderated, receipt of news (i.e., how participants came to know their con-

tent had been moderated), sensemaking around moderation, consequences of modera-

tion, workarounds and resistance, and tensions with coexistence (i.e., how individuals

navigate eating disorder communities that may include triggering content). Through

my analysis, I began to understand the ways in which harm can be caused by good

intentions (e.g., content moderation and support resources), as well as how individu-

als push back on oppressive practices and participate online in ways that support the

diversity of experiences with eating disorders.

6.5. Findings

Through my analysis, I show how content moderation involves the interplay of so-

cial norms and technical features of a platform that work to silence individuals and

remove support, create new labor by encouraging responses and resistance, and shape

community-led practices of moderation. To set the scene for my findings, I first walk

through a case with one of my participants that illustrates how platform content mod-

eration works in this context.

Dani, now 20 years old, has participated on social media and online communities

for nearly a decade. Though her personal experience with eating disorders was not

the only content she shared online, it did specifically result in account bans on both

Tumblr and Instagram. With respect to Tumblr, prior to the termination of her account,

Dani used a number of strategies to manage her public eating disorder blog and limit

unwarranted attention. For example, she avoided using features that could establish
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links to other content or aid in platform search and providing tips or advice to other

users (i.e., “telling people you should do this”). Despite these strategies, Dani felt like

she was “walking on eggshells” whenever she posted. Her sensitivity to the workings

of Tumblr (e.g., its capacities for linking and connecting content) was motivated by

wanting to maintain a highly personal blog detailing her own sense of self and body

image, while, at the same time, wanting to escape criticism and platform moderation.

Specifically, she “didn’t want people to come crucify me because I was talking about, you

know, the part of eating disorders that nobody wants to see. That nobody wants to hear.”

Despite Dani’s strategic use of Tumblr, her eating disorder blog attracted attention. A

year into managing this blog, Dani received an “aggressive” anonymous message asking

her to delete an unspecified post about body image. “I didn’t know exactly which post

they were talking about,” she said. “[T]hat wasn’t the first time I posted about me not

liking the way I looked... So, for a moment I sat and stared at the [message], and I was

like, ‘What? Which one?”’ Rather than remove any posts, Dani sent a message back

to the anonymous user, telling them to “just block” her. Shortly after, Dani’s account

was terminated by Tumblr. An email from Tumblr’s support team notified her the eating

disorder blog had been deleted for “violating their terms” and, though it invited appeal,

Dani’s efforts to receive an explanation and reinstate her content remain unanswered.

Though what triggered the ban is unclear, Dani placed blame with the anonymous user

who messaged her earlier in the day. However, it may have been another, or even

an automated content reporting system, that was ultimately responsible. Despite being

subjected to regulation, Dani resisted the ban on Tumblr by creating a new account and,

ultimately, finding new online communities, including those off of social media, to join.
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Even with new accounts and online spaces, Dani’s experience of being banned shaped

her future interactions online, including practices of participation. She explained:

“I’m not as talkative anymore... I just kind of lurk... I know there’s still

people posting about eating disorders on there, but, when I see a post

from them, I immediately get nervous saying, you know, if I interact

with this person...someone is going to find my account and find a reason

to make me disappear.”

In Dani’s case, we see how a range of sociotechnical mechanisms and practices can

work together to monitor and regulate content. Specifically, we see that moderation is

made possible through the tight coupling of social interactions and the underlying tech-

nical structure of a platform (i.e., how the platform makes possible specific moderation

practices, such as reporting and removal). These entangled relations—the interplay

between the social and technical—do not only influence what and where some individ-

uals post, but also shape appropriate or acceptable versions of having an eating disorder

online. For Dani, we see that content moderation has serious consequences, including

reduced social engagement and online expression. Additionally, we see how modera-

tion and its consequences, including the possibility of further sanction, serve to amplify

Dani’s sense of being subject to control and surveillance.

As this example begins to show, individuals experience a number of serious con-

sequences following from moderation. These consequences may lead many to react

against and resist platform moderation. However, as I will show, moderation is not

simply an external force. It is also an interactive process that shapes how groups of

individuals with diverse and varied experiences of eating disorders establish their own
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community-led moderation practices as part of engaging and participating within online

spaces.

6.5.1. Experiencing Content Moderation as Loss

Throughout my data, and exemplified in Dani’s case, I learned of many unintended con-

sequences of moderation, including reduced online engagement and loss of community.

Marie, discussing an experience with account termination, addressed how, for her, mod-

eration “was kind of embarrassing.” She “felt like I was being told I was wrong. Or getting

punished when I hadn’t done anything. I felt like I hadn’t done anything wrong and I was

angry about that, as I felt it was unfair.” The initial anger and confusion associated with

moderation, as Marie and others in my dataset described, have been detailed in prior

research (Jhaver et al., 2019a). These—often strong—emotions are entangled with the

ways that individuals learn about and make sense of the experience of moderation,

which can be confusing due to the lack of transparency and consistency. Marie’s com-

ment, in addition to describing her embarrassment and anger, speaks to recent findings

detailed by Shagun Jhaver and colleagues (Jhaver et al., 2019a). Notably, that many

individuals who have been moderated feel that they were done so unfairly. Here, rather

than focus on perceptions of fairness or emotional responses to moderation, I attend

to the various losses, including personal content for reflection and community support,

that moderation entails.

Loss of content is central to the experience of being moderated. Platform modera-

tion often involves unsolicited removal of personal posts and accounts, which are main-

tained by and for the individual. As most participants were not in the habit of saving
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content to multiple locations, their content was lost entirely. By removing or deleting

this personal content, platforms effectively remove certain experiences and prevent op-

portunities for reflection and catharsis. Andrea and Dani both equated aspects of their

online content with “diary” entries. This perspective shows how online content related

to eating disorders is not merely a snippet of conversation or the representation of an

experience. Rather, it plays into how people think of themselves and gives shape to an

archive where posts can be revisited and reflected upon. Specifically, content in aggre-

gate becomes a resource for reflection in the short and longer term (Li et al., 2010).

While access to online content, particularly content functionally similar to a diary or

journal, is valuable at any point during an individual’s experience with an eating dis-

order (Linville et al., 2012), Andrea talked about how rereading her earlier posts was

beneficial during recovery. She said:

“I remember I used to post a lot of intrusive thoughts and then, going

through recovery, I started having a lot fewer of those. And then there’s

a lot of elements where you’re like, ‘Oh, am I in a really bad place?’ And

then you go back and look at it and you’re like, ‘Oh, I’m not having 50

obsessive thoughts today about needing to weigh myself...’ I can actively

see how it’s changed or even like at the time too, seeing how it got worse.

That was really helpful to me right when I started recovery...”

Content removal as a practice of moderation can suggest that certain experiences

with mental illness are unwelcome and unworthy (Feuston and Piper, 2019). Notably,

this interpretation coexists alongside the view of content removal as beneficial due to,

for example, the reduction of potentially triggering imagery and text. In the instances I
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articulate here, moderation can feel like a loss of personal voice or silencing of experi-

ence. While many participants shared content related to living with an eating disorder,

Grace discussed how posts on her Instagram account centered on “trying to be healthy”

and “trying to gain my weight back.” Despite this recovery context, Instagram removed

a selfie that Grace shared because she looked too thin. The removal of her post from

Instagram left Grace feeling sad, ashamed, and “unworthy to be seen.” This example

demonstrates how various types of eating disorder content, such as recovery imagery

and thinspiration, can share similarities. These similarities speak to the difficulties of

classifying mental health and illness content on social media (Feuston and Piper, 2018),

as well as the ways platforms may inadvertently delegitimatize experiences while aim-

ing to provide certain protections or support (e.g., helping people avoid triggering con-

tent).

Another form of loss that individuals experience as a result of moderation involves

loss of community and social support. When platforms moderate content, they may

“[take] away a support system,” Christy explained. Loss of community, such as through

practices related to account and community bans, can lead to social isolation, partic-

ularly for individuals who “don’t have anywhere else to go,” one former member of the

now banned r/ProED wrote. As another former member described, the subreddit ban

was “extremely upsetting. So many people used this [subreddit] for help and support. We

can’t always find that support offline.” Social isolation due to practices of moderation

can affect health. For example, Dani had a few helpful “people [on Tumblr] that would

tell me, you know, ‘You’re not alone. I’m here to talk,’ and stuff like that.” Following the

ban of her Tumblr account, Dani lost these meaningful connections, which caused her
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to feel “depressed, ‘cause I didn’t have anyone to talk to.” In addition to depression, I ob-

served instances in which the experience of moderation led to dangerous or unhealthy

offline behaviors, including purging. A former member of r/ProED wrote, “I was really

trying to recover... I don’t know what to do now. I really feel like purging everything. This

is so stupid.” In attempting to remove content classed as non-normative and harmful,

platforms can create a downward stream of negative consequences, including loss of

social support that, at times, amplifies illness.

Content removal is not the only practice of moderation that results in loss of com-

munity. For example, on Reddit, the practice of quarantining effectively isolates cer-

tain communities and their members from the larger Reddit community. In particular,

quarantine suggests that, while certain subreddits are “not prohibited,” they are, nev-

ertheless, not normative or socially sanctioned. Quarantine on Reddit is established in

several ways. Take, for example, the community that Morgan moderates. At the time of

the interview, the subreddit had been under quarantine for several months. Function-

ally, this means that visitors receive a warning screen prior to viewing the subreddit.

This warning screen includes the following message:

“Are you sure you want to view this community? This community is

quarantined. If you or someone you know is struggling with an eating

disorder, there are resources that can help. Visit the National Eating Dis-

orders Association website or contact their telephone helpline at 1-800-

931-2237 for more information. Are you certain you want to continue?”

The visitor is then presented with two options: “no thank you,” a button that is

emphasized through the blue of its background, or “continue,” in gray. Should the
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visitor continue to the subreddit, a similar warning message (i.e., “This community is

quarantined”) is displayed at the top of the page. In addition to these warning messages,

quarantined subreddits are excluded from non-subscription feeds (e.g., r/All, r/Popular)

and search results, making them more difficult to find.

Prior to the quarantine of her subreddit, Morgan described how she revived the com-

munity to the point where hundreds of people subscribed every few weeks. Following

quarantine, new subscriptions to the subreddit, as well as member engagement, have

slowed to a halt. Quarantine, Morgan said, “severely affects the subscribers” of a commu-

nity. “It also makes you not want to talk, really. It kind of feels like you’re under watch.

Like, the thing you say, that’s going to be the next – that’s going to be the thing that makes

you get banned.” As this example illustrates, content moderation through quarantin-

ing can result in loss of participation and constrained expression due to its surveillant

property, which ultimately works to constitute which versions of eating disorders are

permitted online.

Loss of community, particularly with respect to the removal of community spaces and

content from online platforms, also involves the loss of a shared archive of resources.

Andrea discussed how the loss of community resources on r/ProED “totally sucked, be-

cause it was stuff that I would go and read if I was having a hard day. Like, someone had

posted what to do if you feel like you’re going to binge or what to do if you feel like you can’t

eat today.” Rather than cultivate community-provided resources, when certain content

related to eating disorders is moderated, many social media platforms share support

helplines—namely, the National Eating Disorder Association (NEDA) helpline. When

Marie was provided the NEDA helpline following the termination of her MyFitnessPal



181

account, an account she had used for nearly a decade, she felt “insulted.” Vehemently,

she said:

“People will just be, like, ‘Here’s the NEDA helpline. Hail Mary full of

grace. The Lord is with thee.’ Because they just don’t know what else to

do. They don’t know what else to say. You just sort of start to feel, like,

here’s the NEDA helpline. Now please go away... Stop having an eating

disorder.”

Helpline resources such as these can be beneficial for individuals wanting to recover

or learn more about their particular experience. However, these resources may feel

“unrealistic and unfair” to many because of how they push recovery. Upholding recov-

ery as an ideal neglects a multitude of differing experiences and needs. For example,

recovery-related resources may not support individuals who do not feel ready to recover.

These resources may also inadvertently exclude people who feel “kind of stuck in that

revolving door of treatment,” as Amy described. These are, for example, individuals

who cycle between recovery and relapse. Important to note is that helpline resources

promote a limited range of norms and values with respect to eating disorders. They

ultimately operate to reproduce a particular version of body image and body manage-

ment online. Provision of these resources in tandem with moderation also suggests that

platforms are forcibly creating loss—by removing opportunities for reflection, spaces for

expression, and online networks for support and connection—and filling that absence

with a resource list and phone numbers. The compounded losses experienced by indi-

viduals with eating disorders lead many to develop strategies of resistance that aim to

circumvent or push back on oppressive platform practices.
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6.5.2. Responding to and Resisting Content Moderation

Given the significant and even traumatizing effects of content moderation, individuals

with eating disorders respond in a variety of ways. Here, I address responses to moder-

ation through the lens of resistance. By emphasizing individual and collective action, I

acknowledge the labor performed by individuals with eating disorders. Much of this la-

bor relates to the ways that individuals resist oppressive sociotechnical practices in order

to raise awareness about and appeal decisions of moderation, rejoin online platforms

by creating new accounts and communities, and engage on platforms by mediating the

types of content they decide to share.

Because the removal of content through platform mechanisms often plays out in the

background, individuals with eating disorders must work to raise awareness about their

experiences. For example, when personal content and accounts are deleted, only the

individual who posted the content or who owned the account is notified by email. The

constant stream of content via personalized social media feeds, such as on Instagram,

Twitter, Facebook, and Reddit, makes it difficult for other users, even those within the

same communities or networks, to notice that reblogged or reposted content has been

banned or that accounts have been muted or removed. To foreground practices of mod-

eration, raise awareness, and confront other posters, particularly those implicated in

practices of moderation, individuals with eating disorders may post about their experi-

ences with moderation online. One Instagram user, for example, captioned a post, “Why

are you reporting me? Why do you want to delete my posts? It makes me feel bad. Seri-

ously, just block me.” Dani similarly addressed her Instagram followers, via a secondary

account, when her primary account, a private account, was banned:
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“I hopped over to my second account and said, ‘Hey, guys. Someone

reported me’ ... I made a post saying, ‘Hey, guys. I got my account

deleted. I don’t know which one of you did it, but gee thanks. That

really did - that did me a great favor.’ Like, ‘Thank you so much because

that made my day so much better.’ I was furious and I could not for the

life of me figure out who it was.”

As we see here, rather than change any personal content or settings, such as post

or account privacy, individuals may confront their followers and those who come across

their account, holding these other social media posters accountable for outcomes of

moderation and requesting they cease and desist. Similarly, many former members

of r/ProED posted to other subreddits and online communities about their frustration,

anger, upset, and outrage at the ban of their support community. In these examples,

we see how individuals use social media, sometimes the very same ones from which

they had content removed, as platforms to speak out. This suggests that individuals are

highly attuned to how social media can be used for activism (Anderson et al., 2018;

Halupka, 2014; Hemphill and Roback, 2014; Lee and Hsieh, 2013) and the ways in

which other posters contribute to practices of platform moderation (e.g., such as via

reporting posts).

Individuals use the technical features they have at hand to raise awareness and

respond to what they view as unjust and unfair practices. For example, several partici-

pants used platform appeal features provided within email messages detailing content

bans. However, many participants spoke to the idiosyncratic and opaque nature of ap-

peal. Out of all of my participants, only Grace had her Instagram account restored—and
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on the stipulation that she remove all posts in violation of community guidelines and

discontinue her prior posting practices. Other participants described appealing content

moderation through forms of collective action, including community-led petitions and

surveys. As a key instance, former members of r/ProED created a survey to submit to

Reddit admin to “tell them how most people found the [subreddit] to be really helpful.

How it made us feel less alone, like we had people who understood. I hope they listen

and unban it. If not, at least we can speak out.” Favorable outcomes to these individual

and collection actions were rare, however. Appeals, though offering some mitigation to

oppression, are still sanctioned and overseen by platforms. Meaning, appeal processes

remain inherent within, rather than as a check and balance to, platform moderation.

Of course, platform-sanctioned appeals are not the only ways that people return to

platforms following account and community termination. Sasha, for example, found it

easier to create a new Instagram account, which she did “instantly” after her first one

was banned. She was then faced, however, with the task of regaining followers and

connecting with individuals from other communities of which she was part. For some,

such as those on Tumblr, it is common to create a new account following a ban and

request for others to not only follow, but to circulate new blog information via reblog-

ging features. In a post on Tumblr, one person wrote, “Hey, it’s [former blog name]. I

got deleted, but I had 800+ followers. Can you share this to help me get them back?”

On most social media platforms, following an account ban, there are few, if any, actual

barriers to account creation. Platforms, after all, want new users. As such, it is rel-

atively straightforward for individuals to use platform features in unintended ways as

a form of resistance and to rejoin spaces from which they have been forcibly removed
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and displaced. Similarly, it is just as straightforward to join new online spaces and com-

munities. By allowing for these practices of resistance, which, ultimately, platforms do

through their technical affordances, platforms offload the labor and burden of content,

account, and community recreation to the individuals themselves.

Despite practices of resistance, such as the creation of new accounts or community

spaces, platform moderation still exists. This means, for some individuals, continued

engagement and participation involves changing content-sharing practices and inter-

nalizing the norms that practices of platform moderation aim to establish and enforce.

Andrea, for example, described hesitancy around posting on a new eating disorder sup-

port subreddit following the ban of r/ProED. “There was definitely something I wanted to

post,” she said. “And it was, like, I don’t know, I feel like it had specific numbers or I was

complaining about not being small enough... And I felt like I couldn’t post it and I felt like

that was frustrating.” This hesitancy and, ultimately, assimilation of platform standards

through self-censorship can have, as I show, a chilling effect on behavior (Marder et al.,

2016; Penney, 2017). Sasha, following the ban of an Instagram account, created a new

account where she posted content that was “still in the same arena, just not as intense.”

Christy, similarly, described how she stopped posting thinspiration. She explained, “I

just save it or archive it now. So, I don’t want to risk, like, getting anything banned.

So, I just save, archive stuff that you can find it on, like, various eating disorder web-

sites or on Instagram.” Internalizing platform standards to mitigate risk of moderation

conceals experience in a way that is similar to how individuals with eating disorders

may hide certain behaviors from friends, family, and social others (Vandereycken and
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Van Humbeeck, 2008). Concealing mental illness, eating disorders included, has seri-

ous consequences (Pachankis, 2007). However, in order to exist and participate within

certain online spaces, this is exactly what must be done. Notably, even though individu-

als assimilate to online norms, they do not necessarily change their offline behaviors. As

Marie explained, “[An account ban] isn’t gonna make me stop having an eating disorder.”

6.5.3. Establishing Norms through Community-Led Moderation

An everyday part of engaging with online eating disorder spaces involves brushing el-

bows with a variety of individuals and content—which can challenge online partici-

pation and result in practices of ingroup community moderation. As Marie described,

“different types of people exist in the same spaces. It’s muddled at times.” Among inter-

view participants, individuals described varied diagnoses (e.g., binge eating disorder,

anorexia, bulimia), both clinically provided and self-applied, and relationships with

eating disorders, including those related to recovery, relapse, and living with a disorder.

Beyond diagnosis or experience, participants also engaged across a number of plat-

forms and types of communities, including those described in prior research as pro-ED

(De Choudhury, 2015; Ging and Garvey, 2018; Pater et al., 2016a). Pro-ED has a long

history of negative publicity and association. However, as my data suggest, contem-

porary usage by community members has reconfigured pro-ED to refer to groups of

individuals who support people with eating disorders (i.e., “in favor of—or pro—people

with eating disorders”), rather than being supportive of the disorder itself. For Marie,

pro-ED meant, “I’m dealing with a disorder and I don’t want help right now. And I want a

place to vent about that. And it’s not so much as being, like, give me tips, give me tricks on
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how to be skinny... It’s more just the support.” My understanding of pro-ED is not solely

grounded in interview data, but also in the types of content that come to be socially

sanctioned on social media and online platforms by members of pro-ED communities

(Howard and Irani, 2019). For example, content related to the difficulties of having

an eating disorder, attempts to recover, and replacing certain harmful practices with

less harmful, or safer, ones can exist in the same spaces alongside thinspiration, food

diaries (i.e., in the context of an eating disorder and recovering from one), and body

checks (e.g., progress pictures of weight loss or gain). Given this diversity of content

and experiences, individuals work to establish what is ‘normal’ and what is not through

community-led practices of moderation.

Community-led practices of moderation develop, in part, through individual reflec-

tion and action related to the ways in which diverse, heterogeneous groups of people

can coexist (e.g., pro-ED communities and the broader ecosystem of eating disorders

online). For example, sharing content related to the reality of living with an eating dis-

order may upset or unintentionally trigger others. This includes certain experiences re-

lated to recovery, where individuals may keep detailed food diaries and share successes

related to enumerated weight gain. Individuals are aware of the complex relationships

between content and people. As one Tumblr poster wrote:

“I feel bad about running an ED blog. Does anyone else ever feel that

way? Like, just kind of guilty. At least a little bit. This blog is for me to

vent and cope and meet other people with the same issues. But, like. I’m

really nervous that how I express myself is going to mess up some other

kid.”
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This commentary demonstrates tensions between wanting to engage online (e.g.,

to vent, cope, and connect) and a deep concern regarding the potential to negatively

affect others. This concern influences how people post (i.e., how people self-moderate

and self-censor), as well as the ways communities self-govern.

Although informants were willing to engage in community-led moderation and self-

governance, social media platforms, by the very implementation of their features, present

a number of challenges to these practices. Marie, for example, explained how “everyone

uses the same, like, 12 [eating disorder] tags on Tumblr for everything. So, everything

bleeds together.” While this overlap of hashtags blurs boundaries (e.g., between indi-

viduals, content, and the potential for classification), it also presents a number of risks,

including the overlap of content in detrimental ways. For example, in one Tumblr post,

a user wrote, “I’ve recently seen a bunch of recovery tags in non-recovery spaces! Do NOT

post recovery tags with thinspo!” Awareness of the ways in which content bleeds to-

gether, as well as its potential risks, is not enough to establish or enforce norms around

hashtag use. In part, this is due to colloquial usage of hashtags to broaden audience—

and, with it, the potential for followers and likes—as well as the decentralized forms

that groups and communities of people with eating disorders take on social media.

Nevertheless, even in these muddled, entangled online spaces, individuals can be

mindful of one another. Rose, currently in recovery, talked about how she’s able to

safely access and participate within one of Twitter’s eating disorder communities due

to the ways that she, and others, make use of content warnings—labels within posts

that are separate from hashtags. According to Rose, on Twitter, content warnings are

“when someone posts something, for them to actually put up a content warning on top of



189

[the tweet]. So, just to say, like, eating disorder or food or weight or, you know, what-

ever.” In Rose’s community, the use of content warnings are “kind of an unspoken rule.”

Though these warnings are not necessarily standard within or across platforms, their

presence in Rose’s community enable her and others to “safely and, in a positive way,

access Twitter—is if I have those warnings, so that I can scroll past, if I need to without

being triggered to start doing unhealthy behaviors.” Other online communities, such as

various subreddits, may also have community practices around flairing or labeling posts.

Similarly, many smaller online communities for individuals with eating disorders build

community spaces on traditional forums, such as those that allow for category-specific

subforums (e.g., Anorexia, Recovery, Thinspiration). In these instances, content has

designated spaces. As my participants shared, some online communities are successful

at upholding the organization of these spaces, both in part due to an active moderation

team, as well as the willingness of members to post in appropriate spaces and call at-

tention to those who do not. Community-led approaches, when successful, “makes you

feel safe,” Marie mentioned. Ingroup community moderation can facilitate safety and a

diversity of content in ways that practices of moderation enforced by platforms do not.

Nevertheless, practices of community-led moderation interact with practices of plat-

form moderation as members work to establish and enforce community norms. Here, I

provide the example of harm reduction to illustrate differences between the ways that

community-led and platform moderation interact to regulate content. Harm reduction

refers to materials or resources that help individuals take care of themselves while living

with an eating disorder. For example, harm reduction involves reminding individuals to
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hydrate during episodes of self-starvation and to not brush their teeth immediately fol-

lowing a purge. As Christy mentioned, “I think harm reduction is great. I love—because I

purge. And, if it weren’t for harm reduction, I think I would’ve fucked my teeth up so much

more than I have.” Harm reduction provides resources for individuals who have an eat-

ing disorder, but cannot or will not recover, to stay safe and informed. Despite benefits,

harm reduction resources are treated differently across eating disorder spaces online.

While some communities freely permit them, others, such as one of the active subred-

dits in my digital ethnography, have moderation teams dedicated to removing posts

related to tips or advice and carefully overseeing content related to harm reduction.

These community-led practices differ from their historical precedent, in which harm

reduction was not liable for removal or modification at the discretion of a moderation

team. This example illustrates an easy to miss point. Harm reduction, previously unreg-

ulated, is now subject to new, restrictive practices of community-led moderation. These

new practices are grounded in past and present interactions with platform moderation.

As such, underlying these new community-moderated restrictions is the ever-present

awareness of surveillance and potential threat of subreddit quarantine or removal from

Reddit. Even in spaces intended to be welcoming and supportive for people with eating

disorders, practices of moderation (i.e., interaction between platform and community-

led moderation) can enforce certain versions of body image and body management and

contribute additional labor to ingroup moderators (Dosono and Semaan, 2019; Wohn,

2019).
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6.6. Discussion

In the following sections, I turn to conformity as a way of understanding content

moderation and the way it contributes to broad social and structural effects on marginal-

ized groups. Conformity can help us to examine and address the pressures that individu-

als from marginalized groups experience online. As I describe here, conformity through

content moderation is a form of social control that influences the ways people partici-

pate online. Though I am not arguing against conformity or content moderation in all of

their forms and applications, I discuss how moderation in this specific context works to

establish and enforce a particular conformity to body image and management, particu-

larly among people with eating disorders, as well as, more broadly, people with mental

illness. I discuss its consequences for members of marginalized groups. In contrast to

conformity, I then discuss how platforms can design for a multiplicity of experiences

online.

6.6.1. Content Moderation as Enforcing an Order of the Normal

People with eating disorders have historically been subjected to processes of conformity

that aim to dictate overarching norms and values, particularly with respect to the en-

forcement of certain ideas regarding body image and body management. Processes of

conformity are not only projected onto particular groups or communities (e.g., through

guidelines, codes of conduct, or diagnostic manuals), but, in practice, come to be en-

acted through unfolding relations between varied actors and sociotechnical structures.

My claim is that through practices of content moderation these platforms are, in effect,

enforcing an order of normal that restricts and aims to influence the ways people can
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participate online. In short, content moderation enforces a particular range of norms

and values.

Though describing this ‘particular range of norms and values’ is beyond the scope

of the current chapter, I briefly speak to the broad diversity of bodies and body man-

agement practices online. Body image and body management practices online are often

found within topics related to fitness, health and wellness, fashion, sports, and the

everyday (e.g., selfies, hobbies and events, meal preparation). Content within these do-

mains may be ‘acceptable’ for a number of reasons, many of which are assumed rather

questioned. For example, within the health and fitness spheres, several diets, including

intermittent fasting and one-meal-a-day (OMAD), recommend that individuals restrict

their eating throughout the day. These body management practices, as well as other

types of socially acceptable content (e.g., fitspiration), share a number of similarities

with content that is moderated in online spaces (Boepple and Thompson, 2016; Chan-

cellor et al., 2018; Tiggemann and Zaccardo, 2018). The acceptability of content and,

therefore, the perception of content as adhering—or not—to a social norm is contin-

gent on context. As I show here, content related to body image and management is less

acceptable when it is posted within the context of life with an eating disorder.

Following from the empirical materials presented above, I argue that social media

platforms play a part in the wider sociotechnical processes of conformity. Specifically,

across social media platforms, conformity to versions of body image and body man-

agement is established and enforced through platform features and the capacities for

interaction that are afforded through them (e.g., commenting; labeling value through

‘likes’; content promotion and demotion via features, such as ‘upvotes’ and ‘downvotes’
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and algorithms that prioritize content). With respect to my findings, I recognize that

it is altogether too easy to attend to specific instances within my data, such as the par-

ticular wordings of a comment, the reporting of a specific post, or the deletion of an

individual’s account. However, here, I shift my attention to what is happening across

these cases and across an ecosystem of online spaces. This supports attending to the

structural forces at play. Key to this structural framing is that individual instances of

moderation, moderation that occurs within and among community groups, and distinc-

tive interactive features of the platform must be understood together. Making sense

of the platform altogether, rather than through specific cases in isolation, has been my

means of understanding what content moderation across social media platforms is do-

ing.

Consider, for example, the reporting features on social media platforms. By ap-

proaching their design and use in terms of the wider structural practices of content

moderation, we get a clearer picture of how conformity and an order of normal are

enforced. As we have seen, the threat of being reported regulates online behavior with

respect to what people are willing to say about eating disorders and their own actions

and beliefs. The power of moderation in this context is not in the reporting per se,

but in its perpetual threat. Reminiscent of Michel Foucault’s well-rehearsed reading of

the panopticon (Foucault, 2012), surveillance, rather than punishment, is the primary

means of control. The Panoptic qualities of a platform (Wood, 2003), or more broadly

its structural configuration designed to support content moderation, controls users and,

in the case of eating disorders, regulates content so that it adheres to a norm. What

the structural mechanisms of content moderation serve to do, then, is actively delineate
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the boundaries of what is acceptable within particular online spaces. They come to con-

stitute a ‘structural machinery’ that sanctions some bodies and forms of mental illness,

while simultaneously casting others as other-than-normal or deviant. Classifications of

wrongness and deviance are amplified by practices of moderation that target certain

versions of eating disorders, at times removing them from social media platforms and,

therefore, the ability to participate in constituting broader versions of mental illness

online.

Consequences of conformity clearly resonate with feminist and biopolitical accounts

of bodies (Braidotti, 2000; Butler, 1993; Fuchs, 2013; Malson, 1999). These accounts

detail various ways in which bodies are constructed and regulated in postmodernity. In

particular, I attend to the ways social media platforms exert structural forms of control

on how bodies are performed (Dejmanee, 2013). Underlying these structural forms and

related research recommendations (e.g., such as health interventions) is the assumption

that social media users should internalize, rather than question or counter, mechanisms

of social control. Current platform practices, as well as research and design suggestions

that call for additional, albeit different, forms of moderation and intervention, may

result in new aggregates of human and technical control that work to establish and en-

force existing norms and values (Chancellor et al., 2016d; De Choudhury, 2015; Jhaver

et al., 2019a,c; Myers West, 2018). This applies, even, to recent research on content

moderation that suggests a shift toward an educational paradigm rather than a punitive

one (Myers West, 2018). Existing norms and values constitute only certain versions

of body image and body management. They neglect the broader range of bodies and

practices. I argue platforms and researchers should explore alternative ways to support
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individuals with eating disorders, rather than impose an order of normal that further

marginalizes and subjugates certain experiences.

6.6.2. Consequences of Conformity for Marginalized Groups

Specific moderation practices on any one platform might not pose a problem in isola-

tion. However, the ways in which platforms operate in similar ways with respect to

content related to eating disorders contributes to systemic discriminatory practices and

displacement of individuals on the margins. By addressing the consequences of con-

formity, as I do here, I contribute to a developing body of work that examines how

the sociotechnical machinery of platforms and algorithms (e.g., on social media and

elsewhere) exclude non-normative identities and forms of expression and interaction

(Bivens, 2017; Bivens and Haimson, 2016; Haimson and Hoffmann, 2016; Hamidi et al.,

2018). Platform content moderation, as I describe here, operates to enforce a particu-

lar conformity to body image and body management online. These localized findings

connect with broader processes of conformity, including those related to mental illness

and marginalization. Here, I take a moment to discuss how conformity, as enacted by

dominant groups and processes, has consequences for individuals with eating disorders

and other members of marginalized groups.

Posts about body image and body management as they relate to eating disorders on

social media can be interpreted as a type of illness narrative (Feuston and Piper, 2019).

Illness narratives provide opportunities for individuals to work through, reflect on, and

make meaning of the subjective experience of being ill or living with an illness (Frank,
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1995; Kleinman, 1989). Personal narratives about mental illness share much in com-

mon with other types of illness narratives, including cancer and chronic illness (Sannon

et al., 2019; Yang et al., 2019). For example, these narratives are highly idiosyncratic

and describe experiences with suffering, coping, and healing. Despite these similari-

ties, narratives of mental illness online are more likely to be subjected to moderation

and removal. As I have shown, individuals may respond to practices of moderation by

concealing the full extent of their eating disorder on social media. This poses a prob-

lem, particularly for the many individuals for whom social media platforms may be

the only spaces in which they feel comfortable disclosing and discussing their experi-

ences. Without those spaces, and without others elsewhere in their lives, these individ-

uals are at risk of psychological consequences related to hiding stigmatized experiences

(Pachankis, 2007).

Processes of conformity also operate to displace individuals and communities. Dis-

placement may be likened to a form of digital gentrification (Lingel, 2019), in which

marginalized groups are forcibly removed from platforms to benefit a majority. As Jessa

Lingel describes, gentrification involves power and control. In particular, it involves

the ways that corporations, including social media platforms, increasingly shape so-

ciotechnical relations in digitally-mediated spaces (Lingel, 2019). Given how platforms

operate, there are a number of motivations for ‘gentrification’ and the displacement of

certain individuals and groups of people—many of which are grounded in concerns

of revenue and legality. For example, displacement of individuals with eating dis-

orders and other marginalized groups might be conducted to present a vision of an

advertisement-friendly social media. Alternatively, platforms may encounter additional
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expenses when working to manage a particular population, such as those costs involved

with the development and deployment of support resources and health interventions.

Nevertheless, displacement in the context of this study creates inequalities with re-

spect to content production and which voices are permitted online. Displacement of-

ten occurs alongside moderation and simultaneous provisions of helpline resources.

Though these resources may provide valuable and informative assets for individuals

with eating disorders, as well as their family members and friends, they do not—and

cannot—replace support networks and opportunities for socialization and disclosure.

Further, when support resources are limited, such as to the NEDA helpline, they present

a bounded interpretation of life with an eating disorder. These constraints ignore per-

sonal histories and experiences with eating disorders, including recovery, relapse, and

management, demonstrating how a blanket solution (e.g., providing the same resources

for everyone) may exclude many.

Finally, in considering regulation and subsequent responses, it is vital for platforms

to acknowledge the labor they create for individuals with eating disorders, a group of

people who face marginalization and stigma in online and offline spaces (Livingston

and Boyd, 2010; Rüsch et al., 2005). As other reports have shown (Online Censorship,

2019), social media platforms can negatively impact marginalized groups (e.g., Ro-

hingya people, Native Americans, Black Americans) through practices of content mod-

eration. Though I have also found consequences, I additionally show how individuals

can use certain platform features to resist control and moderation. These forms of

resistance, which others have aligned with practices of civil disobedience (Myers West,

2018), share their spirit and their histories with other forms of social activism, including
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those related to Mad Pride and #MeToo (LeFrançois et al., 2013; Mendes et al., 2018).

However, resistance is itself a burden. It requires individuals with marginal status to

go beyond typical platform interactions just to enjoy the same access. Furthermore,

‘going beyond’ involves using platform features in unintended ways (e.g., immediately

creating a new account after another has been banned). Rather than necessitate addi-

tional labor, particularly when it is at odds with a platform, technologists can reconsider

how to design for online social spaces that are host to multiple and differing versions of

experiences.

6.6.3. Supporting a Multiplicity of Eating Disorders

Important for rethinking design are cases where we see moderation and conformity

operating in constructive ways. Several participants discussed practices of moderation

(e.g., forum organization, content warnings) that resulted in a conformity of body im-

age and body management tailored to respect the standards of their ingroup community.

These grassroot processes of moderation and the type of conformity they enact are not

a panacea. They operate in a similar way to other online platforms and social media

sites (e.g., through sociotechnical relations) and can restrict versions of body image and

body management. However, my findings suggest that certain community-led practices

of moderation can be practiced in ways that support different, multiple experiences of

eating disorders. This speaks to the complexity of moderation as it relates to confor-

mity and highlights promising possibilities for supporting the multiplicities inherent in

individuals, communities, and platforms (Haraway, 2013; Mol, 2002; Swanson, 2018).
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6.6.3.1. Accepting Multiple Versions of Eating Disorders

As my participants discussed, many experiences with eating disorders are difficult—

recovery included. Rather than casting content as non-normative or deviant (i.e., such

as through its removal or by other technical configurations that set it apart), social

media platforms should reconsider the ways in which marginalized experiences and

illness, of any type, are addressed and moderated online. As I describe above, illness

narratives can be productive ways to document, reflect, and share the experience of

being ill. Yet, these personal narratives are at risk when they do not adhere to the order

of normal enforced on social media platforms and online communities. Rather than

constraining experiences, such as through practices of content moderation dispropor-

tionately impacting non-normative types of content, platforms should reconsider ways

to rework interactions surrounding narratives of illness. To this effect, support resources

could represent more than the ideal of recovery. For example, they could also include

community-curated posts and articles and content related to harm reduction, which can

help people living with an eating disorder stay safe by avoiding particularly risky or dan-

gerous behaviors. Additionally, rather than reporting features or educating those who

have been subject to moderation (Jhaver et al., 2019a; Myers West, 2018), platforms

could provide educational resources to others (i.e., people reporting content) about the

experience of living with mental illness and importance of online disclosure.
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6.6.3.2. Coexisting through Strategic Content Practices

Designing for multiplicity also means mindfully attending to the ways that different

types of people coexist with one another. Certain ways of posting about eating disor-

ders, including experiences related to recovery, can be triggering or upsetting for others.

Content removal is one common way of addressing this type of content. However, as

I have shown, it is not without consequence. Instead, I turn to the practice of content

warnings. As my informants described, these warnings provide an alternative way to

coexist and safely access online spaces. However, content warnings are not universal—

even on a single platform. Additionally, the labor of including a content warning falls to

the individual who is posting or, in some instances, a small, community-led moderation

team. Platforms, therefore, have a design opportunity to simultaneously support expres-

sion and disclosure, as well as safety and access. For example, Instagram has a content

warning feature that blurs a ‘sensitive’ image until an individual makes the decision to

view it. However, this type of content warning is an external force. It’s applied by the

platform following a report of content that “some people may find offensive or disturb-

ing.” My data suggest that individuals with eating disorders seem likely to appropriate

similar features as a way of online self-preservation, community sustainment, and con-

sideration of others. As part of reworking content warnings, we should consider how

platform features could support awareness of potential audiences and draw attention

to the impact of viewing certain content. For example, including numbers (e.g., calorie

counts, weight) in a post can be triggering for some people. Through new and improved

mechanisms for self-moderation, platforms could make available technical affordances

that maintain diverse forms of expression and help individuals navigate content.
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6.6.3.3. Reconfiguring Power Dynamics

Another way that platforms and online communities can move toward a more equitable

and just experience online is to shift power dynamics embedded within content mod-

eration features and practices. In particular, platforms could provide additional control

and agency for individuals who have been reported. Currently, power is in the hands of

other platform members, as well as computational actors and contracted laborers, who

are able to report, flag, and remove content anonymously. Oftentimes, this results in the

person who had content moderated not being able to face the person or system who was

responsible—or even know how or what happened when content was reported or re-

moved. This lack of transparency and accountability contributes to the marginalization

that individuals with eating disorders face on a day-to-day basis. Additionally, the emo-

tional burden and labor of restoring activity online, including finding a space to exist, is

shouldered by those who may need support the most. Productive design changes may

include increasing transparency with respect to moderation and its motivation (Jhaver

et al., 2019c); temporarily archiving an individual’s account or content during a pro-

cess of deliberation; and turning moderated content over to individuals to restore their

control over their personal data and its usage (e.g., such as for self-reflection).

6.7. Conclusion

Practices of content moderation are integral to what social media platforms do.

However, they are far from perfect and increasingly difficult to get right. Despite good

intentions, practices of moderation have consequences for individuals with eating dis-

orders and other members of marginalized groups. These consequences include loss of
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personal content and community support and labor associated with practices of resis-

tance. In this chapter, I examine the experience of content moderation and how, in par-

ticular, mechanisms of content moderation (e.g., the sociotechnical relations involved

in content removal, quarantine, helpline resources) work to establish and enforce a con-

formity to body image and body management on social media. I argue that processes of

conformity as reproduced through sociotechnical structures afforded by platforms work

to exclude people with eating disorders and other non-normative identities and experi-

ences. Additionally, my work raises the question of who or what gets to decide which

experiences and narratives are acceptable for online participation. Rather than design

for restrictive content moderation practices, I suggest that platforms consider support-

ing a diversity of eating disorder and illness experiences by designing for multiplicity.
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CHAPTER 7

Discussion

Let’s briefly return to Andrea – my participant from Chapters 1 and 6. Before we

ended our call, I asked Andrea what, if anything, she would like to say to Reddit regard-

ing the ban of r/ProED. She said:

“[I would tell them] about how harmful it is for them to just take away

community without even attempting to understand the purpose. And,

honestly, if they did, then it’s pretty shitty that they didn’t have the em-

pathy to understand the purpose of the community. And the other thing

that I think about is that people outside of the eating disorder commu-

nity don’t understand how few safe spaces there are for that. There isn’t

a lot of safe space for open dialogue about your experiences and having

a space to connect about what’s going on. So, for them to just either A)

not attempt to understand it and remove it is shitty or B) to attempt to

understand it and then not have the empathy to try to give them, give us,

a space to do better or maintain. I think that is their biggest misstep.”

Andrea’s response illustrates how she feels misunderstood, unsupported, and un-

heard. Though her experience is, perhaps, part of an extreme event (i.e., the ban of

an entire community), it resonates across the small stories and everyday experiences of
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people with mental illness who participated in my interviews and who I observed on-

line. Throughout my dissertation work, my aim has been to center people with mental

illness and their experiences, particularly in instances where people are underrepre-

sented and underserved by existing social media platform and research practices. This

perspective is relatively absent from HCI and CSCW social media research on mental

illness. As I’ve illustrated, however, it’s vital that we make room for these stories and

experiences. In foregrounding people like Andrea, my work prioritizes the experiences

and recognizes the expertise of people with mental illness who use social media. In the

following sections, I return to the primary contributions of my work and discuss new

directions for social media research on mental illness.

7.1. Revisiting Dissertation Contributions

Here, I connect the work across my specific empirical studies to address three of

my primary contributions. First, I discuss an approach to studying mental illness online

involving digital ethnography, which has not been widely adopted within this domain

(i.e., mental illness and mental health) in HCI and CSCW. Even as a researcher with an

eating disorder, digital ethnography has been – and continues to be – a deeply immer-

sive, informative, and insightful experience. Second, I address what it means to center

people with mental illness in my program of research. Currently, in related scholarship,

researchers and designers frequently apply a psychiatrized lens to framing, method, and

analysis. In this body of work, other forms of expertise (e.g., researcher expertise, clini-

cal expertise) are privileged over the expertise of lived experience. I argue for centering



205

lived experience and expertise to develop new research trajectories, such as those exam-

ining the needs and concerns of people with mental illness who participate online (i.e.,

from the perspectives of those individuals). Finally, I describe the importance of context

in understanding the diversity of mental illness representations and experiences online.

While much of the current literature emphasizes certain linguistic and visual cues and

styles, my research illustrates how many people with mental illness do not engage with

these practices of expression and communication. I argue for supporting and under-

standing the diversity of mental illness content and communities online by maintaining

the context of everyday life and other online practices.

7.1.1. Digital Ethnography

Within the HCI and CSCW fields, my dissertation represents one of the first, if not the

only, digital ethnographies of how people with mental illness participate online. My

ethnographic practice is an everyday, or nearly every day, engagement. I have spent,

at the very least, hundreds of hours online, digitally surrounded by people with mental

illness. Daily, I aim to spend two hours – if not more – online in the context of this work

and research approach. At the start of my ethnographic practice, I tried to collect all of

the posts I observed. For example, I saved the links of Instagram posts to spreadsheets

and, at times, Word documents. The goal was to literally account for everything I had

seen. However, much of my recent ethnographic practice does not involve a quantified

collection of posts. Instead, I prioritize time spent participating and memoing. Though

other qualitative approaches are similar to certain ethnographic methods, the ongoing

commitment (e.g., time, multiple locations), practices of participation, and reflexivity of
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my ethnography make this approach distinct. Meaning, ethnography, as I’ve practiced

it, compliments existing research practices, but, importantly, also provides new and

important insights.

Though not all ethnographic practices span multiple years, many (not all) do in-

volve a lengthy time commitment to participating within a specific group, community,

or research population. This approach, particularly contextualized within my own prac-

tice, decidedly differs from short term research projects – even related projects that

occur intermittently throughout the years. My approach to digital ethnography involves

continual, albeit at times shifting, engagement. For example, while I have spent the

majority of my time on Instagram and Reddit, I’ve also observed accounts and content

on Discord, Tumblr, Twitter, and several online community forums to contextualize in-

formation and stories shared by informants, interview participants, and online posters.

Data collection is not strictly bounded by time, communities, or a certain number of

posts. Every day, I participate online in spaces where people with mental illness gather

and memo on what I see and do. As such, data collection is not necessarily extremely

distinct from analysis. Similarly, within the work I’ve done, various paper submissions

have bled into and built off one another as I’ve learned more about individual and

community needs and concerns. The immersion and entanglements of this approach

provide certain insights, scholarly development, and ways of thinking are grounded in

the flexible, continuous, and fluid approach of ethnography.

Ethnographic practices of participation, such as online lurking, posting, and com-

menting, provide opportunities for understanding and examining individual and group

social practices and dynamics. Through participation within a particular eating disorder
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support subreddit, for example, I’ve been able to understand reactions and responses

to new community and platform policies and actions, such as Reddit’s recent push to

ban hate subreddits. Additionally, closely interacting with others in these spaces, such

as through interviews, commenting, direct messaging, and chats, has informed my un-

derstanding of how content and moderation practices within particular communities

has changed – and not necessarily for the better, as described by my informants. The

social dimension of ethnography is uniquely bolstered due to ethnographic emphasis

on participation in various forms. Rather than researcher interpretation influenced by

personal expertise or external literature, participation through digital ethnography pro-

vides a means to check interpretations of content with informants and participants on a

regular basis. This means that interpretations of content and practices are co-informed,

involving the work and understanding of the researcher and members of the research

population.

Participating within online spaces with members of a research population contributes,

in part, to the emotional investment and labor associated with digital ethnography. This

is, at times, exhausting. For example, for two years I followed an account on Instagram

where an individual with anorexia posted about her experiences, including school and

inpatient treatment stays. One day, I realized the account had been removed from Insta-

gram. This was a terrible, anxious realization. Though I’ll never know what happened,

or how that individual is now, I do still wonder. Similarly, content on a particular eating

disorder support subreddit has, more and more frequently, romanticized eating disor-

ders and related practices and provided tips, such as how to conceal eating disorders

from others. While this seems to stem from a lack of active community moderators,
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individuals (e.g., informants and interview participants) are concerned this subreddit

will go the way of r/ProED (i.e., banned). I’m concerned, as well. However, anxiety

and concern are not the only emotional attachments associated with my ethnographic

practice. Some content and individuals are deeply funny. Others are gently supportive

and caring. Digital ethnography has provided an emotional appreciation of how peo-

ple with mental illness participate online, bringing to my interpretation and analysis an

additional, affective layer of understanding.

7.1.2. Centering People with Mental Illness

Stigma surrounding mental illness contributes to how people decide to express, com-

municate, and share – or not – their experiences (Chang and Bazarova, 2016; Corri-

gan et al., 2004; De Choudhury and De, 2014; Livingston and Boyd, 2010). During

my digital ethnography, I’ve seen and spoken with individuals hesitant to talk about

their experiences with friends, family members, and physicians. I’ve witnessed stories

told by a number of people regarding the lack of validation and belief from healthcare

providers; which, in turn, can result in exacerbation of disordered behaviors and fur-

ther concealment. Invalidation of experience, along with other forms of stigma, can

reduce a person’s proclivity for telling others, even trusted others, about mental illness.

Ultimately, this can act as a barrier to healing and receipt of treatment, when desired.

Research within HCI and CSCW does little to break down the stigma that people with

mental illness encounter (Chancellor et al., 2019a). For example, recommending cer-

tain types of content and intervening on others creates situations where a narrow range
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of particular experiences are valued and privileged. Ultimately, this serves to reify ex-

isting stigma toward mental illness and the people living with it. Additionally, though

current work does, arguably, foreground mental illness, it’s frequently viewed from the

perspectives of platforms and healthcare practitioners or related documents, such as

the DSM. Meaning, certain content and experiences related to mental illness are oth-

ered and treated as non-normative.

With respect to my own position and understanding, I argue that research does not

center people with mental illness if it does not engage with the priorities, values, and

needs of relevant individuals and communities (Pacheco-Vega and Parizeau, 2018). For

example, common practice in current, related literature involves the development and

recommendation of design implications and interventions by a privileged few (i.e., HCI

and CSCW researchers, clinical practitioners, industry technologists). Though these

individuals conduct research and design for people with mental illness, members of the

research population are notably absent. Similarly, given dominant framings of current

research, scholars do not often engage with or represent the needs and concerns of

members of the research population. Instead, they present the concerns and needs of

researchers, social media platforms, and clinicians. Representing content, experiences,

and people with mental illness, and designing systems for people with mental illness,

without including these individuals, these stakeholders, can be harmful and othering.

In my work, by centering people with mental illness, I aim to engage with the needs of

this population and normalize how people with mental illness participate online.
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Centering is an integral part of my ethnographic approach. In addition to attending

to the values and practices, needs and concerns of people with mental illness, it also in-

volves recognizing that people with mental illness are not a homogenous group. Under-

standing similarities and differences, such as between people and communities, involves

a commitment to listening. Partly, this means acknowledging and embracing the role

of the researcher as a learner. Throughout my digital ethnography, I have continually

learned from people I’ve interviewed, as well as individuals I’ve observed and encoun-

tered online. For example, when I first started my ethnography, I reported graphic

self-harm content to Instagram. My intention was to support people who seemed dis-

tressed. However, through observation, followed by an interview study, I learned that

my actions of ‘help’ were, at times, potentially harmful, oppressive, and counterpro-

ductive. My openness to sincerely learning from my research population provided the

basis for this point of view and insight. As a practice, centering does not mean that re-

searchers will always get it right. However, it does involve openness, sincerity, humility,

and willingness to learn and grow.

7.1.3. Diversity of Experiences and the Importance of Context

The significance of approaching mental illness online through digital ethnography also

involves collecting and analyzing content that does not explicitly engage with linguistic

and visual cues related to mental illness. Recall, for example, participants from Chapter

4 who posted inspirational quotes and memes, as well as beach selfies. These repre-

sentations are not necessarily hashtagged, captioned, or otherwise explicitly related to

an experience with mental illness (e.g., anxiety, depression). Currently, representations
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of mental illness such as these are underrepresented in the literature (c.f., McCosker

and Gerrard (2020); Pater et al. (2019a)). Specifically, many current practices of data

collection cannot account for posts related to mental illness that are not visibly linked or

claimed through hashtags or other types of signifiers. This ultimately works to obscure

the diversity of mental illness online in a number of ways. As my work illustrates, other

forms of data collection, such as interviews, promote a broad understanding of how

people post about their experiences with mental illness online.

Even when collected, posts related to mental illness may be obscured, flattened, and

misrepresented. This is due to data collection and cleaning processes, which often re-

move posts about mental illness from surrounding context. As I’ve illustrated across

my dissertation work, context is vital to understanding an individual’s experience with

mental illness. For example, in Chapter 4, I illustrate how mental illness is better un-

derstood when contextualized within an individual’s everyday life and posting practices.

This work argues for keeping content related to school, entertainment, cars, and other

topics as part of data collection and analysis. Similarly, in Chapter 5, I demonstrate

how posts related to mental illness and mental health share a number of similarities.

Recall, for example, the Instagram post captioned “Breakfast.” Without context, posts

like these are indecipherable; they hold too many interpretive potentials to make any

analytic sense, particularly with respect to human and computational practices of clas-

sification.

Though it’s important to include context in data collection and analysis, whether

through surrounding posts, the entirety of an account, or a complementary interview

study, when I talk about keeping context intact, I don’t mean attending to every single
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element in an individual’s account or online history. Rather, keeping context intact is

about, at the very least, bringing other types of content alongside. This involves making

the explicit decision to not remove any part of an individual’s online account or posts

(i.e., within a particular space or beyond). Even when context is kept there are ways to

center or foreground an individual’s life with mental illness, such as I’ve done in Chapter

4.

As demonstrated across my body of work, I am committed to working with people

with mental illness in order to listen to their experiences and perspectives and engage

with their needs and concerns. Here, I’ve revisited the primary contributions of my

empirical chapters, including my digital ethnography, centering of people with mental

illness, and representation of diverse experiences and context. Building on this foun-

dation, I detail current HCI and CSCW research practices with respect to mental illness

online and discuss consequences associated with dominant paradigms.

7.2. Examining Current HCI and CSCW Research Practices

In this section, I attend to the ways in which people are produced in social media

research on mental illness within HCI and CSCW. This particular investigation has roots

across my empirical work, where I have aimed to understand several lines of inquiry

related to how people post about their experiences with mental illness online. For ex-

ample, in Chapter 4 I illustrated how mental illness is depicted within and surrounding

other everyday experiences, such as school, work, and hobbies, as well as the ways in

which other actors participate in shaping how mental illness is narrated. With respect

to this latter instance, Chapters 5 and 6 extend this work by describing how human and
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computational actors (mis)interpret certain experiences and operate to enforce a certain

type of conformity around how people with mental illness post and gather online.

In this section, I use research on eating disorders to discuss how people (with eat-

ing disorders) are produced through the sociotechnical structures of social media and

the god trick of ‘objective’ science (Haraway, 1988). The collective entanglement of

these various regimes works to enact certain versions of people online and within the

academic literature. While commercial aspects of platforms also have relevancy here,

such as the ways in which platforms generate revenue and retain ‘users’, here I center

HCI and CSCW research practices in order to work through a particular case of how

power moves and consolidates within this specific research enterprise (for a related ex-

ample in education see: Vossoughi and Escudé (2016)). I locate my examples within

research on pro-anorexia and pro-recovery communities, some of which stem back to

the mid-2000s, to illustrate how the technical specificities of digital platforms support

certain opportunities for inquiry and contribute to how people with eating disorders are

then reproduced within academic research projects. My aim is to call attention to how

power is consolidated across the HCI and CSCW research enterprise, which has impli-

cations for the versions of people that are produced. Following a discussion of how

consolidated power leads to narrow worlds and consolidated, inaccurate versions of

people, I address two consequences associated with these practices: epistemic violence

and oppressive care.
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7.2.1. Producing Eating Disorders through the Research Enterprise

Social media platforms have everything to do with how people are enacted online and,

subsequently, how people are produced through and within social media research. As

illustrated across my empirical work, people interact online through various modes

of communication and engagement, including accounts, friend lists, images, hashtags,

comments, and likes. The specifics of these sociotechnical machinery vary from platform

to platform. For example, Instagram uses an image of a heart to indicate ‘likes’, whereas

Reddit uses pictures of arrows to indicate ‘upvotes’ and ‘downvotes’. These technical

specificities produce different versions of people across online spaces – not to mention

the ways in which social norms and practices vary from platform to platform. The

versions of people we see online did not exist prior to social media platforms and do

not exist independently of them.

For example, while studying pro-anorexia on Instagram now might involve collect-

ing hashtags, account profile information, post media (e.g., images, videos, text), and

comments, studying pro-anorexia websites in the late 1990s and early 2000s was vastly

different (e.g., collecting characteristics related to website provider cost, date of last

update, information about the webmaster, and website content (Norris et al., 2006).

In addition to differences in technical affordances, the social specifics of pro-anorexia

differed in the 1990s and early 2000s, an era that I’ve seen called ‘the first wave of

pro-ana’ during my online observation. All of this is to say that the ways in which pro-

anorexia and people communicating about pro-anorexia are produced depends on the

sociotechnical affordances and practices of specific online platforms at specific times.

Reminiscent of Annemarie Mol’s examination of atherschlerosis in The Body Multiple
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(Mol, 2002), this means that the versions of people produced in online spaces are tech-

nospecific and situated. By attending to differences, as well as the ways in which these

multiple versions cohere, we can gain insight into how power flows through the HCI

and CSCW research enterprise.

Researchers are reliant on specific human-machine assemblages to conduct research

and produce scientific knowledge. Take, for example, my empirical work in Chapter 6. I

started recruitment on Craigslist and moved to a specific subreddit and an online eating

disorder support forum, once moderator permission was granted. In comparison to the

subreddit and eating disorder support forum, which very explicitly had many members

with eating disorders who decided to gather around that facet of experience, the flyer

on Craigslist was available to a much broader population. Several of the individuals

who met the inclusion criteria for my study from this particular recruitment approach

were individuals with eating disorders who participated in diet groups, such as those

on Facebook. These individuals were very different than the population I had in mind.

For example, one individual spoke about how her restriction-based intensity on a diet

Facebook group ended in a ban when she suggested multiple dieting practices at once.

Similarly, another spoke about how Instagram suspended her account for sizeism and

fatphobia, even though it was directed toward herself. These experiences are valid

and connected to how these women experienced moderation in relation to their eating

disorders. However, neither of these experiences are those in which the eating disorder

is explicit or even visible to an external audience. Meaning, it’s likely the experiences

with content moderation here were due to other processes of conformity around body

image and body management practices, rather than those explicitly related to policing
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how people with eating disorders communicate about their experiences with eating

disorders online. (Though, of course, the end result is similar.)

Moving away from the specifics of my interview recruitment methods, I want to

pivot to discuss hashtag-based data collection, which is very prevalent within social

media research on mental illness. Hashtag-based data collection, the particulars of the

practice as well as the specific hashtags used, illustrates how power and knowledge are

entangled, as well as how they consolidate in order to produce certain versions of eating

disorders within the HCI and CSCW literature. As I move through the ways in which

certain versions of people with eating disorders are consolidated through the research

enterprise, my aim is not to police or gatekeep any particular ways of approaching

mental illness – or eating disorders, more specifically – on social media. Rather, I want

to illustrate how certain practices and versions of people become more prevalent than

others.

Though not the first empirical chapter of my dissertation, Chapter 5 represents my

initial foray into understanding and examining how people with mental illness use social

media. In that chapter, I describe how I compiled an initial dataset – an entry point into

mental illness on Instagram – using a set of five hashtags, all of which had been, at the

very least, mentioned in some capacity in prior work. Though hashtags have a number

of limitations when used to collect social media data (Gerrard, 2018; McCosker and

Gerrard, 2020), I used them in order to reference related literature; aiming to make

my work credible by association. At the time, as a very junior researcher – even more

so than now! – using hashtags, as well as Instagram, which had been studied in prior

work on mental illness, was a vital part of my research strategy. Without getting into
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all of the hashtags here, I want to solely focus on #anorexia and take a step into the

history of this hashtag’s use, as it relates to the two papers I referenced for this part

of my method: “This Post Will Just Get Taken Down” (Chancellor et al., 2016b) and

#thyghgapp (Chancellor et al., 2016d).

With respect to #anorexia, both of the above publications cite the following work:

Anorexia on Tumblr (De Choudhury, 2015). In this publication, De Choudhury col-

lected 18,923 unique blogs and “first manually examined a number of Tumblr blogs

mentioning common eating disorder and anorexia symptomatology tags” (De Choud-

hury, 2015). It is unclear how these initial blogs were selected, however, because

we’re not given a sense of how the author arrived at the “common eating disorder

and anorexia symptomatology tags.” Given the prior work cited in this publication, we

can imagine at least one reason: some of these tags were grounded in content analysis

and linguistic studies of blogs and other online pro-anorexia and pro-eating disorder

spaces (Borzekowski et al., 2010; Wolf et al., 2013; Yom-Tov et al., 2012). Many of

these earlier studies set the stage for the described dichotomy between pro-anorexia

and pro-recovery online spaces and content, which may recognize, but not certainly not

foreground, the many similarities and people across these groups. All of this history

is folded into something as deceitfully simple as using #anorexia as part of a hashtag-

based data collection. This brief example illustrates how certain hashtags or words gain

footing and legitimacy when studying certain topics. Using the same hashtags repeat-

edly, even just as entry points into additional data collection, consolidates the possible

versions of eating disorders we see online; therefore, consolidating what we produce

through our research.
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Hashtags are, of course, not the problem here, though they help to illustrate some

of it. Consolidation of power through certain research practices is endemic to the entire

endeavor (Bowker and Star, 2000) – though we can see the ways in which certain

works aim to push back (e.g., such as in my data collection including interviews and

content without hashtags). Nevertheless, even work that pushes back in one way may

be complicit in another. Interviews and content analysis also work to constrain the

ways in which people are produced, such as through researcher-generated questions

and classifications. Once work has been legitimized, such as through peer-reviewed

publication or receipt of funding, there’s a certain momentum that carries practices

forward. These operate to create a type of homogeneity with respect to people and

eating disorders online.

However, we know that people with eating disorders aren’t homogenous. Even the

community groups of pro-anorexia and pro-recovery are misleading, as the individu-

als moving between these content and spaces are similar and numerous. The world,

eating disorders included, is multiple, messy. Dominant research practices may inad-

vertently conceal this mess, producing a certain type of ‘sameness’ that is not indicative

or accurate with respect to the many multiple versions of people with eating disorders

online. As others have written and demonstrated through their research commitments,

in aiming to examine particular facets of the world, it’s important to lean into the messi-

ness, the ways in which the world and its various actors are interconnected (Baumer

and Brubaker, 2017; Haraway, 2013; Law, 2004; Piepzna-Samarasinha, 2018; Taylor,

2020). After all, “the openness and culturally constructed nature of the social world,
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peppered with contradictions and complexities, needs to be embraced, not dismissed”

(England, 1994).

7.2.2. Consequences of Consolidating Research Approaches

There are consequences for the ways that power consolidates across the HCI and CSCW

research enterprise, particularly with respect to social media research on mental illness.

Here, I highlight two consequences: 1) epistemic violence and 2) oppressive care. Epis-

temic violence and oppressive care are harmful, traumatic experiences for individuals

with eating disorders and other types of mental illness, madness, and neurodivergent

experiences studied in social media research. I discuss theses consequences in the con-

text of research on eating disorders, as well as my own empirical work, in which I aim

to address the harm that we, as researchers, inadvertently cause through our practices

of constructing knowledge and caring for others.

7.2.2.1. Epistemic Violence

With respect to social media research on eating disorders, few researchers incorporate

the perspectives of people with eating disorders in their work. While my work is one

exception, recent work by Jessica A. Pater and colleagues illustrates the experiences of

three patients in recovery from eating disorders, including the ways in which individ-

uals may use digital content to self-harm (Pater et al., 2019a). I emphasize ‘patients’

here to make a clear point: Much of the work within HCI and CSCW on eating dis-

orders participates in the medicalization of these experiences. While interviews with

patients are a very important perspective to incorporate, not all individuals with eating
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disorders are patients or want to become patients. Even the use of patients suggests

a researcher-designated hierarchy and framing of experience. So, while Pater et al.’s

work does invite firsthand accounts and tellings of online experience and mental ill-

ness, it further consolidates those experiences within a medical realm of interpretation

and classification that still suggests group, such as pro-eating disorder (as mentioned in

the publication), homogeneity. Another interpretation: the inclusion of patients in this

work means that the words of people with eating disorders are appropriated in order

to reinforce existing processes of domination. I include this example to illustrate that

it’s not only firsthand accounts that are necessary, but a variety of accounts that engage

with multiple, including non-medicalized, versions of eating disorders.

Exceptions aside, much of the social media research on eating disorders does not

include firsthand accounts or collaborative, co-constructions of knowledge. Meaning,

individuals with eating disorders are not frequently permitted to produce knowledge

about themselves within HCI and CSCW research. This is evident in the ways that we,

as a collective of researchers, often devalue expertise derived from lived experience;

instead relying on ourselves and clinical practitioners as intellectual gatekeepers. In

this context, exclusion of individuals with eating disorders is epistemic violence, a “vi-

olence against one’s status as a knower; one’s role as a creator and communicator of

knowledge” (Ymous et al., 2020). In Can the Subaltern Speak? (Spivak, 2003), Gaya-

tri Chakravorty Spivak uses epistemic violence to describe how knowledge is produced

about the colonized other by the dominant social group. The question inherent in this

article, more than mirroring the title, is, rather, “When the subaltern speak, will anyone

listen?” With respect to people living with madness, mental illness, and other forms of
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neurodivergence, the answer frequently feels like a resounding, “No.” After all, as I ad-

dress in Chapter 2, personal accounts of lived experience were all but nonexistent until

the 15th century. Though communicating about mental illness is more readily available

today than ever before, particularly due to a variety of digital spaces, knowledge pro-

duction about mental illness is still largely relegated to clinical actors and those who

assume authority by association, such as researchers in HCI and CSCW. Ultimately, we

are not listening.

Recently, Anon Ymous and colleagues addressed epistemic violence in disability re-

lated technology research. The authors make a number of poignant points, illustrating

how:

“. . . disabled people are often persistently excluded from making mean-

ing about technologies presumably for them. Such epistemic exclu-

sion allows the circulation of implicit bias against disabled subjects as

producers of knowledge. Privileging, for example, neurotypical per-

spectives on neurodivergent needs, demarcating the space for tech-

nologies almost exclusively to domains of cure, therapy and interven-

tion – all of which are tied to rhetorics removing the intricacies of

disabled lives from the range of human experiences” (Ymous et al.,

2020).

In this article, the authors discuss how disabled scholars, themselves included, work-

ing and living within the academy and industry are subject to various processes of exclu-

sion and control. These processes include, for example, who gets to produce knowledge

and conduct research, as well as the ways in which the lives and experiences of disabled
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people are represented and framed. Ultimately, disabled people – of which people living

with mental illness are part – are excluded from knowledge production and subject to

ableist interventions, which I discuss in the following section.

7.2.2.2. Oppressive Care

In addition to epistemic violence, people with mental illness who use certain online

spaces, such as social media platforms, can be subjected to interventions that impose

upon their daily routine. For example, during interviews, individuals have discussed

deep frustration with post removals and accounts bans, as well as with the provision of

certain support resources, such as the NEDA helpline. Though research recommenda-

tions don’t always materialize on social media platforms, they are, of course, implicated,

as well. Interventions on people with mental illness, particularly those individuals post-

ing or viewing certain content, are often developed without the input of those very

people. While, on one hand, this is another example of the epistemic violence men-

tioned above, here I want to slightly pivot. Social media platforms and researchers

develop and implement interventions and recommendations from, I argue, a place of

care. Essentially, interventions are how researchers and platforms care for people with

mental illness. However, the type of care we see produced by ‘experts’ in this space isn’t

caring with or even supporting how people with mental illness care for one another; it’s

oppressive.

Mad folks and individuals living with mental illness have a collective history of cen-

turies of oppressive care, including forced institutionalization and coercive treatment
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(e.g., in various forms, such as medication, electroshock therapy, and lobotomy) – in-

cluding from medical practitioners, religious and spiritual leaders, and family members.

Oppressive care is nonconsensual, an imposition. It involves acts of caring for an indi-

vidual where the individual’s agency and, at times, personhood is denied or ignored.

Oppressive care is a type of violence. It’s controlling. Often, it’s paternalistic in assum-

ing that an individual needs a specific un-asked for type of care, support, treatment, or

healing. Oppressive care is done to a person, rather than with them or alongside them.

Digital interventions, including content moderation and the provision of support re-

sources, are types of oppressive care. The historical past I draw from provides additional

context for what is going on. It situates new ways in which people with mental illness

may encounter oppression under the guise of care. Many online interventions, though

this is not their intention, have ableist undertones and reinforce stigma against people

with mental illness by targeting certain content. For example, recovery is promoted as

an end goal or ideal and deeply personal content about living with a mental illness, such

as anorexia, may be removed due to its potential to harm others. My digital ethnog-

raphy over the past few years has illustrated that many people with mental illness are

not producing content or communicating in certain ways to harm others. People simply

want places where they can openly discuss all aspects of their experience with an eating

disorder – even (and maybe especially) the really ‘messed up’ parts.

Interventions, though they attend to societal notions of designing for ‘good’, miss

the mark because of how they can continuously harm the people who encounter them

(Smyth and Dimond, 2014; Ymous et al., 2020). For example, though people resist in-

terventions, such as by not using hashtags or by creating multiple and/or new accounts
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(e.g., following the ban of another), there are no systems in place to ensure these in-

terventions, as processes of control, won’t happen again. Here, I want to reframe inter-

ventions as oppressive care. As I discuss in Chapter 4, understanding disruption in the

life of someone with mental illness depends on context. My argument, specifically, is

that mental illness is not always a – or the only – disruptive experience or force in an

individual’s life. As such, there are instances when oppressive care, such as digital inter-

ventions, are the disruption to an individual’s everyday. This is clear throughout Chapter

7, when I discuss how content moderation – which, here, I’ve readdressed through the

lens of oppressive care – has consequences for people with eating disorders who have

had posts, accounts, and communities impacted. For a specific example, recall from

Chapter 7 the individual who discussed purging to cope with the ban of r/ProED.

The examples I address above with respect to oppressive care are the tip of the ice-

berg. These forms of care implicate more than just consequences to people with mental

illness, but an entire system of surveillance, which, in part, relies on outsourced and un-

derpaid laborers. Mark Andrejevic writes that “entry into the digital enclosure carries

with it, in most cases, the condition of surveillance or monitoring” (Andrejevic, 2008).

By participating online, people with mental illness are already subject to surveillance –

often this type of surveillance is linked to how platforms make money. However, when

posting certain content related to mental illness, individuals may find themselves in a

position where they are hyper-surveilled, running the risk of being reported by other

platform members or flagged by machines. Surveillance, particularly the ways in which

it entangles with certain systems of classification and moderation, operates to enforce

certain versions of mental illness online. This type of surveillance, and the classification
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systems entangled with it, form the basis for how people with mental illness are con-

trolled (Bowker and Star, 2000; Scott, 1998). As researchers studying how people use

online systems, we’re implicated in these processes; such as through our design recom-

mendations or the ways in which we observe – or surveil – people with mental illness

online. I am not saying that researchers advocate for surveillance of people with mental

illness. And, yet, we are certainly complicit in these processes. Rather than remain

complicit, we need to design systems alongside people with mental illness that mitigate

this type of harm and prioritize their concerns, expertise, and labor, as well as the ways

in which people care for one another.

7.3. Future Work

People do not communicate and gather online for us to observe, collect, and manipu-

late their content or digital representations of themselves. To make this point clear, sev-

eral informants from the eating disorder subreddits I participate within have discussed

what I’ll loosely refer to as the ‘problem with researchers’. This problem is twofold:

1) individuals don’t necessarily want researchers collecting data from the public spaces

they gather and communicate about their experiences with eating disorders; and 2)

individuals don’t want these public spaces to become private because that would in-

evitably make them more difficult to find for people who need them.

Computational social scientists and digital ethnographers need to grapple with the

ways in which we impact our research populations and, at times, specific individuals and

communities. I don’t expect or ask for a stop to these types of practices. Rather, we need

to examine our relationships with research populations and develop a research practice
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dedicated to mitigating harm and supporting research populations, communities, and

individuals. To put this another way, we need to “question both the potential harms (e.g.

conflicts with the online group) and the benefits (e.g. legitimization of the group)”

(Murthy, 2011). Additionally, rather than just question harms and benefits, we are

accountable to working to reduce harm, including the ways we exploit communities

and commit violence against them (e.g., epistemic violence and oppressive care).

As discussed above, we want more worlds and versions of eating disorders and other

types of mental illness online, not less. We also want to attend to these worlds in such

ways that the people within them are engaged with and their needs and concerns are

valued and addressed. This doesn’t mean discounting the dominant paradigm – which

is starting to break apart – but broadening it out. In this section, I discuss how recon-

figuring relationships and committing to an anti-oppressive care approach to research

and design provide potential avenues for mitigating the harm we cause to our research

populations in this domain.

7.3.1. Reconfiguring Relationships in Social Media and Mental Illness Research

“Vision is always a question of the power to see – and perhaps of the

violence implicit in our visualizing practices.” – Haraway (1988)

Creating and maintaining multiple worlds with respect to social media research on

mental illness necessitates a reconfiguration of relationships between researchers and

research populations. In this section, I discuss how I’ve negotiated my research practices

over the past several years, walking through the implications of my decisions and the

ways these decisions have changed over time. Though I center my own experiences
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here, I also aim to ‘read against the grain’ of other relevant studies within HCI and CSCW

to demonstrate the ways in which researchers already engage in these approaches to

the study of mental illness online (Hustak and Myers, 2012). Reading against the grain

involves what Carla Hustak and Natasha Myers describe as “reading with our senses

attuned to stories told in muted registers” (Hustak and Myers, 2012). There are so many

of these stories in work on social media and mental illness. I specifically attend to the

stories where researchers are visible as part of this process. My aim, then, is to amplify

relationships across this domain of work (Vossoughi and Escudé, 2016), and illustrate

how attending to these relationships can support collective production of knowledge

and epistemic justice, as well as affective entanglements that facilitate and recognize

mutual aid and care.

7.3.1.1. Incorporating Reflexivity in Online Mental Illness Research

Throughout the next few sections, I address taken-for-granted and concealed decisions

within research practices; namely, my own. To support this reflexive endeavor, I situ-

ate my work within feminist, queer, and other critical traditions. Though these litera-

tures have a life beyond research in HCI and CSCW (Berger, 2008; Crenshaw, 1990;

England, 1994; Haraway, 1988; Hustak and Myers, 2012; Pacheco-Vega and Parizeau,

2018), many researchers in these fields have worked to make these practices visible

and approachable with respect to technology research, particularly as it is produced

within many ACM venues. This includes, for example, works such as Feminist HCI

(Bardzell, 2010; Bardzell and Bardzell, 2011), Intersectional HCI (Schlesinger et al.,
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2017), Queer(ing) HCI (Spiel et al., 2019), Critical Race Theory for HCI (Ogbonnaya-

Ogburu et al., 2020), and Critical Disability Studies in HCI (Spiel et al., 2020; Williams

and Boyd, 2019; Ymous et al., 2020). Beyond these articles, researchers also make their

commitments clear through the ways in which they approach research populations and

the production of knowledge, including publications and technological systems. Draw-

ing from this body of work, I also bring alongside the analytic lens of doubly engaged

ethnography (Pacheco-Vega and Parizeau, 2018), which resonates with my position as a

digital ethnographer and, in many ways, talks across ethical issues that ethnographers

and computational social scientists should aim to address in their research.

Doubly engaged ethnography, as described by the authors, “requires attention to

the relationship between the researcher and their research community, and an ac-

knowledgement of the power dynamics inherent in ethnographic research and writing”

(Pacheco-Vega and Parizeau, 2018). As such, it shares much in common with the works I

describe above, many of which focus on relations between researchers and research pop-

ulations and critically engage with ethical dilemmas in research, including how power

moves through various enterprises and configurations of sociotechnical spaces and ac-

tors. Like work within HCI and CSCW, doubly engaged ethnography argues for ethical

considerations to be part of the entire research process. In part, this involves engaging

with the needs and concerns of a research population and ensuring that the research

process does not harm the wellbeing or livelihood of population members. Additionally,

doubly engaged ethnography provides a clear way for researchers to think about their

relationships with people, communities, and populations through the centering of three
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ethical issues: positionality, engagement versus exploitation, and representation. In this

chapter, I focus on positionality.

Positionality – or considering the researcher or designer’s position with respect to a

particular research population and project – is something we see many researchers in

feminist, queer, race, and disability scholarship discuss as part of their research prac-

tice (see, for example: Ames et al. (2018); DeVito et al. (2018); Thieme et al. (2018)).

Engaging with positionality is not prescriptive and can involve a number of facets, in-

cluding the researcher’s position in the world, goals, and political beliefs (Bardzell and

Bardzell, 2011). However, with respect to social media research on mental illness, po-

sitionality and researcher self-disclosure are rarely present in publications. Like other

scholars within HCI and CSCW, those of us studying mental illness online should en-

gage in processes of self-disclosure, regardless our research approach. Engaging with

these processes allows us to reflect on our own, multiple positions and how those shape

our work.

Below, I argue that we need to learn from other work, particularly adjacent work

within HCI and CSCW, that engages with and grapples with researcher positions. I

make this argument by very clearly showing the relevance of my positions to my re-

search practice. My digital ethnography, and how it has changed across the years,

involves a variety of techniques, some of which share similarities to computational ap-

proaches (e.g., the hashtag data collection mentioned previously). The hybridity of my

own approach to studying how people with mental illness use online spaces provides

a unique opportunity to engage with inescapable ethical dilemmas that researchers –
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digital ethnographers, computational social scientists, and all those around and in be-

tween – encounter while working with specific online sites and configurations of people.

I illustrate how considerations of researcher positions – in particular, the ways in which

those positions constitute certain relationships with research populations – help us un-

derstand entanglements between researchers and members of research populations in

order to discuss the implications for co-constructing knowledge and recognizing affec-

tive entanglements between ourselves and other actors within these online spaces.

7.3.1.2. Locating Ourselves

“We argue that positions are fundamentally relevant in doubly en-

gaged ethnography because they locate the researcher, subjects, and

research site all within a system of knowledge production where there

is a cohesive understanding of the need for scholarly engagement that

actually benefits the community under study.” – Pacheco-Vega and

Parizeau (2018)

In Situated Knowledges, Haraway writes, “Feminist objectivity is about limited lo-

cation and situated knowledge, not about transcendence and splitting of subject and

object. It allows us to become answerable for what we learn how to see” (Haraway,

1988). Due to the multiple positions we hold, and the ways in which these positions

may change over time, we learn to interpret and act with the world in very specific ways.

Ultimately, we are materialized, embodied entities and, as such, “we need to locate our-

selves in our work and to reflect on how our location influences the questions we ask,

how we conduct our research, and how we write our research” (England, 1994). While
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these reflexive considerations and the conversations they spark are prevalent within

many HCI and CSCW research circles, such as those referenced above, they’re notice-

ably limited within research on mental illness and online spaces.

Specifically, within social media research on mental illness there is a noticeable ab-

sence with respect to how researchers engage with their own positions and relationships

to online communities. That absence relates to a number of positions, but, in particu-

lar, researcher experience with mental illness. To be clear, I’m complicit here, as well.

While I argue for locating and situating our positions more visibly and explicitly – as well

as carrying them through in our study designs, findings, discussions, and design recom-

mendations – I recognize the difficulty of self-disclosure and potential for stigmatization

as it relates to our experiences with mental illness, madness, psychosocial disability, and

neurodivergence. Undeniably, it can be safer for those of us working within specific in-

stitutions to keep these positioned concealed (Clare, 2017; Ymous et al., 2020). As

such, my intention is not for people to out themselves or for reviewers, when they en-

ter into the process, to ask that people out themselves. There are other ways to detail

positionality that focus on relationships, rather than all of the positions a researcher

might hold. Here, I aim to illustrate, as many others have done, how our positionality

is the foundation through which we work and view the world. Simply put, it impacts

everything.

Not all researcher positions are absent from social media research on mental illness.

Take, for example, instances when researchers refer to themselves as ‘experts’ or men-

tion the training they have received in order to conduct their specific line of inquiry

(Chancellor et al., 2017; Pater et al., 2019a). A researcher’s position is also implicated



232

by who they choose to work with, such as individuals who select to work with clinicians

in some capacity (e.g., analysts, participant resources). Researcher positions are also,

perhaps subtly, implicated in the interventions that people design, such as for handling

pro-anorexia content (i.e., to moderate it or aim to share it with clinicians (De Choud-

hury, 2015)) or helping people respond to sensitive disclosures (Andalibi and Forte,

2018b). These particular positions, those directly addressed and those implicit, are,

of course, only part of how people move through the world. Race, gender, class, and

disability status – and the fluidity and flexibility of these positions for some – often go

unmentioned.

When we don’t provide insight into our own partially situated positions, we risk be-

ing complicit in “the god trick of seeing everything from nowhere” (Haraway, 1988). As

I’ve mentioned, this practice of absolute, objective vision is violence. It’s a practice that

participates in constructing dominant, homogenous paradigms of what eating disorders

– and other mental illness – are. Breaking away from this paradigm, without replac-

ing it with another, involves acknowledging our embodied materiality and situatedness;

arguing for more worlds. While this is a very easy argument to make, as my own appre-

hension in Chapter 3 shows, it can be a difficult argument to actualize. Across my body

of work, I’ve discussed how researchers may inadvertently stigmatize and marginalize

their research populations with mental illness. The impact of these practices is not

constrained to research populations, however; they also impact the ways in which men-

tal illness is stigmatized and marginalized within universities (Dolmage, 2017; Ymous

et al., 2020). Given this understanding, as I mentioned previously, I am not aiming
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for us to engage in a culture of outing people with mental illness – or for us to neces-

sarily out ourselves. Even though experiences with mental illness change across time,

when disclosure is mentioned in a publication, it’s frozen within that moment. It can,

of course, be updated, but it can’t necessarily be taken back. As such, we should be

grateful when people engage with any of their positions in this type of research and

aware that the positions that are made visible might, at times, conceal others.

While engaging with researcher identity situates research and supports engaging

with reflexivity, there are other ways to incorporate this practice, as well. As I illustrate

in the following section, highlighting relationships between researchers and research

populations provides an additional way of writing about positionality that can involve

(or not) researcher positions, as well as research practice.

7.3.1.3. Examining our Relationships

Engaging with positionality and reflexivity is vital for our research (Bardzell, 2010;

Bardzell and Bardzell, 2011; England, 1994; Pacheco-Vega and Parizeau, 2018; Rode,

2011). It can help us attend to how power moves, such as through the consolidation

of certain practices that impact how we know and construct people with mental illness,

which I describe above. Identity-based positions and biographies are only part of what

it means for researchers to engage with positionality. We should also work to include

and highlight relationships between ourselves, including our research practices, and the

individuals, communities, and populations we study (England, 1994; Pacheco-Vega and

Parizeau, 2018; Toombs et al., 2017; Vossoughi and Escudé, 2016). By engaging with

positionality and reflexivity in this way, we can aim be “more aware of asymmetrical
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or exploitive relationships” (England, 1994). Though we cannot always remove these

relationships, we can be aware of them and work to reduce the harm we cause (England,

1994; Pacheco-Vega and Parizeau, 2018; Smyth and Dimond, 2014).

Research does not happen on the world or on people within the world, but rather,

in the betweenness of our relationships with members of the populations we research;

which are, in part, impacted by our positions, biographies, research sites, and method-

ological approaches (England, 1994). As Kim V. L. England writes, research does not

involve examining uninterpreted lives, worlds, and social realities (England, 1994).

Rather, it’s an assemblage of multiple people, worlds, and practices. Below, I illustrate

important relational aspects of research by discussing how knowledge is co-constructed

between researchers and members of research populations. I end by illustrating how

engaging with these relationships highlights affective entanglements between scholars

and other actors within these assemblages, which can provide a basis for thinking with

care (Puig de la Bellacasa, 2012).

7.3.1.4. Co-Constructing Knowledge

Research is structured by a number of actors. Here, I specifically want to address the

ways in which knowledge is collectively constructed between researchers and research

populations. In HCI and CSCW, many researchers and designers adopt participatory and

co-design approaches to research that support collective knowledge production and in-

terpretation (see, for example: Harrington et al. (2019); Lazar et al. (2017); Le Dantec

(2012); Walker et al. (2019)). This work is vital, particularly as it relates to making

research with marginalized groups equitable (Harrington et al., 2019). Participatory
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practices, under any guise, can address the potential for exploitation in research by

bringing members of research populations into the research practices and representa-

tions in which they are implicated. Ultimately, it’s important to offer various types of

participation and to acknowledge the variety of ways in which knowledge is collectively

produced.

However, not all work is or can be participatory. A good amount of work on so-

cial media research, particularly as it relates to mental illness, is not participatory.

While this can lead to potentially exploitive relationships, there are ways to reduce

exploitation. England, for example, discusses different researcher approaches to inter-

acting with members of a research population, including positioning the researcher as a

learner or supplicant (England, 1994; Pacheco-Vega and Parizeau, 2018), rather than as

a knowledge holder or expert, in order to emphasis the researcher’s dependency on the

knowledge and expertise of the research population. In this way, online observation and

other forms of data collection, such as web crawling, are already part of co-constructive

practices. Rather than positioning the researcher as an expert, such as to justify partic-

ular methods and interpretations, we could collectively benefit by illustrating that, as

researchers and scholars, we are also learners. This provides an opportunity to demon-

strate how our research populations hold knowledge and educate us – even when our

contact with them is mediated (e.g., through posts, comments, social media accounts).

In this context, mitigating harm can mean acknowledging co-construction in research

practices. This isn’t to dismiss the ways in which researchers currently do this, such

as speculating on reasons for hashtag variation or account creation following content
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bans. However, rather than interpretation presented by the expert researcher, we bene-

fit from clear grounding in informant language, as constructed through online content,

that supports the expert informant (i.e., as understood by the situated position of the

researcher-learner).

By representing people with mental illness (e.g., informants, participants, and as

produced on social media) as actors – as experts, as knowledge holders – we can work

to reduce the effects of epistemic violence. Evelyn Wan et al. write about this as epis-

temic justice, the “proper use and allocation of epistemic power; the inclusion and

balancing of all epistemic sources” (Wan et al., 2020). This is one way to create and

maintain multiple, heterogeneous worlds, where we disrupt and resist the homogeneity

of current social media and mental illness research practices and representations by in-

corporating more people, particularly those othered – even inadvertently so – in current

research. We know that mental illness is a nuanced, intimately personal experience.

Rather than focus on sameness, we can better account for difference and mess, as well

as the tensions this difference can create. Additionally, by considering members of re-

search populations as knowledge holders, we can also understand them through other

positions of agency and power, including the labor that people perform within these

online spaces.

7.3.1.5. Affective Entanglements in Social Media Research

Research is embodied, intersubjective, and interdependent. In the previous section, I

illustrated what this means for the co-construction of knowledge; showing how, even

when firsthand accounts and participatory methodology are not present, that academic
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knowledge is produced in the betweenness of researcher positions and biographies,

relationships between researchers and research populations, and research approaches

(e.g., online observation, data mining). An important element of co-construction is

affect. Specifically, if we start to locate ourselves and our relationships, if we resist

the god trick (Haraway, 1988), then we start feeling and attending to the affective

dimensions of these spaces (Despret, 2013).

Within HCI and CSCW social media research on mental illness, we see instances

where researchers discuss the emotional impact of studying mental illness online. Take,

for example, Pater and colleagues’ discussion of researcher wellbeing (Pater et al.,

2016a):

“The three researchers that coded this work often discussed coping

mechanism used to ameliorate the impacts that immersing oneself

into this type of data can have on an individual. While it is standard

procedure for researchers in our field to protect the subjects within a

research endeavor, it is far more rare to take into consideration the

impact on the researcher(s). More discussions need to be had within

our community as to what best practices and lessons learned could be

shared by other disciplines that grapple with immersion into research

areas that can negatively impact the researcher conducting the study.”

The considerations above focus on the researcher and their wellbeing, briefly allud-

ing to coping mechanisms practiced by Pater and colleagues to mitigate negative emo-

tional aspects associated with examining content related to certain representations of

mental illness online. This conversation is similar to many others within HCI and CSCW.
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For example, a number of papers detail the potential emotional harms to researchers

conducting certain types of work, advocating for researchers to be mindful and atten-

tive to themselves during specific lines of inquiry (Moncur, 2013; Wolters et al., 2017).

With respect to mental illness content, what we view online can, at times, be upsetting

and at times triggering, even when it doesn’t intersect with our own experiences with

mental illness. Affective experiences, for example, motivated my movement away from

content related to certain forms of non-eating disorder-related self-harm as well as from

Instagram as a platform, where the rampant idolization of thin bodies extends beyond

certain eating disorder networks and entangles with influencer culture and posts about

health, beauty, and fitness.

Considering the affective impact of this work involves considerations beyond re-

searcher reactions. I want to draw out the emotional character of these spaces, particu-

larly as they relate to other types of affective entanglements, such as those apparent in

how we represent people with mental illness and develop recommendations for social

media design. Here, I want to think about care by thinking-with scholar Maria Puig

de la Bellacasa (Puig de la Bellacasa, 2012). Puig de la Bellacasa writes that care in-

volves “doings needed to create, hold together and sustain life’s essential heterogeneity”

(Puig de la Bellacasa, 2012). As I argue above, heterogeneity (i.e., difference and mess)

should be an integral component to any agenda related to studying mental illness on

social media. Rather than revisit the previous section through this particular thinking-

with configuration, here, I want to consider how thinking with care, as an ontological

practice (Puig de la Bellacasa, 2012), helps us understand the ways in which we are

directly involved or, at the very least, implicated in the care webs and collectives that
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people with mental illness create, organize, and maintain (Piepzna-Samarasinha, 2018;

Toombs et al., 2017).

Design recommendations are specific configurations of thinking and knowing – ones

that often illustrate how researchers currently engage with care in this domain. With

respect to online spaces where people with mental illness gather, we see a propen-

sity for intervention in the context of content moderation and the provision of support

resources. These approaches to care are prevalent and speak to the ways in which re-

searchers and technologists, more broadly, are concerned for members of their research

populations. Rather than engage with the needs and concerns of marginalized research

populations with mental illness, however, researchers often opt to design for or recom-

mend what they or other experts interpret as desirable outcomes. To be clear, desirable

outcomes as determined by these experts do not typically engage with the needs and

concerns of research populations. Instead, design recommendations and interventions

are inadvertently entangled with an ableist type of care that, ultimately, can harm and

oppress people with mental illness. As psychiatric survivor Imogen Prism writes, “where

there is a helper and the helped, where one person is perceived as having a problem,

and the other is perceived as being capable of fixing that problem. . . .well, this can lead

to more problems” (Prism, 2017). It’s time to rethink care as it relates to people with

mental illness and how we can support individuals with mental illness in caring for

one another. Whether we acknowledge it or not – and we should acknowledge it –

we are part of the care webs and collectives of the populations we research (Piepzna-

Samarasinha, 2018). In the following section, I briefly outline a new, alternative way of

caring with people with mental illness: anti-oppressive care.



240

7.3.2. Anti-Oppressive Care

Building from my empirical work and writing across the last few sections, here I intro-

duce and outline anti-oppressive care. Anti-oppressive care is a reflexive approach to

thinking-with and designing-with people with mental illness that involves care at the

core of its epistemic, political, and ethical intentions. The current section is a sketch;

a start to imagining new practices of research and design with individuals with mental

illness. For me, this type of imagining was not possible at the start of my dissertation

work. Rather, it is situated in the specific context of the research I’ve conducted over

the past several years. I’ve developed anti-oppressive care out of my commitment to

the positions and standpoints of members of my research populations, as well as critical

examination of how current sociotechnical approaches in this domain can result in a

number of unanticipated consequences. The commitment to anti-oppressive care is sig-

nificant. By positioning care here as explicitly anti-oppressive I mean to juxtapose this

type of care with the oppressive versions and histories detailed above. Many of those

versions of care are grounded in notions of good. However, as I have illustrated with

respect to my own domain of study, ‘good’ can be insufficient when it leaves certain

individuals behind. While I write about anti-oppressive care as it relates to individuals

with mental illness, this perspective is valuable for all practices of research and design

where care is involved or implicated in research and design for marginalized individuals

and groups.

Anti-oppressive care is an opportunity to iterate on the ‘centering’ of people with

mental illness that I describe throughout my dissertation. Though I draw from social

justice work with respect to this practice (as illustrated in Chapter 2), centering is not
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unproblematic. For example, centering individuals with mental illness risks prioritiz-

ing one particular identity category and context over others. As I address in Chapter

4, mental illness should not be so heavily featured that it drowns out everything else

about an individual and population. Rather than centering people, anti-oppressive care

centers ontologies of care (i.e., ways of being with care) (Puig de la Bellacasa, 2012).

So, rather than centering people with mental illness, an anti-oppressive care approach

involves thinking-with people with mental illness, such as with respect to how content

and experiences are interpreted and how problems, needs, and concerns are addressed.

‘Thinking-with’ in this context aims to displace or, at the very least, disrupt, contempo-

rary practices of thinking for, of which much representation and intervention design is

current part.

In addition to drawing from Puig de la Bellacasa’s scholarship on care, anti-oppressive

care is informed by from Leah Lakshmi Piepzna-Samarasinha’s writings on collective

care, mutual aid, and access within disabled, mad, sick, and neurodivergent commu-

nities – particularly care work and other types of ‘private and undocumented’ emo-

tional and intellectual labor as practiced and written about by black and brown femmes

(Piepzna-Samarasinha, 2018; Sins Invalid; Wong). An integral part of my own thinking

is influenced by how Piepzna-Samarasinha describes care webs (Piepzna-Samarasinha,

2018); assemblages of access, healing, and support involving (potentially) may different

actors, but led by the “needs and desires of the disabled people running them” (Piepzna-

Samarasinha, 2018). In thinking alongside Piepzna-Samarasinha, my intention is to il-

lustrate how social media researchers studying mental illness impose themselves within

spaces and practices of collective care. Though this does not make researchers part of
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care webs, it does mean that they are implicated in how people with mental illness care

for themselves and others online.

As I describe above, not all care is positive; it can be oppressive. Piepzna-Samarasinha

discusses this as care that controls. To challenge and resist these practices of oppres-

sive care, it’s important that, in considering care, we also talk about how to practice

an anti-oppressive approach to research. In particular, I aim to be in conversation with

the anti-oppressive design framework (Smyth and Dimond, 2014) and other research

calling for an end of oppression and harm (e.g., such as to livelihood and wellbeing

(Pacheco-Vega and Parizeau, 2018)) to research communities (Diaz et al., 2018; Har-

rington et al., 2019; Lazar et al., 2017, 2018; Spiel et al., 2020; Ymous et al., 2020).

Anti-oppressive design doesn’t simply entail ‘not being oppressive’. Rather, grounded

in the anti-oppressive framework (Burke and Harrison, 1998), it is intentionally com-

mitted to ending oppression, such as through, in the context of anti-oppressive work-

places, “continual reflection, requests for outside help, and the implementation of gen-

uine democracy” (Smyth and Dimond, 2014). My development of anti-oppressive care,

though nascent, is where practices of care and anti-oppression intersect and entangle.

These approaches contextualize my own work, which, in the following section, culmi-

nates in an overview of three core elements of anti-oppressive care.
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7.3.2.1. Caring Together: Practicing Anti-Oppressive Care

Engaging with anti-oppressive care as an approach to research and design involves three

core elements: 1) respecting and representing members of research populations, includ-

ing people with mental illness, as actors; 2) disclosing researcher positionality, partic-

ularly as it relates to relationships with research populations; and 3) centering logics

of care that, as much as possible, are not oppressive or harmful. Importantly, these

‘principles’ are not universal, but must be contextualized and situated between specific

researchers, research populations, and methodological approaches.

To mitigate epistemic violence and its associated consequences, first, researchers

must support the agency of members of their research population by considering peo-

ple in all forms (e.g., participants in design interviews, human-machine assemblages

through social media accounts) as actors. Actors, in varied forms of collaboration, par-

ticipate in the co-construction of knowledge, rather than being subjected to researcher-

driven interpretations that neglect epistemic agency. Positioning and writing about

members of research populations as actors can also support considering the needs and

concerns, expertise, and labor practices of these individuals. Here, I mean to empha-

size the potential for thinking-with these individuals as we, researchers and designers,

develop lines of inquiry, approach research questions through particular methods, and

represent members of research populations in circulated articles. We have an opportu-

nity to imagine care as integral (Puig de la Bellacasa, 2012), where thinking with care

is necessary for work that embraces interdependent, collective, and multiple worlds

– the types of worlds I’ve aimed to illustrate throughout my digital ethnography with

people with mental illness online. As such, as much as possible, researchers should
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aim to directly work with members of their research populations. While this might

involve formalized method, such as working with interview participants, it could also

involve informal collectives where members of a research population are compensated

for reviewing work (e.g., such as attending to representation) prior to its publication.

Second, anti-oppressive care is a reflexive approach to research and design that ne-

cessitates researcher self-disclosure. It is necessary for researchers and designers to ac-

knowledge their positions and relations within these interdependent worlds. However,

as I address above, with respect to mental illness, researcher self-disclosure may inad-

vertently pressure scholars into outing themselves as members of a marginalized and,

often in academia, stigmatized group. With this consideration in mind, documenting

the relationships between a researcher and research population provides an alternative

to explicit researcher positionality. For example, researchers can discuss their reasons

and motivations for working with a particular group, decisions behind making contact

(or not), and affective entanglements with members of the research population or types

of content produced by these individuals (Balaam et al., 2019; Toombs et al., 2017). A

vital component in writing about these relationships is the understanding that they are

founded within and through care. As such, in addition to the examples provided, schol-

ars can also address disclosure through considerations of care – particularly, how their

involvement does, or doesn’t, impose upon the care webs and collectives of individuals

with mental illness.

Finally, anti-oppressive care, involves – or at least provides a potential for – center-

ing logics of care that are not oppressive or harmful. In centering these logics, the aim

is to decenter particular identity categories, as well as dominant logics of authority and
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control. For example, centering logics of care could involve examining the work that

individuals with mental illness perform in caring and providing mutual aid for (and

with) one another (e.g., providing support and resources, making spaces accessible).

Additionally, in writing this discussion, I’ve come to understand that, for my particular

work, care is often juxtaposed with considerations of harm (e.g., content moderation of

harmful content). Centering logics of care also requires reconsidering the meaning of

harm; specifically, how harm is situated rather than universal. Current processes related

to caring for people with mental illness, including content moderation, aim to reduce

overall harm, such as by deleting content and banning accounts that are interpreted as

generally harmful. We oversimplify sociotechnical spaces, however, when we generalize

harm or aim to quantify it (i.e., moderation of certain eating disorder mitigates harm

to more people than leaving that content online). There are certain experiences that

current research fails to acknowledge and address. Though I am arguing for these ex-

periences to be privileged, I recognize that this isn’t without risk. Namely, that others

could be harmed due to a lack of moderation of certain content. This is one of many

tensions that we, collectively as technologists, need to address and grapple with; un-

derstanding that responses need to be technospecific and contextualized, and, as such,

that there is no one or correct type of response.

In close, as I’ve begun to sketch it out here, anti-oppressive care is a reflexive ap-

proach to research and design that involves thinking-with people with mental illness,

disclosing researcher and research population relationships, and centering logics of care

that, as much as possible, are not harmful or oppressive. Even so, engaging with this

approach does not mean that anti-oppressive care research will not be oppressive or
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harmful (Ymous et al., 2020). We all, at varying times, fumble through our scholarly

work and grapple with difficult ethical decisions. Additionally, we all conduct research

and design within a system that privileges certain people, practices, and values over

others. To hold anyone to an unproblematic standard is unfair and unrealistic. Never-

theless, committing to an anti-oppressive care approach to research and design is one

way we can work to change this system from within.

To draw this approach together in the following section I get speculative by outlin-

ing two concrete instances of what an approach through anti-oppressive care could do.

These examples are not intended to be limiting, but, rather, to help move this conversa-

tion forward.

7.3.2.2. Supporting the Work of Mutual Aid

As I start to address in Chapter 6, individuals with eating disorders adopt a number of

strategic practices in order to care for others within their communities. This involves

(but is, of course, not limited to) self-moderating content, replying to posts with words

– and resources – of recovery support and harm reduction, calling attention to the ‘bad’

or ‘unsafe’ behaviors of others (e.g., posting pro-anorexia content within pro-recovery

hashtags), removing content from communities, and using trigger warnings in posts

about specific types of content. Research often takes the labor of these practices for

granted. However, “mutual aid is labor. Emotional labor” (Prism, 2017). As a com-

munity of HCI and CSCW technologists, we need to prioritize and value the work –

including care work and other types of labors – that people with mental illness perform

online.



247

In appreciating and learning from the types of work that people with mental illness

do in online spaces, we can engage with people and communities in ways that sup-

port and privilege their needs and concerns. This may, for example, involve modifying

existing computational recommendations to better suit the needs of people and com-

munities. Rather than moderate content before it’s posted, computational tools able to

detect certain content could, instead, suggest the use of a particular trigger warning.

This suggestion uses a computational practice to support an existing community and in-

terpersonal strategy (Bennett et al., 2020). Including computational tools in care webs

in such a way may also have the benefit of standardizing trigger and content warnings

across an online space (e.g., by helping catch unintentional misspellings and typos).

On some platforms, such as Instagram or Twitter, standardization could make it easier

for people to block that specific content – which is, of course, helpful for navigating

the space. Additionally, having a tool that supports community norms and practices

may reduce some of the burden of education within these communities (e.g., this tool

could provide educational information about why the inclusion of trigger warnings is

important).

In considering how we can support the labor of people with mental illness online, we

need to also be aware of how current approaches to interventions get in the way of what

people are doing. Take, for example, the ban of r/ProED. A number of participants and

other informants have mentioned how the ban of r/ProED came out of nowhere (i.e.,

there was no warning or option for a quarantined subreddit). The ban of this subreddit,

then, directly neglects – and gets in the way of – the work performed by the moderators

of this online space (e.g., removing posts and comments, responding to Modmail) as
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well as the other members (e.g., care work). Designing for anti-oppressive care means

that we need to be mindful of how our involvement may destroy or otherwise unsettle

existing practices. As Cynthia L. Bennett and colleagues discuss (Bennett et al., 2020),

our aim should not be for artificial intelligence – or other technical features, systems,

or processes – to step in completely or overtake the work that people are doing. Rather,

we need to consider how technical systems can fit into and support existing practices

and the work that people do together.

7.3.2.3. Providing Resources

As I address across my empirical research, people with many different types of expe-

riences with mental illness gather within many of the same online spaces. Take, for

example, an eating disorder support community on Reddit. This community houses

individuals who are recovering, individuals who are relapsing, individuals with diag-

nosed disorders, and individuals who do not have access to healthcare. Additionally,

people of many weights and disordered eating practices participate in this space to-

gether. The multiplicity of these gathering spaces has implications for how people care

together. Even so, platform responses to support resources often draw the line at pro-

viding the NEDA website and helpline. On Reddit, this information is only provided

on quarantined eating disorder support communities; however, on places like Insta-

gram and Tumblr, the NEDA website and helpline, as well as similar resources, may be

shared when searching for content using specific hashtags. While, again, the provision

of these support resources is a form of care, care work means not leaving people behind

(Piepzna-Samarasinha, 2018). As I’ve discussed, such as in Chapter 6, generalized,
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non-specific resources run the risk of being exclusionary, particularly when recovery is

painted as the only way forward.

Individuals using online spaces, such as the eating disorder support subreddit men-

tioned above, provide many different types of information and resources for one an-

other – collectively and at an individual level. For example, the eating disorder support

subreddit I discuss in the previous paragraph has a designated link for community-

compiled support resources. Additionally, individuals may create posts about books, ar-

ticles, workbooks, recipes, and behavioral practices that helped them at various points

in recovery (including resources related to harm reduction) or otherwise (e.g., staying

well while living with a mental illness). Similarly, many people in this subreddit post

about their experiences with eating disorders, such as difficulty eating, or specific prob-

lems they would like addressed, such as dental care. Other subreddit members are often

quick to respond with support, resources, and anecdotes, which can be informative and

comforting. Given the richness of experiences in these online spaces, the variety of ways

in which people care with one another seems like commonsense. Just as there is no one

way to have an eating disorder, there is no one way to stay well or heal with or from

one.

Researchers have opportunities to leverage network and community-shared resources

in order to support people with eating disorders and other mental illnesses with more

varied and specific types of resources. While some researchers suggest directing peo-

ple toward recovery communities or content (De Choudhury, 2015; Gerrard, 2018), I

suggest, when possible, allowing people to opt in to seeing supportive, healing content

within the communities or hashtags that they are already part of or searching through.
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Even ED (eating disorder) Twitter – of which certain parts are known for hardcore con-

tent and gore – includes accounts that share tips for harm reduction. Recovery commu-

nities are not for everyone. Many of them are less active than other places for support

(e.g., such as where recovery is not a requisite). Sending along recovery content and

communities, in an existing ecosystem where these types of resources are already priv-

ileged, dismisses the importance of harm reduction and wellness while living with a

mental illness. Researchers and designers have opportunities to work with people cur-

rently using these online spaces, in addition to people who have left (e.g., such as in

order to recover), to provide resources that acknowledge many different ways of liv-

ing with eating disorders and other forms of mental illness, madness, and psychosocial

disability.

7.4. Concluding Remarks

Mental illness isn’t going away. It – as well as madness, psychosocial disability, and

related experiences – is entangled with a number of elements, including individual,

collective, and generational experiences and trauma. Rather than solely leverage the

expertise of certain fields, we need to diversify who is brought into the fold. We need

to care together. As researchers, as people involved and implicated in the communi-

ties we study, and as people whose relationships are formed through caring with each

other. This way of thinking has been integral to my dissertation, particularly as it has

come together over the past few months. Rather than inadvertently restrict how ver-

sions of mental illness can be produced online and recommend interventions grounded

in clinical understandings or desirable platform outcomes, we should aim to support
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a multiplicity of experiences. Undoubtedly, this is a difficult endeavor. However, in-

dividuals with mental illness and associated communities have strategies for helping

one another navigate online content and experiences, such as through trigger warnings

and community-led moderation (e.g., community member reports and moderator re-

moval), as well as the sharing of anecdotes and particular resources. This labor, though

acknowledged in other work, is often background – but it’s exactly what we need to

foreground, understand, and support. By pivoting to think of the work that people and

communities are doing (i.e., the care they’re providing for and with one another), as

well as the role we have as researchers with respect to care, we can move forward to

design with rather than for, and aim to end oppressive and harmful ways of caring.
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APPENDIX A

Expressions of Mental Health Conditions Interview Guide

Thank you for participating in our interview today. We are interested in learning more
about the ways you express and share your experiences with mental health. There are no
right or wrong answers, and you may take a break or stop the interview at any time. Do
you have any questions before we get started?

What are your experiences with mental health?

What types of creative processes do you engage with to express these experiences?
[Probe: Individual or group activities, types of expression (e.g., writing, painting, sketch-
ing, sculpture, memes), time of process in relation to mental health experience or con-
dition, length of process.]

Why do you engage with creative expression of your mental health experiences?

For this interview, we’re focusing on expression of mental health experiences. Prior to
this interview, you shared several examples of artifacts you produced that were related to
your experiences with mental health. We’ll talk about these. [For each artifact shared, ask
the following questions.]

Describe the artifact you created. [Probe: Original, recycled, or remixed.]

Walk me through, step-by-step, how you decided to create this artifact, and the pro-
cess that followed. [Probe: Tools, mediums, and technologies used; aesthetic and style;
length of time; when the artifact was generated in relation to mental health experi-
ences; involvement of others; feelings at beginning, end, and during the process.]

Did you experience any challenges to the creation of this artifact? Please explain.

What does this artifact mean to you or represent?

Why did you create this artifact? [Probe: Emotions tied to creative process and arti-
fact (e.g., How do you feel about what you created?); reasons for artifact creation (e.g.,
expression, distraction, reflection).]
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What did you do following the creation of this artifact? [Probe: sharing, archiving,
photographing, destroying.]

Did you share this artifact with anyone? [Probe: Online and offline.]

Why did you share it?

Were you hoping to communicate or express your experience to others? Please ex-
plain.

Do you feel this artifact communicates your experience? [Probe: Why or why not?
If “why not,” ask why the artifact doesn’t communicate experience and how it might be
modified to do so. Also, ask why the artifact hasn’t been modified to facilitate commu-
nication of experience.]

Did you have any expectations around how others would communicate or interact with
you following viewing this visual artifact?

What was the response you received after sharing? [Probe: Who responded? How
did they respond? How did their reaction make you feel? Did you respond to them?
When and through which medium? Did anyone else respond to them?]

Have you ever commented or interacted with an artifact that someone else has cre-
ated and shared (e.g., Instagram post, painting, writing)? Please explain.

Thank you for your responses.

Are there any other questions you think I should be asking you about how you express
your experiences with mental health?
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APPENDIX B

Content Moderation and Eating Disorders Interview Guide

Thank you for participating in our interview today. We are interested in learning more
about the ways you have been personally impacted by online platform content moderation
practices. These practices include the deletion and reporting of posts, as well as the banning
of accounts and communities. There are no right or wrong answers. You may take a break
or stop the interview at any time. Do you have any questions before we get started?

What is your experience with eating disorders? [Probe: diagnosis or self-applied la-
bel, length of time, current or past. Also explore this experience with respect to identity
– both how they identify and how they perceive others as identifying them.]

Which online communities and social media do you belong to?

How long have you been a member of [Insert name of community/ies mentioned by
participant]?

Do you currently post or read online social media or community content related to
eating disorders? [Probe: Specific sites or forums, community belonging, individual
accounts, lurking and posting practices, types of content, secret accounts.]

[If participant does not currently engage with this content, ask the previous question in
the context of past practices.]

For this interview, we’re focusing on moderation of content related to eating disorders. This
means the deletion, ban, or reporting of posts, accounts, and online communities or forums.

Have you ever had personal content, including posts and accounts, reported or deleted?
Please tell me about the content. [Probe: Specific sites, type of content, history and per-
sonal meaning of the content (i.e., why something was posted or why was account was
started), when this happened, how long after the content was posted was it removed,
who or what reported or removed the content, how they became aware the content was
reported or removed, why they thought the content was removed.]
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What was this like for you? [Probe: Type of moderation, initial thoughts and feel-
ings, later reflection, feelings of being cut off from friends, if their contact information
was lost, impact on identity – digital and otherwise.]

What did you do? [Probe: actions the participant took (e.g., reposting content, not post-
ing that type of content anymore, making a new account, joining other sites, requesting
for content to be restored, reaching out to others, disengaging with communities)]

How do you feel about this experience now? [Probe: Online identity, online community
belonging, impact on experience with an eating disorder and general mental health]

Is there another way you would have like the content to be handled by the platform?

Have you ever self-moderated your own content?

Have you ever had experience as a member of a community, where a community was
banned or reported? Please describe the community. [Probe: Specific sites, type of con-
tent on site, size of the site, how active the user was, when the community was banned
or reported, who reported ore removed the content, how they became aware the con-
tent was reported or removed.]

What was this experience like for you? [Probe: Type of moderation, initial thoughts and
feelings, later reflection, actions the participant took (e.g., joining other sites, creating
new sites or ways of contacting prior members, requesting for content to be restored,
reaching out to other community members (or had members reach out to them), disen-
gaging with communities)]

How do you feel about this experience now? [Probe: Online identity, online community
belonging, impact on experience with an eating disorder and general mental health] Is
there another way you would have like the community to be handled by the platform?

Have you ever participated as a moderator on one of these online forums? [Probe:
Moderator responsibilities and actions, such as deleting content and making communi-
ties private]

If you could say anything to people who report content, what would you say?

If you could say anything to the platforms moderating content, what would you tell
them? [Probe for differences between platforms.]

What content would you like to moderate?
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How would you moderate this content?

How would you deliver the news that content had been moderated? [Probe: trans-
parency, platform accountability, and recourse – e.g., getting a post back.]

If you were forming an online community for people with eating disorders, what mod-
eration rules would you create? [Also probe for: How would you organize and run the
site, and why?]

Thank you for your responses.

Are there any other questions you think I should be asking you about your experience
with content moderation?
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