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ABSTRACT

Classically Modeling the Coupling Between Quantum Emitters and Noble Metal Nanoparticles

Thomas A. R. Purcell

This dissertation develops computational models to study the optical coupling between plas-

monic nanoparticles and quantum emitters. A large number of nanophotonic applications func-

tion by using either plasmon enhanced fields to enhance optical processes within quantum emit-

ters or the sensitivity of plasmon resonances to their environment. Developing computational

methods to fully describe the interactions between metal nanoparticles and emitters is vital for

the future design of nanophotonic devices. Here we incorporate classical and semiclassical

models of quantum emitters into classical electrodynamics methods, which have been previ-

ously demonstrated to accurately study the optical response of metal nanoparticles. First we de-

scribe the absorption of a quantum dot film with a classical dielectric and a quantum mechanical

inhomogenously broadened three level system. We then describe the coupling of the quantum

dots to a gold nanoisland film, providing insights into how to best design photodetectors. We

then extend that model to include effects from a film of linker molecules, investigating how the

orientation of the molecular induced dipoles affect the plasmon resonances of the nanoislands.

Then we develop a new methodology to study the chiroptical coupling between an arbitrary
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plasmonic system and thin molecular films. Finally we utilized the built up methodology to

attempt to optimize metal nanostructures for dye-sensitized solar cell applications. The results

from this dissertation provide a framework for the future study of quantum emitters coupled to

metal nanoparticles.
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CHAPTER 1

Introduction

1.1 Optics of Metal Nanoparticles

The optical properties of metal nanostructures are well described with classical electrody-

namics methods.1 The energy level spacing of metal nanoparticles larger than a few nanometers

is sufficiently smaller than thermal energy, such that their energy structure can be treated as a

continuum.2 Despite the small level spacings, the optical properties of the nanoparticles are

still highly dependent on the frequency of excitation. At long wavelengths the skin depth of the

metal is almost zero making the nanoparticles perfect electric conductors, and therefore perfect

reflectors.2 As the frequency increases, so does the skin depth, intensifying the dissipation in-

duced by the nanoparticles.2 Finally as the light frequency approaches the plasma frequency

of the metal, the particles act as a dielectric media with the inter-band transitions controlling

their light attenuation.2 All of these interactions are described by the metal’s complex dielectric

function, ε , in conjunction with Maxwell’s equations.2

1.1.1 Maxwell’s Equations

The optical properties of the metal nanostructures are calculated classically using Maxwell’s

equations,

∇∇∇ ·D =ρext(1.1a)

∇∇∇ ·B =0(1.1b)
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∇∇∇×H =
∂D
∂ t

+Jext(1.1c)

−∇∇∇×E =
∂B
∂ t

+Mext(1.1d)

where ρext is the external charge density, E and H are the electric and magnetic fields, D and

B are the electric and magnetic flux densities, and Jext and Mext are the external electric and

magnetic current densities.3 For optical problems there is typically no external charge density,

so ρext is set to zero and Maxwell’s equations reduce to only Ampere’s (Equation 1.1c) and

Faraday’s (Equation 1.1d) Law2

∇∇∇×H =
∂D
∂ t

+Jext(1.2a)

−∇∇∇×E =
∂B
∂ t

+Mext.(1.2b)

The electric and magnetic fields are related to their respective flux densities via the constitutive

relations, which for achiral, isotropic media are defined as

D = ε∞E+P,(1.3a)

B = µ∞H+M,(1.3b)

where ε∞ is the high frequency dielectric constant, µ∞ is the high frequency permeability, P is

the polarization density, and M is the magnetization density of the media.2 P and M represent

the strength of electric and magnetic dipole moments per unit volume and are related to the

internal electric and magnetic current densities by,

Jint =
∂P
∂ t

(1.4a)
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Mint =
∂M
∂ t

.(1.4b)

The electric susceptibility, χe, and magnetic susceptibility, χm, of the media are defined as

χe = ε− ε∞(1.5a)

χm = µ−µ∞,(1.5b)

and they control the excitation of P and M, by E and H via2

P = ε0χeE(1.6a)

M = µ0χmH.(1.6b)

Substituting Equations 1.5 and 1.6 into Equation 1.3 leads to the following recasting of the

constitutive relations

D = εE,(1.7a)

B = µH.(1.7b)

1.1.2 Dielectric Response of a Free Electron Gas

The metals are assumed to be magnetically inactive, so χm is assumed to be zero. The

electric susceptibility of metal nanoparticles can be approximated by the plasma model, treating

the electron cloud as a free electron gas over a positive point charge array.2 In this model the

motion of the electrons is described by

(1.8) meẍ+meγ ẋ =−eE(t) ,
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where γ = 1
τ

is the collision frequency, τ is the relaxation time of the free electron gas, me is

the mass of an electron, e is the elementary charge, and x is the displacement of the electron.2

Assuming a time harmonic driving field, E(t) = E0e−iωt , where ω is the angluar freqncy of

light, Equation 1.8 can be solved by

(1.9) x(t) =
e

me (ω2 + iγω)
E0e−iωt .

The displacement of electrons can be use to calculate P via,

(1.10) P = neex,

where ne is the number density of the electrons.2 Substituting Equation 1.10 into Equation 1.3a

and comparing the result with Equation 1.7a, the dielectric function for the free electron gas

model is obtained

(1.11) εD = ε0

(
ε∞−

σDω2
p

ω2− iγω

)
,

where σD is the oscillator strength of the resonance and ωp =
√

nee2

meε0
is the plasma frequency

of the metal.2 Due to the similarity with the AC conductivity of metals this dielectric function

is known as the Drude dielectric function.2

1.1.3 The Effects of Inter-Band Transitions

At higher frequencies, the Drude model disagrees with real metallic dielectric functions

because of inter-band transitions.2 For gold and silver the onset of the disagreements occurs in

the visible range making the Drude model inadequate for describing the plasmonic properties

of noble metal nanoparticles.2 The Lorentz oscillator model is used to replicate an inter-band
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transition, which modifies Equation 1.8 to include the resonant frequency of the transition, ωL,

(1.12) meẍ+meγLẋ+meω
2
Lx =−eE.

Following the same procedure as the Drude model the Lorentzian dielectric function can be

defined as

(1.13) εL = ε0

(
ε∞ +

σLω2
L

ω2
L−ω2 + iγLω

)
,

where σL is the oscillator strength scaled by
(

ωp
ωL

)2
.2 Combining the free electron oscillation

with all inter-band transitions leads to the following Lorentz-Drude approximation to metallic

dielectric functions

(1.14) εLD = ε0

(
ε∞−

σDω2
p

ω2− iγω
+

nLor

∑
L=1

σLω2
L

ω2
L−ω2 + iγLω

)
,

where nLor is the number of inter-band transition of the metal.2 The parameters for εLD are

taken from Rakic et al.4 and McMahon et al.5

1.2 Surface Plasmon Resonance

Surface plasmon resonances (SPRs) are coherent, light induced oscillations of conduc-

tion band electrons at interfaces between negative and positive permittivity materials.2 Typi-

cally the negative dielectric material is metallic, but recently some ceramic materials have also

been shown to have plasmonic properties.6, 7 By converting electromagnetic energy to electro-

mechanical energy SPRs can confine light below the diffraction limit

(1.15) d ≥ λ

2nsinθ
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Figure 1.1. a) Descrption of the field intensity perpindicular to the surface. b)
Schematic illustrating SPP excitations

where n is the index of refraction, λ is the wavelength of light, d is the size of the structures, and

θ is the angle of incidence.2 Depending on the surface geometry SPRs can be either a surface

plasmon polariton (SPP) or a local surface plasmon resonance (LSPR).

1.2.1 Surface Plasmon Polaritons

SPPs are propagating electromagnetic excitations occurring at metal-dielectric interfaces, as

illustrated in Figure 1.1.2 In SPPs the SPR is coupled to an evanescent electromagnetic wave in

the dielectric material, which has subwavelength confinement perpendicular to the surface.2 An

SPP will continue to propagate until the energy of the resonance decays through either absorp-

tion in the metal or scattering.2 For photons to excite SPPs both their energy and momentum has

to match the plasmon resonance.2 Because of the momentum matching restriction, SPPs cannot

be directly excited, but their excitation requires either a prism, grating, or surface defect.2

1.2.2 Local Surface Plasmon Resonance

LSPRs are the second type of SPRs that occur on the surface of particles significantly

smaller than the wavelength of light.2 Unlike SPPs, LSPRs can be directly excited because
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Figure 1.2. Schematic illustrating LSPR resonances. The blue circle represents
the electron cloud while the yellow circle is the metal nucleus background.

the metal surface provides the restoring force for the oscillator, as illustrated in Figure 1.2.2

The electron oscillations generate intense electric fields on the surface of the nanoparticles,

which decay exponentially from the surface.2 The polarizabilty, α , of a sphere of radius, a, in

the quasi-static limit gives a qualitative understanding of the excitation of LSPRs,

(1.16) α = 4πa
ε− εm

ε +2εm
,

where ε is the dielectric function of the metal and εm is the dielectric constant of the media.2

From Equation 1.16 the Fröhlich condition for LSPR excitation can be obtained,2

(1.17) Re [ε (ω)] =−2εm.

A key feature of LSPRs is their highly tunable plasmon resonances. Because the surface

geometry provides the restoring force for the resonance, minor changes in the size, shape or
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Figure 1.3. Field lines describing the inter-particle coupling for nanoparticles
coupled a) longitudinally and b) transversely relative to the incident polarization.

dielectric environment of the nanoparticles lead to significant changes in their plasmon reso-

nance. Work by Kuwata et al.8 and Kelley et al.9 demonstrated the effects of the size and

shape of nanoparticles on their LSPR. The LSPRs are affected by not only the dielectric con-

stant of the embedded media but also the degree of inter-particle coupling. The shift induced

by the coupling is dependent on the overlap between the plasmonic fields, with a longitudinal

coupling leading to a red-shift and transverse coupling leading to a blue-shift as illustrated in

Figure 1.3.2

1.3 Applications

The tunability of plasmon resonances and their ability to confine light makes them attrac-

tive for many applications in optics and nanophotonics. Recently plasmonic nanowire waveg-

uides have garnered significant interest because of their ability to support deep-subwavelength

propagation of light.10, 11 Optical signals provide significantly higher data transfer rates than
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electronic signals, so incorporating optical components in nanoscale circuits would greatly im-

prove device performance.12 Currently the diffraction limit hinders the general applicability of

optical components in circuitry by preventing their miniaturization.12 Plasmonic waveguides

confine light to metal dielectric interfaces, allowing for the miniaturization of these compo-

nents.10 While these waveguides have to overcome ohmic losses from their absorption at the

LSPR frequency, they remain the only convenient technique for deep-subwavelength confine-

ment of optical signals.12

Plasmonic nanostructures also provide the means to create new materials with novel opti-

cal properties. Plasmonic metamaterials mimic natural crystal lattices, but with plasmonically

active components acting as the atoms.13 These lattices have useful optical properties not seen

in natural systems such as a negative refractive index, perfectly matched absorption, and super

chiral light generation.13–16 Using these unique optical properties metamaterials can potentially

develop new devices such as perfect lenses and invisibility cloaks.13 Further experimental and

computational investigation is necessary for the development of metamaterials with prespecified

optical properties.

1.3.1 Plasmonic Devices

One of the primary uses of plasmonic nanoparticles is as antennae for optical devices. By

focusing light on optically active materials in the devices, plasmonic nanoparticles can signifi-

cantly increase their performance. These principles have been used to improve solar cells,17–20

light emitting diodes,21–23 and light senors.24–27 Plasmonic nanostructures can also be used as

scattering centers in solar cells, increasing the optical path length in the cell.28–30 Coupling

nanostructures to gain material has also led to the development of the first nanolasers, a key

component for optical circuitry.31, 32
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A second class of devices uses the sensitivity of the plasmon resonance to the dielectric en-

vironment as a chemical sensing platform. Equation 1.16 demonstrates that the location of the

plasmon resonance is partially controlled by the dielectric constant of the embedded media. As

the index of refraction of the background medium increases, the plasmon resonance red-shifts

allowing for the detection of chemical and biomolecular species.33–35 Utilizing this technique

the van Duyne lab was able to develop a system capable of detecting amyloid-derived diffusible

ligands, a neurotoxin associated with Alzheimer’s disease, at 100 fM concentrations.35 The

sensors are even able to detect molecular level changes in the environment because of the ex-

ponential decay of the plasmonic fields.34 Utilizing chiral nanostructures and plasmonic field

enhancement can also generate superchiral light, which can be further developed to detect the

handedness of a single chiral molecule.16

1.3.2 Raman Spectroscopy

One of the more successful applications of plasmonic structures is the enhancement of

spectroscopic signals. The use of plasmonic enhancement has particularly focused on non-

linear spectroscopy techniques such as Raman spectroscopy, where the spectral cross-section

is typically small. Surface enhanced Raman spectroscopy (SERS) is one of the two commonly

used plasmonically enhanced Raman spectroscopy techniques.36, 37 SERS utilizes rough metal

nanosurfaces to generate electromagnetic hot-spots that intensify both the incident and scat-

tered electric fields by several orders of magnitude. While it has been successful in measuring

molecular Raman spectra at the few or single molecue level, generating consistent substrates

and uniform hot-spot distributions remains a challenge. The second approach known as tip-

enhanced Raman spectroscopy (TERS) controls the location of the hot-spot by using either a

plasmonically active atomic force microscope or scanning tunneling microscope tip to scan a
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molecular layer adsorbed to a substrate.38–42 This technique is capable of simultaneously imag-

ing a surface and tracking chemical changes of a molecular layer adsorbed on it.43 The mecha-

nism of TERS is still not fully understood and active research is trying to better understand the

process.42, 43

1.4 Coupling Between Plasmons and Quantum Emitters

Understanding the coupling between metal nanoparticles and quantum emitters is vital for

predicting the performance of many plasmonic devices.44–51 As the coupling strength changes,

different optical processes become dominant, changing the spectroscopic signature. At low cou-

pling strength, the plasmonic nanoparticles simply enhance the optical processes of the quan-

tum emitters, with separate plasmonic and emitter modes.45, 52 As the coupling strengthens a

dip begins to appear in the system’s absorption spectra at the molecular resonance due to dipole

induced exciton transparency.45, 52 As the coupling continues to increase the absorption contin-

ues to decrease, until the mode splits, with both resulting modes having partial molecular and

plasmonic character.45, 52 Recent developments demonstrated the ability to actively control the

coupling between the nanoparticles and quantum emitters creating the potential for all-optical

switching.53

Modeling the coupling between quantum emitters and metal nanoparticles has traditionally

occurred through classical, isotropic dielectric models.45, 46, 51 These models fail to address the

importance of molecular orientation on the coupling, and can only qualitatively approximate ex-

periments.45 While work has been done treating the molecular layer anisotropically or quantum

mechanically, those approaches are only valid for either idealized systems or single molecu-

lar dipole moments.54–57 Semiclassical methods such as the Maxwell-Liouville (ML) method

can incorporate both anisotropic and quantum mechanical effects, but they greatly increase the
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computational cost of the calculations.58–61 Developing classical approaches to model the cou-

pling between anisotropic quantum emitters and metal nanoparticles will provide fundamental

insights into the future development of devices.

1.5 Dissertation Overview

The rest of this dissertation will focus on developing classical and semiclassical methods for

understanding the coupling between metal nanoparticles and quantum emitters within a finite-

difference time-domain (FDTD) framework. FDTD was chosen to allow for the methodology to

be applied to an arbitrary nanoparticle-quantum emitter system and excitation profile. Chapter

2 provides an overview of FDTD and the algorithms implemented for all calculations in this

dissertation. Chapter 3 then applies a two dimensional FDTD model to a gold metal nanoisland

film coupled to a colloidal quantum dot monolayer. The model averages over a set of gold

nanoellipses coupled to quantum dots at varying number densities to understand the coupling

between the films. A semiclassical model of a PbS 850 nm quantum dot is then developed in

Chapter 4 and used to understand the effects of the short wavelength tail on the coupled spectra.

Then Chapter 5 investigates the effects of molecular monolayers, including their orientation

realtive to the metal surface, on the plasmon resonance. Chapter 6 extends the molecular models

to include chiroptical properties to study the chiral imprinting of metal nanostructures. Finally,

Chapter 7 applies the molecular layer models to plasmonic nanospheres for dye-sensitized solar

cell applications, with attempts to optimize the nanostructures for that application.
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CHAPTER 2

Modeling Classical Electrodynamics with Finite-Difference Time-Domain

A particularly popular method for modeling classical electrodynamics is FDTD because of

its flexibility in modeling a particle’s geometry, and its ability to study systems across a broad

frequency range. This chapter outlines the application of FDTD to solve Maxwell’s equations

for optical problems. It will focus on how the method propagates light, treats dispersive mate-

rials, terminates the cell, and introduces incident waves into the cell, for all work described in

the dissertation.
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2.1 Coupled Differential Equation Scheme for FDTD

Solutions to Equations 1.2 are found by expanding the curl operators and solving the six

coupled differential equations for each component of E and H62

∂Ex

∂ t
=

1
ε

(
∂Hy

∂ z
− ∂Hz

∂y
− Jx

)
,(2.1a)

∂Ey

∂ t
=

1
ε

(
∂Hz

∂x
− ∂Hx

∂ z
− Jy

)
,(2.1b)

∂Ez

∂ t
=

1
ε

(
∂Hx

∂y
− ∂Hy

∂x
− Jz

)
,(2.1c)

∂Hx

∂ t
=

1
µ

(
∂Ez

∂y
− ∂Ey

∂ z
−Mx

)
,(2.1d)

∂Hy

∂ t
=

1
µ

(
∂Ex

∂ z
− ∂Ez

∂x
−My

)
,(2.1e)

∂Hz

∂ t
=

1
µ

(
∂Ey

∂x
− ∂Ex

∂y
−Mz

)
.(2.1f)

To reduce the dimensionality of the system, it is assumed to be isotropic in a direction, w,

and all ∂

∂w are set to zero.62 The reduction will result in two uncoupled modes, which in two

dimensions are called the transverse electric (TEw) and transverse magnetic (TMw), and are

defined for w = z as62

TEz

∂Ex

∂ t
=

1
ε

(
−∂Hz

∂y
− Jx

)
∂Ey

∂ t
=

1
ε

(
∂Hz

∂x
− Jy

)
∂Hz

∂ t
=

1
µ

(
∂Ey

∂x
− ∂Ex

∂y
−Mz

)

TMz

∂Hx

∂ t
=

1
µ

(
∂Ez

∂y
−Mx

)
,

∂Hy

∂ t
=

1
µ

(
−∂Ez

∂x
−My

)
,

∂Ez

∂ t
=

1
ε

(
∂Hx

∂y
− ∂Hy

∂x
− Jz

)
.
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2.2 The FDTD Algorithm

The FDTD algorithm, first developed by Yee in 1966,63 numerically solves Equations 2.1

on a grid. It discretizes real space-time on a three dimensional grid with grid spacings of ∆x,

∆y, and ∆z in the x, y, and z directions and a time step ∆t . In order to be numerically stable, ∆t

is set to a value obeying the following inequality62

(2.2) ∆t ≤
1√

∆2
x +∆2

y +∆2
z

.

y

z

x

Figure 2.1. Unit cell for FDTD calculations. The electric field components are
located on the edges of the cell and represented by red triangles (component
of the field is in the direction of the longer dimension). The magnetic field
components are stored on the faces of the cell and represented by blue arrows
(component represented by the direction of the arrow).
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The grid point (i, j,k,n) corresponds to the real space point (i∆x, j∆y,k∆z) at time n∆t . The

following notation will be used to describe any function, u, on the grid at time n∆t ,

u(i∆x, j∆y,k∆z,n∆t) = un
i, j,k.

The Yee algorithm uses central-difference operators to approximate all spatial and temporal

derivatives, of a function u

∂u
∂x

(i∆x, j∆y,k∆z,n∆t) =
un

i+ 1
2 , j,k
−un

i− 1
2 , j,k

∆x
+O

[
(∆x)

2
]

(2.3a)

∂u
∂ t

(i∆x, j∆y,k∆z,n∆t) =
u

n+ 1
2

i, j,k −u
n− 1

2
i, j,k

∆t
+O

[
(∆t)

2
]
,(2.3b)

where O
[
(∆)2

]
represents higher order corrections.62 To facilitate the central-difference scheme

the electro-magnetic fields are dislocated on the grid such that the operators in Equation 2.3a

can be applied to all derivatives, as illustrated in Figure 2.1. To accommodate the temporal

derivatives the magnetic fields are updated to times
(
n+ 1

2

)
∆t .62

2.2.1 Applying the Finite Difference Scheme to Maxwell’s Equations

As an example, the update equations for Ex are generated from applying the finite difference

operators to Equation 2.1a, repeated here for reference

∂Ex

∂ t
=

1
ε

(
∂Hy

∂ z
− ∂Hz

∂y
− Jx

)
.
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Applying the operators in Equation 2.3 to Equation 2.1a results in

Ex|n+1
i+ 1

2 , j,k
−Ex|ni+ 1

2 , j,k

∆t
=

1
εi+ 1

2 , j,k

Hy|n+
1
2

i+ 1
2 , j,k+

1
2
−Hy|n+

1
2

i+ 1
2 , j,k− 1

2

∆z
−

Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k
−Hz|n+

1
2

i+ 1
2 , j− 1

2 ,k

∆y
− Jx|n+

1
2

i+ 1
2 , j,k

 ,

(2.4)

where H
n+ 1

2
y , H

n+ 1
2

z , Ex|ni+ 1
2 , j,k

, and Jx|n+
1
2

i+ 1
2 , j,k

are assumed to be stored in memory. Multiplying

both sides by ∆t , isolating the Ex|n+1
i+ 1

2 , j,k
term in Equation 2.4, and repeating the procedure for

all components gives the following update equations

Ex|n+1
i+ 1

2 , j,k
= Ex|ni+ 1

2 , j,k
+

∆t

εi+ 1
2 , j,k

Hy|n+
1
2

i+ 1
2 , j,k+

1
2
−Hy|n+

1
2

i+ 1
2 , j,k− 1

2

∆z
−

Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k
−Hz|n+

1
2

i+ 1
2 , j− 1

2 ,k

∆y
− Jx|n+

1
2

i+ 1
2 , j,k

 ,

(2.5a)

Ey|n+1
i, j+ 1

2 ,k
= Ey|ni, j+ 1

2 ,k
+

∆t

εi, j+ 1
2 ,k

Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k
−Hz|n+

1
2

i− 1
2 , j− 1

2 ,k

∆x
−

Hx|n+
1
2

i+ 1
2 , j,k+

1
2
−Hz|n+

1
2

i+ 1
2 , j,k− 1

2

∆z
− Jy|n+

1
2

i, j+ 1
2 ,k

 ,

(2.5b)
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Ez|n+1
i, j,k+ 1

2
= Ez|ni, j,k+ 1

2
+

∆t

εi, j,k+ 1
2

Hx|n+
1
2

i, j+ 1
2 ,k+

1
2
−Hx|n+

1
2

i, j− 1
2 ,k+

1
2

∆y
−

Hy|n+
1
2

i+ 1
2 , j,k+

1
2
−Hy|n+

1
2

i− 1
2 , j,k+

1
2

∆x
− Jz|n+

1
2

i, j,k+ 1
2

 ,

(2.5c)

Hx|n+
1
2

i, j+ 1
2 ,k+

1
2
= Hx|n−

1
2

i, j+ 1
2 ,k+

1
2
+

∆t

µi, j+ 1
2 ,k+

1
2

(Ez|ni, j+1,k+ 1
2
−Ez|ni, j,k+ 1

2

∆y
−

Ey|ni, j+ 1
2 ,k+1
−Ey|ni, j+ 1

2 ,k

∆z
−Mx|n+

1
2

i, j+ 1
2 ,k+

1
2

)
,

(2.5d)

Hy|n+
1
2

i+ 1
2 , j,k+

1
2
= Hy|n−

1
2

i+ 1
2 , j,k+

1
2
+

∆t

µi+ 1
2 , j,k+

1
2

(Ex|ni+ 1
2 , j,k+1

−Ex|ni+ 1
2 , j,k

∆z
−

Ez|ni+1, j,k+ 1
2
−Ez|ni, j,k+ 1

2

∆x
−My|n+

1
2

i+ 1
2 , j,k+

1
2

)
,

(2.5e)

Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k
= Hz|n−

1
2

i+ 1
2 , j+

1
2 ,k
+

∆t

µi+ 1
2 , j+

1
2 ,k

(Ey|ni+1, j+ 1
2 ,k
−Ey|ni, j+ 1

2 ,k

∆x
−

Ex|ni+ 1
2 , j+1,k

−Ex|ni+ 1
2 , j,k

∆y
−Mz|n+

1
2

i+ 1
2 , j+

1
2 ,k

)
.

(2.5f)

2.3 Dispersive Materials within FDTD

Dispersive materials are included within FDTD through the auxillary differential equation

(ADE) method.62, 64 ADE uses the constitutive relations defined in Equations 1.3 and propa-

gates D, B, P, and M separately.62 To update D and B, Equations 2.5 are used, with ∂E
∂ t and ∂H

∂ t

replaced by ∂D
∂ t and ∂B

∂ t , and ε = ε0 and µ = µ0.62 The noble metals are assumed to be magnet-

ically inactive with a dielectric function approximated by the Lorentz-Drude model (Equation

1.14). Substituting Equations 1.14 and 1.5a into Equation 1.6 and separating the individual
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poles gives the definitions for PD and PL in the frequency domain as

P̆D =
σDω2

p

ω (ω− iγD)
Ĕ(2.6a)

P̆L =
σLω2

p

ω2
L−ω2 + iγLω

Ĕ.(2.6b)

Then Equations 2.6 are inverse Fourier transformed to get the time domain differential equa-

tions for PD and PL (
∂ 2

∂ t2 + γD
∂

∂ t

)
PD = σDω

2
pE(2.7a) (

∂ 2

∂ t2 + γL
∂

∂ t
+ω

2
L

)
PL = σLω

2
pE.(2.7b)

Central difference operators are applied to Equations 2.7 resulting in the following update

equations for PD and PL

PD|n+1
i, j,k =

2
γD∆t +1

PD|ni, j,k +
γD∆t−1
γD∆t +1

PD|n−1
i, j,k +

σDω2
p∆2

t

γD∆t +1
E|i, j,k(2.8a)

PL|n+1
i, j,k =

2−ω2
L∆2

t
γL∆t +1

PL|ni, j,k +
γL∆t−1
γL∆t +1

PL|n−1
i, j,k +

σLω2
L∆2

t
γL∆t +1

E|i, j,k .(2.8b)

2.4 Boundary Conditions

Modifying the boundary conditions in FDTD is necessary to increase its efficiency. The

native boundary conditions in FDTD are perfect electric conductors, where all field components

are set to zero at all boundaries, resulting in the perfect reflection of all outgoing waves.62 If

these bounds are used, then computational cells would have to be large enough to ensure that

none of the reflected light interacts with the system, greatly increasing the size of the cell.
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Depending on the system’s symmetry either periodic boundary conditions (PBC) or perfectly

matched layers (PMLs) are used.

2.4.1 Periodic Boundary Conditions

Bloch PBCs are used to model systems with translational symmetry. Bloch PBCs copy the

values of a function, u, from one side of the cell to the other and scales them by

(2.9) un (r) = exp [−ik ·xBound]un (r+xBound) ,

where k is the wavevector of the incident light, r is the position of the point, and xBound is the

vector connecting r to the reflected point on the opposite bound. If PBCs are used and k is not

oriented axially, then complex electric and magnetic fields are used to ensure correct scaling at

the boundaries. An axial k can still be treated with real valued E and H because k · xBound is

strictly zero or 2π .

2.4.2 Perfectly Matched Layers

PMLs are used to absorb outgoing light, approximating an infinite computational domain.

This implementation of FDTD uses convolution PMLs (CPMLs),65 which are an extension of

the stretched-coordinate formulation of Berenger’s PMLs,66, 67 first developed by Chew and

Weedon68 and independently by Rappaport.69 The approach maps Maxwell’s equations into a

complex coordinate space,

x̃→
∫ x

0
sx
(
x′
)

dx′; ỹ→
∫ y

0
sy
(
y′
)

dy′; z̃→
∫ z

0
sz
(
z′
)

dz′.



46

Assuming sw, where w = x, y, or z, is a continuous function along the axial directions the ∇∇∇

operator can be defined as62

(2.10) ∇∇∇ =

[
1
sx

∂

∂x
,

1
sy

∂

∂y
,

1
sz

∂

∂ z

]
.

Using Equation 2.10 the frequency domain Maxwell’s Equations inside the PMLs can be rewrit-

ten as

iωεĔ =x̂
(

1
sy

∂

∂y
H̆z−

1
sz

∂

∂ z
H̆y

)
+

ŷ
(

1
sz

∂

∂ z
H̆x−

1
sx

∂

∂x
H̆z

)
+ ẑ
(

1
sx

∂

∂x
H̆y−

1
sy

∂

∂y
H̆x

)(2.11a)

−iωµH̆ =x̂
(

1
sy

∂

∂y
Ĕz−

1
sz

∂

∂ z
Ĕy

)
+

ŷ
(

1
sz

∂

∂ z
Ĕx−

1
sx

∂

∂x
Ĕz

)
+ ẑ
(

1
sx

∂

∂x
Ĕy−

1
sy

∂

∂y
Ĕx

)
.

(2.11b)

Taking the inverse Fourier transform of Equations 2.11 results in the following time domain

expressions

ε
∂

∂ t
E =x̂

(
sy ∗

∂

∂y
Hz− sz ∗

∂

∂ z
Hy

)
+

ŷ
(

sz ∗
∂

∂ z
Hx− sx ∗

∂

∂x
Hz

)
+ ẑ
(

sx ∗
∂

∂x
Hy− sy ∗

∂

∂y
Hx

)(2.12a)

−µ
∂

∂ t
H =x̂

(
sy ∗

∂

∂y
Ez− sz ∗

∂

∂ z
Ey

)
+

ŷ
(

sz ∗
∂

∂ z
Ex− sx ∗

∂

∂x
Ez

)
+ ẑ
(

sx ∗
∂

∂x
Ey− sy ∗

∂

∂y
Ex

)
,

(2.12b)
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where sx, sy, and sz are the respective inverse Fourier transforms of 1
sx

, 1
sy

, and 1
sz

and ∗ is the

convolution operator.62 It is assumed sw has the form of

(2.13) sw = κw +
σw

aw + iωε
,

where σw is the electric conductivity or magnetic loss in the w direction, aw is a pole shift term

to remove the singularity at ω = 0, and κw affects the attenuation of the incident waves. Taking

the inverse Fourier transform of sw results in an expression for sw

(2.14) sw =
δ (t)
κw
− σw

εκ2
w

e−(
σw
εκw + aw

ε )tu(t)≡ δ (t)
κw

+ζ (t)

where δ (t) is the impulse function and u(t) is the unit step function. Substituting Equation 2.14

into Equation 2.12 results in a set of coupled update equations,

ε
∂

∂ t
E =x̂

(
1
κy

∂

∂y
Hz +ζy ∗

∂

∂y
Hz−

1
κz

∂

∂ z
Hy−ζz ∗

∂

∂ z
Hy

)
+

ŷ
(

1
κz

∂

∂ z
Hx +ζz ∗

∂

∂ z
Hx−

1
κx

∂

∂x
Hz−ζx ∗

∂

∂x
Hz

)
+

ẑ
(

1
κx

∂

∂x
Hy +ζx ∗

∂

∂x
Hy−

1
κy

∂

∂y
Hx−ζy ∗

∂

∂y
Hx

)(2.15a)

−µ
∂

∂ t
H =x̂

(
1
κy

∂

∂y
Ez +ζy ∗

∂

∂y
Ez−

1
κz

∂

∂ z
Ey−ζz ∗

∂

∂ z
Ey

)
+

ŷ
(

1
κz

∂

∂ z
Ex +ζz ∗

∂

∂ z
Ex−

1
κx

∂

∂x
Ez−ζx ∗

∂

∂x
Ez

)
+

ẑ
(

1
κx

∂

∂x
Ey +ζx ∗

∂

∂x
Ey−

1
κy

∂

∂y
Ex−ζy ∗

∂

∂y
Ex

)
.

(2.15b)
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To solve for ζw(t)∗ ∂Hv
∂w the discrete impulse response of ζw(t), Zw(m), is calculated62

Zw(m) =
∫ (m+1)∆t

m∆t

ζw(τ)dτ = cwembw

where bw is defined as

bw = e−(
σw
εκw + aw

ε )∆t ,

and cw is defined as

cw =
σw

σwκw +κ2
waw

(bw−1) .

The convolution can then be implemented discretely in a recursive fashion by

(2.16) ψw,v (n) = ζw(t)∗
∂Hv

∂w

∣∣∣∣
t=n∆t

≈ bwψw,v (n−1)+ cw
∂

∂w
Hv (n) .

The same procedure can be repeated for ζw(t)∗ ∂Ev
∂w . Substituting Equation 2.16 into Equations

2.15, the Maxwell curl equations inside the PMLs can be written as

ε
∂

∂ t
E =x̂

(
ψEx,y−ψEx,z +

1
κy

∂

∂y
Hz−

1
κz

∂

∂ z
Hy

)
+

ŷ
(

ψEy,z−ψEy,x +
1
κz

∂

∂ z
Hx−

1
κx

∂

∂x
Hz

)
+

ẑ
(

ψEz,x−ψEz,y +
1
κx

∂

∂x
Hy−

1
κy

∂

∂y
Hx

)(2.17a)

−µ
∂

∂ t
H =x̂

(
ψEx,y−ψEx,z +

1
κy

∂

∂y
Ez−

1
κz

∂

∂ z
Ey

)
+

ŷ
(

ψEy,z−ψEy,x +
1
κz

∂

∂ z
Ex−

1
κx

∂

∂x
Ez

)
+

ẑ
(

ψEz,x−ψEz,y +
1
κx

∂

∂x
Ey−

1
κy

∂

∂y
Ex

)
.

(2.17b)
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From here the same discretization and update equation generation scheme from the Yee algo-

rithm can be used to generate update equations for the PML regions.62

In continuous space the fraction of light that is reflected off the PML surface at an angle θ

from the surface normal is

(2.18) R(θ) = e−2σwηd cosθ ,

where η is the PML’s impedance, and d is the PML thickness.62 While Equation 2.18 implies

that a large σ should be chosen to limit the reflection of light off the PML, discretization errors

increase the reflection with increasing σ . To balance the two sources of error, a polynomial

grading scheme is used for σw

σw (w) =


(w

d

)m
σw,max, w≤ d

0, w > d
,(2.19)

where w is the distance of the point from the front edge of the PML, m is the polynomial scaling

factor (typically a value in between 3 and 4), and σw,max is the maximum value of σ .62 Using

this grading the reflection error becomes

(2.20) R(θ) = e−2η cosθ
∫ d

0 σw(w′)dw′.

If the desired maximum reflection error, R(0), is known then σw,max can be calculated from 2.20

with

(2.21) σw,max =−
(m+1) ln [R(0)]

2ηd
,
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but the optimal value of σmax is system dependent.62 A good starting point for σmax has been

discovered through an extensive series of numerical tests where an optimal value for σw,max is

(2.22) σw,opt =−
0.8(m+1)

η∆w
,

but further scaling maybe necessary.62 The same grading scheme is used for κw, but with a

slight modification such that κw is always greater than or equal to one,62

(2.23) κw (w) =

1+
(w

d

)m
(κw,max−1) , w≤ d

1, w > d
.

A different grading scheme is used for aw.

(2.24) aw =

aw,max
(d−w

d

)ma
, w≤ d

0, w > d
,

where ma is a different polynomial scaling factor that is typically one.62 The scheme maximizes

aw at the surface to reduce reflections, but gets smaller deeper into the PML to increase the

attenuation of the fields.62

2.5 Generating Incident Radiation

The final aspect of the FDTD algorithm to be discussed in this chapter is the introduction of

incident waves into the cell. The easiest way to introduce a source term in FDTD is specifying

the values of E and H at certain points within the cell. While this will introduce the desired wave

form into the cell, it also creates reflection surfaces that limit the accuracy of the calculation.

A second approach is to introduce the electromagnetic waves through the J and M terms in
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Equations 2.5.62 This approach scales the current densities such that the resulting electro-

magnetic fields match the initial pulse function, f .62 While including the source terms via J and

M does not introduce reflection surfaces, it can lead to persistent diverging fields depending on

the source geometery and the shape of f .62

2.5.1 Total Field/Scattered Field

A better approach to generate the incident waves is through total field/scattered field (TF/SF)

surfaces.62, 70 TF/SF method separates E and H into

E = Einc +Escat,(2.25a)

H = Hinc +Hscat,(2.25b)

where Einc and Hinc are the incident electric and magnetic fields and Escat and Hscat are the

scattered electric and magnetic fields.62 The FDTD grids are then separated into total and

scattered field regions, by a set of six planes, SSS, representing the faces of a rectangular prism

(2.26) SSS = {i0, i1, j0, j1,k0,k1} ,

where i0 and i1 are the x− coordinates of the left and right faces, j0 and j1 are the y− coordinates

of the bottom and top faces, and k0 and k1 are the z− coordinates of the back and front faces

of the prism.62 It is assumed that Einc and Hinc are known for all points in the computational

domain.62 By selectively including or excluding the incident field along SSS an incident plane

wave can be introduced in only the total field region.62
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2.5.1.1 Calculation of Incident Fields

The largest challenge with the TF/SF method is efficiently calculating the incident fields.

Calculating the source terms across all points in SSS is too computationally expensive to be prac-

tical for most systems.71 The integer mapping technique developed by Tan and Potter is a

relatively inexpensive method for calculating the incident field at all points.72–75 The method

propagates the incident fields on separate one dimensional FDTD grids, oriented along a line

parallel to the direction of propagation, p.71 The only restrictions on p is that it must contain

two points in xxx, such that
{

x ∈ [i∆x, j∆y,k∆z]
}

.71 The propagation angles for the system can

then be determined by the following

tanϕ =
py

px
(2.27a)

tanθ =

√
p2

x + p2
y

pz
.(2.27b)

Using p, a point in xxx can be mapped onto a point on the one-dimensional grids, rrr, via

(2.28) rrri, j,k = pxi∆x + py j∆y + pzk∆z = rrrir = ir∆r,

where ir = mxi+my j+mzk; mx, my, and mz are integers; and ∆r is a uniform discrete spacing

for the one dimensional incident grids.71 The components of p and m are related to each other

by

(2.29) pw∆w = mw∆r,
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where w = x, y, or z.71 Using Equations 2.28 and 2.29 the incident field update equations can

be generated from Equations 2.5

Ex,inc|n+1
ir+mx

2
= Ex,inc|nir+mx

2
+

∆t

εir+mx
2

Hy,inc|n+
1
2

ir+
mx+mz

2
−Hy,inc|n+

1
2

ir+
mx−mz

2

∆z
−

Hz,inc|n+
1
2

ir+
mx+my

2
−Hz,inc|n+

1
2

ir+
mx−my

2

∆y
− Jx,inc|n+

1
2

ir+mx
2

 .

(2.30a)

Ey,inc|n+1
ir+

my
2
= Ey,inc|nir+my

2
+

∆t

εir+
my
2

Hz,inc|n+
1
2

ir+
my+mx

2
−Hz,inc|n−

1
2

ir+
my−mx

2

∆x
−

Hx,inc|n+
1
2

ir+
my+mz

2
−Hx,inc|n+

1
2

ir+
my−mz

2

∆z
− Jy,inc|n+

1
2

ir+
my
2

 ,

(2.30b)

Ez,inc|n+1
ir+

mz
2
= Ez,inc|nir+mz

2
+

∆t

εir+
mz
2

Hx,inc|n+
1
2

ir+
mz+my

2
−Hx,inc|n+

1
2

ir+
mz−my

2

∆y
−

Hy,inc|n+
1
2

ir+
mz+mx

2
−Hy,inc|n+

1
2

ir+
mz−mx

2

∆x
− Jz,inc|n+

1
2

ir+
mz
2

 ,

(2.30c)

Hx,inc|n+
1
2

ir+
my+mz

2
= Hx,inc|n−

1
2

ir+
my+mz

2
+

∆t

µir+
my+mz

2

(
Ez,inc|nir+mz

2 +my
−Ez,inc|nir+mz

2

∆y
−

Ey,inc|nir+my
2 +mz

−Ey,inc|nir+my
2

∆z
−Mx,inc|n+

1
2

ir+
my+mz

2

)
,

(2.30d)
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Figure 2.2. Schematic showing the coupling between each incident field grid.

Hy,inc|n+
1
2

ir+
mx+mz

2
= Hy,inc|n−

1
2

ir+
mx+mz

2
+

∆t

µir+
mx+mz

2

(
Ex,inc|nir+mx

2 +mz
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2
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−
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2 +mx
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2

∆x
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2
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(2.30e)

Hz,inc|n+
1
2

ir+
mx+my

2
= Hz,inc|n−

1
2

ir+
mx+my

2
+

∆t

µir+
mx+my

2

(Ey,inc|nir+my
2 +mx
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2

∆x
−

Ex,inc|nir+mx
2 +my
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2
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1
2

ir+
mx+my

2

)
.

(2.30f)

Figure 2.2 illustrates that the incident grids are six coupled and staggered 1-D grids, and it

illustrates the update procedure for the Hx,inc grid.

The incident fields are bounded by a CPML at both ends, and a soft source is used to inject

the plane waves into the incident grids. The incident wave is generated by scaling the time
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profile of the wave, f , with the correct projection vectors PE and PH

Jinc (xxx, t) =
∆t

∆r (mx +my +mz)
PE (ψ,ϕ,θ ,α) f (t−√µbεb ppp · xxx)(2.31a)

Minc (xxx, t) =
∆t

∆r (mx +my +mz)
PH (ψ,ϕ,θ ,α) f (t−√µbεb ppp · xxx) 1

ηB
,(2.31b)

where εB, µB, and ηB are the permittivity, permeability and impedance of the background media,

respectively; ψ is the polarization orientation angle; and α describes the ellipticity of the light.71

The prefactor in front of Jinc and Minc ensures the incident electro-magnetic fields have the same

intensity as f . The components of PE and PH are

PEx (ψ,θ ,ϕ,α) =cosψ sinϕ− eiα sinψ cosθ cosϕ(2.32a)

PEy (ψ,θ ,ϕ,α) =cosψ sinϕ− eiα sinψ cosθ cosϕ(2.32b)

PEz (ψ,θ ,ϕ,α) =eiα sinψ cosθ .(2.32c)

PHx (ψ,θ ,ϕ,α) =eiα sinψ sinϕ− cosψ cosθ cosϕ(2.32d)

PHy (ψ,θ ,ϕ,α) =eiα sinψ sinϕ− cosψ cosθ cosϕ(2.32e)

PHz (ψ,θ ,ϕ,α) =cosψ cosθ .(2.32f)

2.5.1.2 Consistency Conditions

With the incident field now known at all grid locations the final consistency conditions for

all faces of the prism can be derived. These conditions extend Equations 2.5a-f to add or subtract

the incident fields along SSS such that the total and scattered field regions are updated with only

total and scattered fields, respectively. For a complete list of all consistency conditions see

Appendix A.62, 71
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2.6 Time Stepping with the Yee Algorithm

Figure 2.3 illustrates the FDTD time stepping algorithm. The first step in the FDTD algo-

rithm is to initialize all fields to zero at time zero. Then the H fields including the associated

PML fields are propagated to time ∆t
2 .62 Then the incident electric and magnetic fields are up-

dated to a time ∆t and ∆t
2 respectively.62 Finally the electric fields are propagated to ∆t and

all field outputs are taken.62 For outputs that require multiple field components, the individual

components are averaged to a central point and then combined.62 The algorithm then repeats

Initialize Fields

Update H to (n+½)Δt 
(Eq 2.10 d-f)

Update E to (n+1)Δt 
(Eq 2.10 a-c)

Update E PML (n+1)Δt 
(Eq 2.29a)

Update H PML to (n+½)Δt 
(Eq 2.29b)

Output Fields

End Condition 
Met?

No

Update TFSF
(Sec 2.5)

Figure 2.3. Flow chart illustrating the time stepping of the FDTD method.
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until some convergence condition is met.62 Throughout this work, the end condition will be a

specified end time, but field convergence conditions could also be used.62
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CHAPTER 3

Coupling Quantum Emitters to Random 2D Nanoplasmonic Structures

We combine theory and experimental studies to investigate the coupling between colloidal

quantum dots and randomly generated gold nanoislands. In such systems, the gold nanoislands

act as classical antennas, amplifying the light absorbed by the quantum dots. They may thus

find applications in detection, sensing, and plasmon-enhanced solar energy conversion. We use

the two-dimensional finite- difference time-domain method to demonstrate plasmonic control

of the enhancement factor near the islands plasmon resonance. Furthermore, we experimentally

and numerically show how tuning the plasmon resonance to the band gap energy of the quantum

dot can lead to a broadening of the quantum dots absorption peak. The simulations predict a

surprising linear scaling with quantum dot density, which is confirmed by experimental results.

This chapter has been reproduced with permission, from Ref 132
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3.1 Introduction

Devices based on colloidal quantum dots (QDs) and specific organic linker molecules of-

fer a compelling combination of low-cost, solution processability, tunability, light-sensitivity,

and quantum properties at room temperature. Nevertheless, despite tremendous improvement

in QD synthesis, film formation, and electron transport properties, the overall device perfor-

mance remains limited.76 A major challenge associated with improving QD-based devices is

the relatively small absorption cross-section of the QDs. In order to realize devices that combine

sensitivity with high performance, one must increase the light absorption at a low-cost.

One way to improve the absorption and emission quantum efficiency of the QDs is to cou-

ple them to plasmonically active nanoparticles.24, 26, 76–82 Plasmons are collective oscillations

of conduction band electrons at metal-dielectric interfaces that generate intense electromag-

netic fields in their vicinity with spatial variations on the nanometer scale.2, 83 Therefore plas-

monics is attractive for nanooptics applications, where focusing light beyond the diffraction

limit is important.2 Indeed, plasmonic nanostructures are used to enhance the efficiencies

of photodetectors,24, 26, 84 solar cells,85–87 and light emitting diodes,88–90 in addition to their

well-established use in tip-enhanced spectroscopies.91–95 In many cases ordered nanostruc-

ture morphologies, such as metal nanoparticle arrays, gratings,96 and circular antennas,77 are

used to improve the devices quantum efficiency. Although such structures lead to the desired

efficiency-enhancement, establishing their application in research laboratories, the costs asso-

ciated with their production are too high for general use. Wrinkled metal films97 and etched

alloys79 are also used to enhance photoluminescence but they cannot be integrated easily into

existing devices.
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In this work we illustrate, experimentally and numerically, the potential of self-assembled

QD films coupled to random gold nanoisland films as a route to overcome these challenges.

After developing a model for the gold nanoisland films, we study the effects of detuning of the

QDs energy band gap with respect to the plasmon resonance by monitoring the red-shift and

intensity of the gold nanoislands plasmon resonance. Next, we compare the QDs absorption

enhancement factors calculated for different gold nanoisland configurations. Finally, we test a

realistic system and explore the effects of the QD number density on the absorption of the films.

3.2 Methodology

3.2.1 Theoretical Methods

The two dimensional FDTD method was used to calculate the optical properties of the gold

nanoisland films within classical electrodynamics. Non-local effects have at most a minor in-

fluence on the optical properties of 10 nm long particles,98–100 and become insignificant for

larger particles, therefore a classical description is appropriate. The dielectric function param-

eters for gold were taken from the work of Rakic et al,4 and the QD parameters were obtained

by fitting the experimental absorption spectra at the band gap energy to a single Lorentzian.101

Recently developed methods can include quantum mechanical effects into the optical response

of the QDs,61, 102 but for the observables and the system considered here the classical approxi-

mation is valid.101 The high frequency dielectric constant for the quantum dots are taken to be

that of the bulk semiconductor for both CdSe and PbS. The pole parameters used for the CdSe

(610 nm) quantum dot’s dielectric function are ωQD = 2.03eV, γQD = 140meV, and σ = 0.65.

The PbS (850 nm) quantum dot’s dielectric function are ωQD = 1.46eV, γQD = 260meV, and

σ = 5.0. Figure 3.1 shows the absorption cross-section of both QDs.
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Figure 3.1. The absorption cross-section of a single CdSe 610 nm (red) and PbS
850 nm (blue) quantum dot using the single Lorentzian model.

Figure 3.2 shows a diagram of the FDTD cell. The nanoparticle system is in the center of the

cell, with TF/SF region placed 20 nm away from the gold nanoellipse at all sides. The system

is excited using a Gaussian pulse with a center frequency of 480 THz and a pulse duration

of 1.39 fs propagating from the bottom of the TF/SF region represented by the red box. The

enhancement factor calculations are performed using a 2 Å step size, while the other CdSe 610

nm QD and PbS 850 nm QD calculations used a 5 Å and a 2.5 Å step size respectively. The

time step (∆x) is set by ∆t = ∆xcS, where ∆x is the spatial step size, c is the speed of light, and S

is the Courant factor, set to 0.5 for all calculations. The absorption and scattering cross-sections

are calculated in the regions shown in the blue boxes 10 nm inside and outside the TF/SF region

respectively. The QD absorption cross-section is calculated in a region surrounding only the

QD. The cell is terminated by a convolution perfectly matched layer that is at least 20 grid

points wide in all directions.
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Figure 3.2. The cell diagram for the nanoislands (gold ellipses) coupled to the
quantum dots (green filled in circle). The absorption, scattering and quantum
dot absorption are calculated on the surfaces defined by the labeled blue boxes.
The incident Gaussian plane wave is introduced from the TF/SF region defined
by the red box. The cell is surrounded by a convolution perfectly matched layer
to act as absorbing boundary conditions.

3.2.2 Experimental Methods

Following a previous study,103 samples were prepared in two consecutive stages starting

with the random gold nanoisland film preparation and followed by adsorption of the QDs. In

the first step, glass substrates are cleaned in acetone and ethanoal and an ultrathin Au film with

a nominal thickness of 5 nm was deposited using e-gun evaporation. The deposition rate was

0.3 Å/s and it was done at room temperature under pressure of 10−6 torr. To adjust and tune the
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plasmonic resonance of this random film, the samples were annealed on a hot plate for several

minutes with temperatures reaching up to ∼200 ◦C.

In the second step the QDs were covalently bound to a homogenous, self-assembled layer of

molecules on the gold surface. The samples were immersed for 17 h in a 1mM 1,9-nonanedithiol

ethanol solution under a nitrogen environment, then washed in absolute ethanol and toluene

and immersed in a diluted 0.05%ww QDs solution. We used 2 types of commercial QDs:

CdSe 610nm and PbS 850nm (the numbers represent the peaks of the corresponding emission

wavelengths). Half of the sample was not immersed in the QD solution to act as a bare gold

nanoisland film reference.

In order to understand the enhancement process better, the spectral behavior of the samples

was studied at different QD densities. To control the QD surface density the samples were

immersed in the QD solution several times for 20 min. After every 20 min exposure the sam-

ples were washed in absolute toluene and dried under a nitrogen gas stream. Then the optical

properties of the film were measured and the process was repeated 10 times to get a maximum

exposure time of 200 min. The nanoisland surfaces were not changed through each iteration to

ensure changes in the optical spectra were from changes in the QD density and not the nanois-

land films.

Spectral analysis of the films was used to explore the optical properties because of the highly

dispersive nature of plasmons. A broad-band white light source of a Tungsten-Halogen lamp

with an integrating sphere and a spectrometer was used to record the changes in the absorption

of the films with changing QD number density. A minimal amount of reflection was seen in the

films, and scattering was reduced by measuring the total transmission, meaning the measured
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light extinction (1−Ttot) indicates mostly the absorption of the samples. Data was recorded

with Ocean Optics usb4000 VIS-NIR spectrometer.

3.3 Results

3.3.1 Building the Gold Nanoisland Model

Figure 3.3 compares the measured extinction spectrum of the gold nanoisland films and

the calculated absorption cross-section of various model systems. The three models tested are
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monomers; symmetric dimers, where both nanoellipses have the same dimensions; and asym-

metric dimers, where the nanoellipses have different particle lengths. As the QDs and nanopar-

ticles interact mainly with the local electro-magnetic fields, their overall optical properties can

be modeled as a statistical average over all gold particle arrangements. The nanoislands are 11

nm high with lengths ranging from 10 nm to 200 nm and the weights for each structure taken

from an analysis of similar nanoisland films.104 The bare gold nanoisland surfaces have a broad

absorption peak at 566 nm, which is best matched by the symmetric dimer model, with a broad

peak centered at 572 nm. Both the monomer and the asymmetric dimer models have peaks at

620 nm and 660 nm respectively, significantly red-shifted from the experimental values. The

dimer model is largely unaffected by increasing the gap size to 10 nm, mostly increasing the

long wavelength tail. The gap sizes of 7 nm and 10 nm were chosen because those are rep-

resentative gaps seen in the films and are large enough to support a quantum dot in the center

of the gap. The agreement between the symmetric dimer spectra and the gold nanoisland film

suggests the possibility of a domain structure in the films, where similarly sized nanoparticles

are more likely to couple to each other.

The surprising blue-shift of the dimer plasmon resonance is a result of averaging over islands

with higher order resonance exemplified in Figure 3.4. The monomers absorption cross-section

in Figure 3.4a has a single peak at 862 nm, while the dimer has two peaks at 1,008 nm and 658

nm. The field maps in Figure 3.4b show that the 658 nm peak is the result of the quadrupole

resonance that begins to grow in. The blue-shift is thus a result of averaging the quadrupole

resonance and dipole resonance for dimers of different sizes. Understanding how to control the

film morphologies could improve existing and suggest new devices.
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Further increasing the number of particles to include trimer geometries has minimal effects

on the optical response of the nanoisland films as seen in Figure 3.5. Figure 3.5 shows a com-

parison of the symmetric trimer calculations with the symmetric dimers. The peaks are in the

same position for both the 10 nm and 7 nm gap, with the only difference being an increase in

the absorption cross-section as a third particle is added and a slight decrease in the shoulder of

the peak. These results indicate that including additional islands minimally perturbs the film’s

optical response, with their main effect being a reduction in relative intensity of the dipolar

resonances.

3.3.2 The Nature of the Nanoisland-Quantum Dot Coupling

Adding the QDs to the gold nanoislands film results in an increase of the coupled system

absorption cross-section and a clear red-shift. Figure 3.6 shows the simulated absorption cross-

section of a set of gold nanoellipse dimers with a CdSe 610 nm QD or a PbS 850 nm QD placed
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in the center of the 7 nm gap. The CdSe 610 nm QD has a stronger interaction, red-shifting

the plasmon resonance by 21 nm and increasing the peak absorption cross-section by 6.44 nm.

The PbS 850 nm QD has a weaker effect, red-shifting the plasmon resonance by only 1 nm

and increasing the cross-section by 0.7 nm. While these spectra appear to demonstrate high

absorption enhancement, effects from the gold nanoislands may have a significant role.

To remove any excess absorption from the gold nanoislands, Figure 3.7a compares the ab-

sorption cross-section of the QD calculated from a flux region containing only the QD, to the

difference between the absorption of the gold nanoislands with and without the QD inside a 7

nm or 10 nm gap (see Figure 3.2 for a diagram of the cell). The difference spectra indicate both

the QD and gold nanoisland absorptions are enhanced. The contribution is seen in the peaks
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of the difference spectra that are off-resonance with the QD absorption mode, and red-shifts

the main QD absorption peak. The difference spectra also skew the relative peak intensities

by over reporting the PbS 850 nm QDs absorption and under reporting the CdSe 610 nm QDs

absorption. Although a comparison of the spectra with and without the QDs reproduces the

qualitative trends of QD absorption, increased activity in the gold nanoislands will create some

differences.

Figure 3.7b shows the absorption enhancement of the QDs in the center of a 7 and a 10 nm

gap, calculated by normalizing the QD absorption cross-section coupled to the nanoislands with

their cross-section in vacuum. At the plasmon resonance, the CdSe 610 nm QD and PbS 850

nm QD have nearly equal enhancement factors for both gap sizes, suggesting that the plasmonic

properties of the nanoislands determine the QDs enhancement factors. Tuning the plasmon

resonance of the QDs band gap can also provide additional absorption at longer wavelengths.

Coupling the CdSe 610 nm QDs to larger nanoislands induces a smaller, second peak in the

QD absorption spectra near the nanoislands plasmon resonance, leading to considerably higher

enhancement factor at longer wavelengths. These smaller peaks are responsible for the apparent

broadening of the absorption cross-section in Figure 3.7a and the high enhancement factors in

Figure 3.7b.

The change in the gold nanoisland absorption after coupling to the QDs is highly dependent

on the structural parameters of the system, as seen in Figure 3.8. The plots reinforce the message

of Figure 3.7a that changes in the gold nanoisland absorption is the primary cause of the off-

resonant peaks in the difference spectra and can make a significant contribution to the systems

overall absorption. For the 110 nm nanoislands, the large negative values at wavelengths less

than ∼750 nm is the result of the red-shift of the plasmon resonance.
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X
Figure 3.9. An illustration of the density based nanoisland system. The red “X”
corresponds to an invalid quantum dot position.

3.3.3 Experimental Confirmation Through Changing the Quantum Dot Number Density

A simple way to enhance the working device quantum efficiency is to increase the QDs

density on the device surface. Therefore, we model the changes in the plasmon resonance as we

change the QDs density. To match the experimental systems, the QD locations were randomized

with the number of QDs set via a number density parameter. To place each of the QDs in a cell,

a random value for the x− coordinate was selected and the y− coordinate set such that the

center of the QD is within 4 nm of the surface of the gold nanoparticles. Once placed, the QD

was compared with previously placed QDs to avoid overlap between the two QDs. If a single

quantum dot failed to find a location after one thousand attempts the neighboring quantum dots

were shifted until no conflicts were present. This was repeated until all the QDs were placed in

the cell. A schematic of the system is shown in Figure 3.9.

It is clear that the system only reaches a saturation point once the QDs fill the available

sites near all the plasmonic hotspots. Figure 3.10 shows scatter plots comparing the calculated

change in the red-shift and absorption peak magnitude of nanoellipse dimers with a 10 nm gap

after being coupled to a film of CdSe 610 nm QD and Pb S850 nm QDs. At approximately

11 QDs/100 nm, the red-shift due to the CdSe 610 nm and the PbS 850 nm QDs levels off

at approximately 23 nm and 1.93 nm respectively. These values are slightly higher than the
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Figure 3.10. A scatterplot showing the simulated change in a) peak wavelength
and b) peak height shift with changing quantum dot density. Triangles are from
the peak location/value of the mean spectra, and circles are the mean of the peak
location/value for all calculations.

shifts seen for a single QD in a 7 nm gap and represent the maximum expected red-shift for the

system. Unlike the red-shift, the magnitude of the absorption cross-section does not saturate,

as seen in Figure 3.10b. Both QDs show a nearly linear scaling between the magnitude and

the QD surface density throughout the entire range tested. The range was not extended further

because 14 QDs/100 nm is approximately the density of a complete monolayer. The linear

scaling implies that device performance will continue to improve as the QD surface density

increases, and should be maximized for achieving efficient photodetectors. The convergence of

all calculations is shown in Figure 3.11, where the larger variations for the PbS 850 nm QD is a

result of similar numerical errors acting on smaller values.
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Figure 3.11. Convergence of the density calculations for the CdSe 610 nm QD
(a and b) and the PbS 850 nm QD (c and d). The legends are in QDs/100 nm.

The experimentally observed trends agree well with our theoretical predictions. Figures 3.12a

and 3.12b show the total extinction spectra of the gold nanoisland films with increasing expo-

sure to the CdSe 610 nm QD and PbS 850 nm QD solutions, corresponding to increasing QD

number density. To determine the exact peak characteristics, the spectra in Figures 3.12a and
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Figure 3.12. Experimental light extinction from the random Au-NPs with dif-
ferent density of a) CdSe 610 nm QDs and b) PbS 850 nm QDs. Solid curves
correspond to the smoothed absorption spectra using a Savitzky-Golay filter,
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3.12b were smoothed using a Savitzky-Golay algorithm and fitted to a sixth order polynomial.

The resulting red-shift and change in total extinction are plotted in Figure 3.12c and Figure

3.12d respectively. The QDs absorption peak follows a linear trend, as predicted by our cal-

culations. The maximum red-shift associated with the CdSe 610 nm QD is 21-24 nm, and for

PbS 850 QDs it is about 3-5 nm. While the CdSe 610 nm QDs red-shift is in line with our

theoretical prediction, the PbS 850 nm QD is slightly higher than what the simulation predicts.

This slight discrepancy could be attributed to our 2-level approximation of the energy spectrum

of the QDs, which results in limited absorption near the plasmon resonance for the PbS 850

nm QDs. We would expect an increase of the PbS QDs and gold nanoislands interactions at

wavelengths shorter than the main absorption band when including the full quantum dot band

structure in the calculation.

The errors of the data presented in Figure 3.12 are estimated to be less than 4%, caused

mainly by instability of the white light source and the spectrometer. Each measurement and

reference is an average of several measurements taken at different locations around the highly

uniform sample.

3.4 Conclusions

In this work we suggested self-assembled QDs coupled to a random gold nanoisland film

as a design for plasmon-enhanced QD devices. To that end we combined a finite-difference

time-domain solution of Maxwell’s equation with absorption spectroscopy to investigate the

properties of such materials. Using a set of symmetric gold nanoellipse dimers we were able

to reproduce the gold nanoislands extinction spectra, suggesting a level of order present in

the films. The QDs absorption properties have little effect on the enhancement factor near

the plasmon resonance, but tuning the plasmon resonance to the band gap energy can lead to
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broadening of the QDs absorption mode. A near linear scaling between the QD density and the

absorption cross-section allows maximizing the device performance by increasing the density

of QDs. Our results carry implications to the numerical design and optimization of plasmon-

enhanced QD devices and, in the longer term, possibly also to several of their applications.
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CHAPTER 4

The Maxwell-Liouville Method to Better Model Quantum Emitters

Coupling quantum emitters to nanoparticles provides the foundation for many plasmonic

applications. Including quantum mechanical effects within the calculations can be crucial for

designing new devices, but classical approximations are sometimes sufficient. In this chapter we

modify the semiclassical Maxwell-Liouville methodology to improve its efficiency, and confirm

the implimentation’s accuracy by calculating the optical properties of a molecular nanosphere

and comparing the results against previously published work. We then use these results as a

guideline for when to include quantum mechanical effects when modeling the emitters. Finally

we extend the algorithm to include inhomogeneous broadening and use it to study the photon

echoes from quantum dots.

Manuscript in preparation
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4.1 Introduction

Correctly modeling all aspects of a quantum emitters’ optical properties remains an open

challenge within plasmonics. Many plasmonic applications, such as solar cells,105–108 photode-

tectors,24, 25, 27, 109, 110 and plasmon enhanced spectroscopy110–116 rely on coupling molecular

layers or quantum dots to metal nanoparticles and measuring their optical response to the plas-

monically enhanced fields. Classical methods can describe the interactions to a point, but as the

coupling strength increases quantum mechanical effects become more prevalent.117, 118 Quan-

tum chemical approaches have been applied to a subset of these problems, but they focus on

single dipole moments or fail to include the effects of the quantum emitters on the plasmonic

fields.119–123

In this work we modify the Maxwell-Liouville method (ML) first developed by Sukharev

and Nitzan,58 to include inhomogeneously broadened states with an arbitrary distribution.61, 102, 124–127

We first present modifications to their methodology to improve the method’s efficiency. Then

the implementation is used to model the optical response of a molecular sphere, and the results

are compared against previously published work.58 We then describe the Maxwell-Liouville

method, and the modifications used to model inhomogeneously broadened states. Finally the

implementation is used to approximate the photo echo response of a quantum dot, and the re-

sults are compared against analytical models developed by Poltavtsev et al.128
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4.2 Methodology

4.2.1 Maxwell-Liouville Propagator

The ML algorithm modifies FDTD by using a Liouville-von Neumann propagator to quan-

tum mechanically calculate the polarization of quantum emitters

(4.1) P = ne Tr [ρ̂ µ̂µµ] ,

where ne is the emitter’s number density, ρ̂ is the emitter’s density operator, µ̂µµ is the emitter’s

dipole operator, and Tr is the trace operator. The density matrices are propagated in time using

the Liouville-von Neumann operator, L ,

ih̄
dρ̂

dt
= L ρ̂ =

[
Ĥ, ρ̂

]
− ih̄Γ̂ρ̂,(4.2a)

Ĥ = Ĥ0− µ̂µµ ·E(t) ,(4.2b)

where h̄ is the reduced Plancks constant, Ĥ is the Hamiltonian of an emitter with dipole moment

µ̂µµ ,
[
Â, B̂

]
is the commutator of operators Â and B̂, and Γ̂ is the relaxation operator in the Lindblad

form.129 Equation 4.2a is solved numerically with a predictor-corrector propagator based on the

fourth order Adams-Bashforth predictor and the fourth order Adams-Moulton corrector,

ρ̂
n+1
predict = ρ̂

n +∆t

(
55
24

L n
ρ̂

n− 59
24

L n−1
ρ̂

n−1 +
37
24

L n−2
ρ̂

n−2− 9
24

L n−3
ρ̂

n−3
)

(4.3a)

ρ̂
n+1 = ρ̂

n +∆t

(
9

24
L n+1

ρ̂
n+1
predict +

19
24

L n
ρ̂

n− 5
24

L n−1
ρ̂

n−1 +
1
24

L n−2
ρ̂

n−2
)
,(4.3b)

where the values of L ρ̂ at the three preceding time steps are stored in memory.



80

sy

pxpy

s

110 nm

11
0 

nm

Figure 4.1. Schematic of the test cell. The red box is the TFSF boundary, the
green circle is the emitters, and the inset represents the electronic structure of
the emitters

4.2.2 Inhomogeneously Broadened States

Inhomogeneously broadened systems are created by replicating the density matrices N

times, and setting the energy of the broadened states to h̄ωn = h̄
(
ωmin +nωmax−ωmin

N−1

)
, where

ωmin and ωmax are the transition frequencies from the ground state to the lowest and highest

broadened state, respectively, and n is some integer less than N. Each emitter has an initial

ground state population defined by some normalized distribution g(ωn). The total polarization

vectors are then found by summing together all individual emitter polarizations

(4.4) P =
N

∑
n=1

ne Tr [ρnµ̂µµ] .
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4.3 Results

4.3.1 Scattering from a Molecular Sphere

The initial test system for the ML implementation is a nanoparticle, with a radius of 25

nm, made of emitters as shown in Figure 4.1. The atoms have a ground state s orbital and two

excited state p orbitals 3.1 eV higher in energy with a dipole moment of 25 D and a radiationless

decay lifetime of 1 ps. The y−component of the Poynting vector at a point 156 nm away from

the center of the nanoparticle measures the scattering response of the emitters. The results for

the test calculations agree with those reported by Sukharev and Nitzan.58

Figure 4.2a shows the optical scattering spectrum for the atoms, upon changing the emitter

density. There are two peaks in the spectra, a weak peak that is slightly red-shifted from the

transition frequency and a stronger, broader peak at a higher energy. As the density increases the

higher frequency peak blue-shifts, with an increasing intensity that diverges from the Clausius-

Mossotti approximation, which describes the classical dielectric response for atomic and non-

polar molecular material. Divergence from the Clausius-Mossotti approximation is indicative of

quantum mechanical effects.3 Scaling these results for different µ̂µµ and ne can give an approxi-

mate guide to when classical approximations will fail and quantum mechanical corrections need

to be added.

An advantage ML has over other methods is its ability to model the dephasing behavior of

quantum emitters. Figure 4.2b shows the optical response of the system with changing dephas-

ing rate. As the dephasing rate decreases the peak at the atomic transition frequency becomes

narrower and increases in intensity. The numerical noise in the spectrum without pure dephas-

ing (γp = 0) is from a lack of convergence of the electromagnetic fields, which can be fixed by

going to a finer step size.
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Figure 4.2. (a) Scattering intensity at different emitter densities, with γp = 1×
1013 (b) Scattering intensity at different dephasing rates with ne = 1× 1026 (c)
Scattering Intensity of the high frequency resonance as a function of density on
a double log scale

A final benchmark shows the quantum emitters’ effects on plasmonic fields. The test sys-

tem in this case is a silver nanoparticle, with a 40 nm diameter, covered by a 10 nm layer of

emitters. The emitters have the same electronic structure as the previous system, but with an

energy difference of 3.61 eV, a radiationless decay lifetime of 1.0 ps, a dephasing rate of 1013

s−1, a density of 2.5× 1025m−3, and a dipole moment of 25 D. As shown in Figure 4.3b, the

LSPR peak of the silver nanoparticle is slightly red-shifted as a result of changing the dielectric

environment. More importantly, an additional peak at the atomic transition resonance grows in,

which is a result of strong coupling between plasmonic and emitter modes.

To test the distance dependence of the coupling between the emitters and metal nanopar-

ticles, a 2 nm TiO2 layer is added between the molecules and silver nanoparticle. The 2 nm

thickness is chosen because it is the minimal thickness needed to protect the metal nanoparti-

cle from etching in electrolyte solutions.130 Including the dielectric layer is shown to have a

minimal impact on the scattering response of the particles, with the LSPR further red-shifting
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showing the particle (c) Scattering Intensity for the QE coated with a 2 nm TiO2
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and the scattering intensity decreasing. This result is important for certain applications such as

dye-sensitized solar cells where the molecular layer is separated from the nanoparticles.

4.3.2 Photon Echoes From Inhomogeneously Broadened states

To confirm the validity of the inhomogeneous broadening algorithm the photon echo signal

from a quantum dot is numerically calculated and compared against analytical results published

by Poltavtsev, et al.128 Photon echoes occur when an inhomogeneously broadened system is

initially excited by a pulse at a time, t1, and then excited again by a π pulse at a time, t1+τ . The

π pulse reverses the motion of the emitters’ Bloch vectors, restoring the initial polarization state

and generating an echo pulse at a time t1 +2τ .131 The quantum dots are treated as a broadened

two level system, where the transition frequency is determined by a Gaussian distribution

(4.5) g(ωn) =
1

A0
e
− (ωn−ω0)

2

2δ2
0 ,
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where ω0 is the center frequency of the band, δ0 is the band width of the distribution and A0 is

a normalization factor equal to

(4.6) A0 =
N

∑
n=0

e
− (ωn−ω0)

2

2δ2
0 .

The system is excited by two rectangular pulses of width, τp, and separated by a time of τ12.

Poltavtsev et al. demonstrated the polarization associated with the photon echo, PPE , can be

obtained from the off diagonal elements of ρ̂ , which is proportional to,

(4.7)∣∣PPE
(
t ′
)∣∣ ∝

∣∣∣∣∫ ∞

−∞

exp
(
− ∆2

2δ 2
0

)
Ω1Ω2

2

Ω̃1Ω̃2
2

sin2 Ω̃2τp

2

[
2∆

Ω̃1
sin2 Ω̃1τp

2
sin∆t ′+ sinΩ̃1τp cos∆t ′

]
d∆

∣∣∣∣ ,
where ∆ = ω−ωn, ω is the angular frequency of the rectangular pulse set to ω0, Ω1 and Ω2 are

the area under the first and second pulse respectively, and Ω̃ =
√

Ω2 +∆2.128
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Because only the difference between the pulse and the oscillators is important, h̄ω0 is set

to 2 eV, h̄δ is set to 0.1142 eV, and the oscillators are sampled from 1.76 to 2.24 eV, with an

interval of 2.5 meV. Figure 4.4 shows g(ωn) for the quantum dots. The system is excited by

two rectangular pulses approximated by,

(4.8) E = E0
1(

t−t0
τp

)n
+1

eiω(t−t0),

where E0 is the field intensity, t0 is the center time, and ω is the frequency of the pulse, and n

describes the shape of the pulse. For these calculations the pulse width is 5.76 fs and n is 500.

The oscillators are located at a single point in the center of the one dimensional cell that has a

10 unit cell convolution perfectly matched layer (CPML) on both sides, a step size of 1 Å, and

a time step of 0.1667 as.
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Figure 4.5 compares the analytical and numerical photon echo response. Both sets of cal-

culations are in good agreement with each other, with slight disagreements that increase as Θ1

increases. For all numerical calculations, the minimum value of PPE is never perfectly zero

because the π pulse does not perfectly invert the population. As Θ1 increases the rectangular

pulse and therefore final state populations also increases, resulting in a less accurate photon echo

response. Properly normalizing Equation 4.7 would lead to quantitative agreement between nu-

merical and analytical results. These results demonstrate that the numerical methodology is

capable of replicating the abnormal photon echo timing seen in the experiments of Poltavtsev

et al.128

4.4 Conclusion

We demonstrate the applicability of the ML method for modeling the optical response of

quantum dot and molecular species. After describing slight improvements to the ML algorithm,

the optical properties of a molecular nanosphere are calculated and compared against previously

published results. These results suggest that if a molecular medium has a low number density or

a weak transition dipole moment, then it can be treated classically with minimal error. Finally

the methodology is then extended to include inhomogeneous broadening, and used to investigate

the photon echoes of quantum dots. This method can be applied to other systems where quantum

mechanical effects are important for studying their optical properties.
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CHAPTER 5

Determining the Molecular Dipole Orientation on Nanoplasmonic

Structures

We develop a theoretical method to investigate the effects of the orientation of a molecu-

lar monolayer on plasmonic systems. Molecular layers strongly alter the plasmonic resonance

of nanoparticles, affecting their ability to couple to other nanoparticles and quantum emitters.

Understanding how the coating impacts the optical properties of the nanostructures is criti-

cal for the application of plasmonics in areas such as light detection, sensing, and plasmon-

enhanced solar energy conversion. We extend the three-dimensional finite-difference time-

domain method to molecular layers with induced dipoles at an arbitrary orientation relative

to the nanostructures surface. Numerical calculations show how the orientation of molecular

dipoles affects the plasmon resonance of both tetrahedral and ellipsoidal nanoparticles. Finally,

we demonstrate how the layer impacts the coupling between ellipsoidal nanoparticles and a

colloidal quantum dot.

This chapter has been reproduced with permission, from Ref 183
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5.1 Introduction

Understanding the effects of the molecular dipole orientation of a monolayer on its coupling

to metal nanostructures remains a challenge for molecular plasmonics. The dipole orientation

of molecular coatings has been shown to affect not only the molecular vibrational,132–134 opti-

cal,44, 135–139 chiroptical,54, 140 bioactivity,34, 35, 141, 142 and electron transport properties,136 but

also the plasmon resonance of the nanoparticles.137, 143, 144 Controlling the changes in molecu-

lar and plasmonic properties is vital for the use of plasmonic particles in solar cell138, 144–146

and sensing applications.34, 147, 148 Of particular interest is the coupling between plasmons

and J-aggregate films.44–51 Recent experimental and theoretical studies have shown that in a

strong coupling regime hybrid molecular-plasmonic modes appear with highly controllable res-

onances.44–46 Even outside the strong coupling regime, physically relevant processes such as

enhanced absorption and exciton induced transparency occur at weaker coupling strengths.45, 52

Modifying molecular properties such as width, oscillator strength, or orientation has been

shown to be a potentially attractive way of obtaining the desired optical properties in model

systems.51, 55 Developing a methodology to extend these studies to an arbitrary system would

provide many physical insights.

A key challenge in modeling plexcitonic systems is incorporating oriented molecular dipole

moments within the systems actual geometry. Traditional approaches treat the molecular layer

isotropically, neglecting the directionality of the dipole moments.45, 46, 51 Combined experimen-

tal and theoretical work demonstrated that this approximation can overestimate the molecular

interactions seen in the system.49 Whereas analytical descriptions for idealized systems have

been created,54–57 here we supply a general approach for all system geometries and orientations.
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In this work we propose a new methodology to calculate the optical properties of oriented

molecular monolayers for a generalized set of nanoplasmonic structures. By extending FDTD

to include molecular dipoles at any orientation relative to a surface, this method can be applied

to an arbitrary nanoparticle system. After developing the theoretical methodology we com-

pare computational results of molecularly coated tetrahedral particles with experimental results

reported by Haes and coworkers.143 Next, we explore how a molecular monolayer affects the

optical properties of gold metal nanoisland films using a dimer model previously shown to qual-

itatively describe the system.103, 149, 150 Finally, we study how the layer impacts the coupling

between the films and a quantum dot monolayer through a model system.

5.2 Methodology

The molecular layer is treated anisotropically by replacing the permeability and permittivity

scalers with tensors. The molecules are assumed to be magnetically inactive, allowing the

permeability tensor to be set to the identity matrix. The permittivity tensor, ε , for the molecules

is approximated as,

(5.1) ε = ε∞ +
8π

h̄
nm

n

∑
m=1

µµµm⊗µµµmωl

ω2
l +Γ2

l −ω2 +2iΓlω

where h̄ is the reduced Planck constant; nm is the number density of the molecules; n is the

number of modes; and µµµ l is the transition dipole moment, ωl is the center frequency, and Γl

is the linewidth of the lth transition.54, 151 ADE is used to incorporate the materials dielectric

response, modifying Equation 1.3a,

(5.2) D = ε0ε∞E+PMetal +PMolecule



90

where in the frequency domain PMetal and PMolecule are

P̆Metal = εĔ,(5.3a)

P̆Molecule = εĔ.(5.3b)

The metallic and molecular polarization density fields are then inverse Fourier transformed and

all derivatives are expanded with a central difference operator to update the fields forward in

time. The update equation is demonstrated for the x−component of the mth molecular polariza-

tion field at grid point (i, j,k) by,

(5.4) Pn+1
i, j,k =

2−
(
ω2

l +Γ2
l

)
∆2

t

Γl∆t +1
Pn

i, j,k +
Γl∆t−1
Γl∆t +1

Pn−1
i, j,k +

4πnmωl∆
2
t

h̄(Γl∆t +1)
µm,x(µµµm ·Ei,j,k)

where ∆t is the time step used for the calculation. See Equation 2.8 for the update equation of

metallic materials. To facilitate the calculation of µµµ l ·Ei, j,k the molecular dipole moments are

stored on the corners of the FDTD unit cell, dislocated from the electric field components as

shown in Figure 5.1. The values of Ei, j,k and Pi+ 1
2 , j,k

are obtained by averaging the fields at

adjacent grid points, for example

Ex
i, j,k =

1
2

(
Ex

i+ 1
2 , j,k

+Ex
i− 1

2 , j,k

)
(5.5a)

Px
i+ 1

2 , j,k
=

1
2

(
Px

i+1, j,k +Px
i, j,k

)
(5.5b)

and the full unit cell is shown in Figure 5.1.

The molecular layer is treated as a set of transition dipole moments oriented at a polar angle,

θ , relative to the normal vector, n, of the nanoparticles surface. At all grid points within the
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y

z

x

Figure 5.1. Unit cell for FDTD calculations inculding oriented dipole moments.
The electric field components are located on the edges of the cell and represented
by red triangles (the component of the field is in the direction of the longer di-
mension). The magnetic field components are stored on the faces of the cell and
represented by blue arrows (the component represented by the direction of the ar-
row). The pink circles represent the molecular dipoles and all three components
are individually stored there.

molecular layer, the surface normal of the nanostructures is calculated by

(5.6) n =
∇∇∇F (x,y,z)
|∇∇∇F (x,y,z)|

where F (x,y,z) describes the surface of the nanoparticles. The longitudinal and latitudinal

tangent vectors, tLong and tLat, are calculated from the n by rotating the polar angle of n by

90◦ and taking the cross product between n and tLong. Once the rotated coordinate axes are

established the molecular dipole moment is then calculated as

(5.7) µµµm = |µµµm|
(
cosθn+ sinθ cosφ tLong + sinθ sinφ tLat

)
,
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Figure 5.2. Schematic showing how µµµ l is calculated from the surface normal of
a nanoparticle.

where θ and φ are the polar and azimuthal angles defined in Figure 5.2. For all calculations, φ ,

is assumed to be 45◦.

5.3 Results

5.3.1 Modifying the LSPR of Tetrahedral Nanoparticles with Molecular Coatings

The first system modeled is a set of identical truncated silver tetrahedra coated with a 2

nm molecular layer. Haes, et al. previously demonstrated that the optical coupling between

truncated silver tetrahedra and a Fe(bpy)2+
3 monolayer can be accurately described by only ac-

counting for the 520 nm mode, neglecting the mode at 490 nm.143 The authors attributed the

weak coupling between the 490 nm resonance and the silver tetrahedra to low spatial overlap

between the modes transition dipole moment and the plasmonically enhanced fields. To con-

firm their hypothesis a molecular monolayer was added to a truncated silver tetrahedron with

a perpendicular bisector of 90 nm (side length of 103.9 nm) and a height of 55 nm. Then the
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Figure 5.3. a) Extinction spectrum of a silver truncated tetrahedron with a per-
pendicular bisector of 90 nm and a height of 55 nm, with and without a 2 nm
coating of a constant dielectric material with a relative permittivity of 1.2. Inset
shows a schematic of the uncoated tetrahedron b) LSPR red-shift caused by the
molecular coating vs. the energy of the molecular excitation. The horizontal
dashed line is the red-shift caused by the constant dielectric coating and the ver-
tical line is the energy of the plasmon resonance of the tetrahedron, coated with
the constant dielectric layer.

LSPR red-shift is tracked against the excitation energy of the molecular mode, ω0, for various

dipole orientations. The linewidth, dipole moment, and number density of the monolayer are

held at 1040 cm−1, 1.1 D, and ω0
2.38eV 5×1026 molecules

m3 respectively, approximating the 520 nm

excitation of Fe(bpy)2+
3 . The molecular density is scaled by the ratio of the shifted excitation

energy and actual excitation to ensure a consistent peak absorption. The number density was

chosen to model a full monolayer but can be lowered to model submonolayer surface coverage.

The molecular layer is also assumed to have a relative high frequency dielectric constant of 1.2

to model the off-resonance red-shift seen experimentally.
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Figure 5.3a displays the calculated extinction spectrum of the tetrahedral particles, with and

without a constant dielectric layer. The spectra are in good agreement with their experimental

counterparts with the main plasmon resonance centered at 550 nm compared with the 560.2 nm

reported by Haes, et al.143 The small error in describing the LSPR of the tetrahedron is the result

of approximations to both the dielectric function and the geometry of the silver nanoparticles.

Treating the molecular layer as a constant dielectric material with a relative permittivity of 1.2

results in a 10.5 nm red-shift. We define this shift as the base red-shift induced by the molecular

layer. Including the molecular resonance in the calculations produces similar results to the ones

shown by Haes, et al., with the LSPR red-shift suddenly increasing as the plasmon moves to the

red of the molecular excitation, as seen in Figure 5.3b.143 The red-shift is controlled by the real

part of the molecular layers refractive index, and the dipole orientation modulates the magnitude

of the interaction by changing the spatial overlap between the dipoles and the plasmonic field.

Tangentially oriented molecules have the highest overlap with the plasmonic fields and therefore

the largest variation in the red-shift, over twice the shift caused by molecular dipoles with a θ

of 30◦. The results suggest that the effects from the 490 nm mode are drowned out by the 520

nm mode due to differences in the orientation of their respective transition dipole moments.

5.3.2 The Effects of Linker Molecules on the Coupling Between Quantum Dots and

Nanoisland Films

Similar molecular orientation effects can also be seen in randomly generated plasmonic sub-

strates. To understand the effect of the linker molecules on the spectra of gold metal nanoisland

films, a symmetric gold nanoellipsoid dimer is used to model the full films. While quantitative

agreement is not expected, it has been previously shown that this model can qualitatively probe

all relevant physical processes.103, 149 The dimers are coated with a 2.5 nm molecular layer,
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The green ball represents the quantum dot, the blue arc is the molecular layer,
and the gold ellipses are the nanoparticles. The system is excited from above
by a TF/SF surface (red), and the absorption and scattering fluxes are calculated
over a box 6 nm inside and outside the TF/SF surface respectively. The cell has
50 unit cell thick PML regions at the boundary.

whose transition dipole moments are oriented at various angles from the surface normal. The

molecules all have a transition dipole moment of 2.5 D, a line width of 2000 cm−1, an excita-

tion wavelength of 300 nm or 588 nm, and a varying molecular density. For a 2.5 nm thick film

1026 molecules
m

3
represents a full monolayer for a molecule with a contact area of 4 nm2 on the

nanoparticle surface. To calculate the molecular density needed to model a complete monolayer

of a material, divide Avogadros number by its molar volume. Figures 5.4a and 5.4b illustrate

sample cell maps for the system for the center xy− and xz− planes. The cell comprises of two

gold nanoellipsoids separated by a gap of 5 nm and x−, y−, and z− axis lengths of 30 nm, 20

nm, and 10 nm respectively. The system is excited from above with a TF/SF surface shown in

red with a linearly polarized Gaussian pulse with a polarization angle 45◦ from the x−axis and
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a center frequency of 480 THz and a width of 1.11 fs. The absorption and scattering fluxes are

calculated over surfaces 6 nm inside and outside the TF/SF surface respectively shown in blue.

The cell is surrounded by a 50 unit cell thick PML to absorb all outgoing light.

Before looking at the optical properties of the dimer systems, we investigate a coated gold

nanoellipsoid monomer system. Figure 5.5 tracks the changes in the plasmon resonance due

to alterations in the induced dipole orientation of an off and on-resonant monolayer. The on-

resonance molecules have a peak wavelength of 588 nm and a molecular density of 1.96×1026

molecules
m3 , while the off-resonance molecules are centered at 300 nm with a density of 1026

molecules
m3 . The layers have a different density to ensure the peak extinction is the same for both

layers. The bare ellipsoids have a base plasmon resonance at 559 nm with an extinction cross-

section of 371 nm2. Figure 5.5a shows the extinction spectra of the ellipsoids coated with the

molecular layer perpendicular (i) and parallel (ii) to the surface. Consistent with the results seen

for the tetrahedral particles, the on-resonance molecules have a significantly larger effect on the

nanoellipsoid with a larger range for both the peak shift and the change in peak extinction than

the off-resonance case. The off-resonance molecules act as a dielectric layer with the spatial

overlap between the induced dipoles and the plasmonic fields determining the strength of the

interaction and the degree of the shift. Unlike the tetrahedral model, the tangential orientation

has the weakest interaction with the nanoparticles as there are no sharp corners or edges to sup-

port plasmonically enhanced fields tangential to the nanoparticle surface. In fact, for ellipsoidal

particles the tangential molecules partially screen the plasmon resonance leading to a slight de-

crease in peak extinction. This is confirmed in Figure 5.5b where both the red-shift and the

change in peak extinction monotonically decrease to the bare gold nanoellipsoid values.
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The dipole orientation also appears to determine the coupling regime of the on-resonance

molecular layer. Figure 5.5a shows that the plasmon resonance is beginning to split when the

molecular layer is perpendicular to the surface, but it is only blue-shifted with a lower peak

extinction for tangential dipoles. The change in behavior suggests the plasmonic-molecular

coupling moves from the exciton induced transparency regime to the strong-coupling regime as

the induced dipoles align to the surface normal. Figure 5.5b further demonstrates the change in

interaction as the peak extinction has a local minimum at 45◦. The results indicate the need to

include molecular orientation when modeling plexcitonic systems, as an isotropic description

would fail to reproduce these results.

Figure 5.6a shows the extinction spectra of dimers coated with normally (i) and tangentially

(ii) oriented molecules. The extinction spectra have a single peak at approximately 582 nm

corresponding to the red-shifted LSPR of the dimers. The normally oriented monolayer induces

a maximum red-shift of 1.04 nm and a change in peak extinction of 15.39 nm2, both larger

than the monomer calculations because of the intense field enhancement seen inside the gap

region of the dimer. The tangential dipoles also have a larger screening effect on the plasmonic

interaction, as the peak extinction is further decreased for this orientation. Dimerization does

not affect the qualitative trend between the LSPR and the orientation of the dipole moments,

with the same monotonic decrease present. Finally, the molecular density acts mostly as a scaler

to changes to the LSPR, demonstrating the weak coupling between the plasmonic and molecular

modes.
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Figure 5.7. a) Extinction cross-section of the bare nanoellipsoid dimers with and
without a quantum dot in the hot-spot. b) The difference between the extinction
cross-section of the dimers coupled and uncoupled to the quantum dot. c) The
peak shift (blue squares) and change in extinction cross-section (red triangles)
for dimers coated with a molecular monolayer for different molecular densities
reported in molecules

m3 . The dashed lines correspond to the bare gold nanoellipsoid
dimers’ peak shift (short dashes and blue) and change in peak extinction (long
dashes and red) d) The change of oscillator strength for dimers coated with a
molecular monolayer for different molecular densities normalized to the integral
without coupling to a quantum dot. The dashed line is the change of the inte-
gral for the bare gold nanodimer. The inset schematic demonstrates the dipole
orientation (blue arrow) relative to the surface.
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The molecular coating also significantly affects the coupling between the gold nanoislands

and a quantum dot monolayer. The monolayer is approximated by a single CdSe 610 nm quan-

tum dot located inside the dimers hot-spot, which was previously shown to qualitatively rep-

resent a full film. The parameters for the quantum dots dielectric function are taken from our

previous work.149 Adding a CdSe 610 nm quantum dot to the bare gold nanoellipsoid dimer

red-shifts and increases the intensity of the plasmon resonance by 1.88 nm and 3.16 nm2 re-

spectively as seen in Figure 5.7a. Both the red-shift and the increase in extinction maximum

would increase to experimental values if a full film is included. All molecular orientations lead

to small increases in the LSPR red-shift, with a maximum increase of under 0.3 nm for normally

oriented dipoles. Interestingly, the change in peak extinction decreases as the molecular dipoles

orient along the surface normal, by 0.02 and 0.16 nm2 for respective molecular densities of 1025

and 1026 molecules
m3 . Figure 5.7d shows that the decrease is likely a result of changes in the width

of the modes as integrating over the difference in total extinction with and without coupling to

the quantum dot is maximized by the normally oriented molecules. The integral measures the

effect of the quantum dots over a larger wavelength range, acting as a pseudo-oscillator strength

encompassing all the modes in the region. We expect the change in oscillator strength to more

accurately approximate the changes seen for the complete nanoisland films, as they have a broad

range of LSPR wavelengths.

Tuning the molecular excitation to the dimers LSPR qualitatively modifies their coupling

to both the dimer and the quantum dot. Figures 5.8a i, 5.8a ii, and 5.8b provide the same

information as Figures 5.6b, 5.7c, and 5.7d respectively, but for a molecular layer with an ex-

citation centered at 588 nm instead of 300 nm. Similar to the monomer case, the on-resonance
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Figure 5.8. Effects of coating gold nanoellipsoids with a molecular layer that
has an excitation wavelength of 588 nm and a transition dipole moment of 2.5
D oriented at different angles, θ , from the surface normal. a) i) Peak shift (blue
squares) and maximum extinction cross-section (red triangles) of the coated na-
noellipsoid dimers. ii) The peak shift (blue squares) and change in extinction
cross-section (red triangles) caused by coupling to a CdSe 610 nm quantum dot.
The dashed lines correspond to the bare gold nanoellipsoid dimer’s peak shift
(short dashes and blue) and change in peak extinction (long dashes and red)
b) The change of oscillator strength upon the addition of the quantum dot for
dimers. The values are normalized to the integral without coupling to a quantum
dot. The dashed line is the change of the integral for the bare gold nanodimer.
Inset schematic demonstrates the dipole orientation (blue arrow) relative to the
surface.

molecules have a larger effect on the plasmon resonance of the dimers. Changing the molecu-

lar density further supports the claim that the induced dipole orientation dictates the coupling

regime between the nanoparticles and molecular films. The red-shift for both film densities

increases as the dipoles align with the surface normal, indicating a stronger interaction. For the

low density film, strengthening the interaction between the film and the nanoparticles decreases

the peak extinction, representing a stronger exciton induced transparency response. At a higher
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molecular density, the opposite trend is seen where increasing the interaction strength increases

the peak extinction. The increase suggests the system is entering the strong coupling regime.

The on-resonance molecules also have a larger impact on the coupling of the dimers with the

quantum dot. Qualitatively, the molecules increase the red-shift caused by the quantum dots in

a similar manner as the off-resonant molecules, but with dramatically higher values. However,

the change in peak extinction is different, as all coatings increase the change in peak extinction

induced by the quantum dot. It appears that the orientation that leads to a maximal change

in peak extinction is a function of the molecular density, but more tests are needed to confirm

this relationship. The changes in the pseudo-oscillator strength do not reflect those of the peak

values, as it largely mimics the off-resonance case but with smaller changes. This suggests

that the molecular layer affects the coupling between the quantum dot and the film in a similar

manner throughout different coupling regimes. Characterizing an on-resonance response with

a full nanoisland film experimentally would be challenging as a large variety of LSPRs are

present.

5.4 Conclusions

The methodology developed in the previous sections provides a new way of incorporating

the orientation of induced dipole moments for study of the coupling between molecular coat-

ings and plasmonic systems. The methodology is limited to treating the layer continuously,

and hence effects of single molecular dipoles cannot be included. Currently the model is appli-

cable only to magnetically inactive and achiral molecules, but magnetic transition dipole mo-

ments can be treated in a similar manner, allowing for an expansion of the methodology to both

types of materials.54 The model can also be extended to include any analytically Fourier trans-

formable dielectric function, potentially increasing the accuracy of the molecular and metallic
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optical responses. Quantum mechanical effects from the molecular layers can also be included

if the dipolar orientation scheme is incorporated within a ML framework,58, 61 but quantum

field effects are inaccessible. Overall, the method provides a means of including the molecular

orientation for general nanoplasmonic systems.

To summarize, we presented a methodology to classically study the effects of ordered

molecular monolayers using plasmonic nanostructures. The orientation of the molecular mono-

layer can dictate the magnitude of the LSPR red-shift induced by on-resonant molecules, hence

the significance of this result. The chapter describes how the molecular orientation impacts

the coupling between a molecular monolayer and plasmonic nanoparticles for the case of ellip-

soidal nanoparticles. Finally, we studied how the molecular layers affect the coupling between

colloidal quantum dots and ellipsoidal nanoparticles. Utilizing this methodology will allow for

better modeling of molecular plasmonic systems for a variety of applications.
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CHAPTER 6

A Study of Chiral Imprinting

Chiral plasmonics is a growing field because of its potential to produce high performance

biomolecule sensors and negative refractive index materials. Understanding and controlling

molecular properties and their effect on the chiroptical coupling between chiral molecular films

and metal nanostructures is thus vital for the future design of devices. Here we develop and

apply a theoretical method to study that coupling. We first extend the three-dimensional finite-

difference time-domain method to include chiral molecular layers with arbitrarily oriented in-

duced dipole moments relative to the nanostructures surface. We then use the methodology to

investigate the chiral imprinting response from nanospheres and a nanocross array as a test of

the method. Finally, we explore the effect of chiral molecules on the coupling between ellip-

soidal nanoparticles and a colloidal quantum dot.

Manuscript submitted to ACS Photonics
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6.1 Introduction

The focus on chiral plasmonic materials has intensified because of their potential as high

performance biomolecule sensors,152–155 negative refractive index materials,156–159 circular po-

larizers,160–162 chiroptical switches,163, 164 and optical force generators.165–167 Traditionally

chiral plasmonics has focused on fabricating new chiral nanostructures,168–172 but it has re-

cently been shown that coupling chiral molecules to achiral nanostructures can lead to a trans-

fer of the molecule’s chirality onto the nanostructures.54, 56, 140, 151, 173, 174 Various mechanisms

have been proposed ranging from structural effects,56, 175, 176 to electrodynamic coupling be-

tween the molecular dipoles and the nanoparticles.140, 152, 177, 178 Recent experimental evidence

also demonstrated the importance of the dipole orientation on the plasmonic circular dichroism

(CD) spectra of silver nanocubes.57 The ability to computationally model all of these interac-

tions is necessary in order to design new chiral plasmonic systems.

In this work we extend the finite-difference time-domain method (FDTD) to include anisotropic

chiral materials. Previously developed methods, such as Bi-Isotropic-FDTD, include isotropic

chiral media within FDTD using a wave field decomposition,179, 180 Mobius transformation,181

or other techniques,182 and provide useful insights, but these approaches have not been adapted

for anisotropic materials. Other analytical techniques can include oriented molecular dipoles,

but only apply to a specific class of nanoparticles and only examine single chiral dipole mo-

ments.54, 140, 177, 178 Work with both of these techniques demonstrate the need to accurately

model both the system’s geometry and the orientation of the chiral layer.

Here we fully develop the new FDTD based method for including anisotropic chiral molec-

ular layers as a continuous material. We next calculate the optical activity of gold nanospheres

coated with a chiral medium with different induced dipole orientations relative to the surface,
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and compare the results with previously published analytical results. A gold nanocross array is

then investigated and we demonstrate the need to treat molecular layers as both an isotropic and

an anisotropic material when considering high surface density films. Finally, we study how the

chiral molecules impact the coupling between a gold nanoisland dimer and a quantum dot.

6.2 Methodology

In this section we extend a previously developed method for modeling oriented dipole mo-

ments to include chiral materials within FDTD.183 For chiral materials the constitutive relations

are altered using a modified Condon model to include chiral media,

B = µH+
(

χ + iκ
T
)√

µ0ε0E(6.1a)

D = εE+
(
χ− iκ

)√
µ0ε0H(6.1b)

where ε is the permittivity tensor, µ is the permeability tensor, κ is the chirality parameter, and

χ is the Tellegen parameter of the media.184 Since all materials in this work are reciprocal, χ is

set to zero.184 The chirality parameter is approximated as

(6.2) κ =
8π

h̄
nm

nchi

∑
c=1

(µµµc⊗mc)
−iω

ω2
c +Γ2

c−ω2 +2iωΓc
,

where h̄ is the reduced Planck’s constant; nm is the molecular density; nchi is the number of

chiral modes; ω is the angular frequency of light; and ωc is the resonant frequency, µµµc is the

electric transition dipole moment, mc is the magnetic transition dipole moment, and Γc is a

damping factor of the cth chiral resonance.54 The permittivity and permeability tensors of the
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molecular layer are respectively defined as

ε = ε∞ +
8π

h̄
nm

nel

∑
l=1

(µµµ l⊗µµµ l)
ωl

ω2
l +Γ2

l −ω2 +2iωΓl
,(6.3a)

µ = µ∞ +
8π

h̄
nm

nmag

∑
l=1

(ml⊗ml)
ωl

ω2
l +Γ2

l −ω2 +2iωΓl
,(6.3b)

where ε∞ is the high frequency dielectric constant, µ∞ is the high frequency permeability, nel

is the number of polarizations, and nmag is the number of magnetizations for the material.54

To make the material isotropic, κ , ε , and µ are converted into scalars by replacing the outer

product of the dipole moments with their respective dot products scaled by 1
3 .54 For metallic

materials µ and κ are assumed to be the identity and zero matrices respectively and ε is treated

isotropically in the Lorentz-Drude model185

(6.4) ε = ε∞−
σDω2

p

ω (ω− iΓD)
+

n

∑
l=1

σlω
2
p

ω2
l −ω2 + iγlω

,

where ε is the dielectric function of the metal; ε∞ is the high frequency dielectric constant of

the material; ωp is the plasma frequency; σD and ΓD are the oscillator strength and linewidth

of the Drude pole, respectively; n is the number of Lorentz poles in the material; and ωl is

the transition frequency, σl is the oscillator strength and γl is the linewidth of the lth pole.185

The Auxiliary Differential Equation (ADE) method is used to include a dispersive material’s

response in FDTD. ADE recasts the constitutive relations as

D = ε0ε∞E+PMetal +PMolecule,(6.5a)

B = µ0µ∞H+MMolecule,(6.5b)
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where in the frequency domain PMetal, PMolecule, and MMolecule are defined as

P̆Metal = εĔ,(6.6a)

P̆Molecule = εĔ− iκH̆,(6.6b)

M̆Molecule = µH̆+ iκ
T Ĕ.(6.6c)

The polarization and magnetization fields are then inverse Fourier transformed and all of the re-

sulting derivatives are expanded with a central-difference approximation to generate the update

equations, defined for chiral polarizations and chiral and achiral magnetizations as

PChi
n+1
i, j,k =

2−
(
ω2

c +Γ2
c
)

∆2
t

Γc∆t +1
PChi

n
i, j,k +

Γc∆t−1
Γc∆t +1

PChi
n−1
i, j,k+

8πnm∆2
t

h̄(Γc∆t +1)
µµµc

[
mc
∆t
·
(

Hn+ 1
2

i, j,k −Hn− 1
2

i, j,k

)](6.7a)

MChi
n+ 1

2
i+ 1

2 , j+
1
2 ,k+

1
2
=

2−
(
ω2

c +Γ2
c
)

∆2
t

Γc∆t +1
MChi

n− 1
2

i+ 1
2 , j+

1
2 ,k+

1
2
+

Γc∆t−1
Γc∆t +1

MChi
n− 3

2
i+ 1

2 , j+
1
2 ,k+

1
2
+

8πnm∆2
t

h̄(Γc∆t +1)
mc

[
µµµc
∆t
·
(

En
i+ 1

2 , j+
1
2 ,k+

1
2
−En−1

i+ 1
2 , j+

1
2 ,k+

1
2

)]
,

(6.7b)

MAchi
n+ 1

2
i+ 1

2 , j+
1
2 ,k+

1
2
=

2−
(
ω2

l +Γ2
l

)
∆2

t

Γl∆t +1
MAchi

n− 1
2

i+ 1
2 , j+

1
2 ,k+

1
2
+

Γl∆t−1
Γl∆t +1

MAchi
n− 3

2
i+ 1

2 , j+
1
2 ,k+

1
2
+

8πncωl∆
2
t

h̄(Γl∆t +1)
ml(ml ·Hn+ 1

2
i+ 1

2 , j,+
1
2 k+ 1

2
)

(6.7c)

where ∆t is the time step size; n is the current time step; i, j, and k are grid point coordinates in

the x, y, and z directions; and En
i+ 1

2 , j+
1
2 ,k+

1
2
, Hn− 1

2
i, j,k , and Hn− 1

2
i+ 1

2 , j+
1
2 ,k+

1
2

are found through spatially

averaging the field components. The update equations for the non-chiral components of P̆Metal

and P̆Molecule were previously defined in References 38 and 39, respectively.183, 185
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Figure 6.1. Schematic illustration of the FDTD unit cell for chiral materials.
The blue arrows represent the magnetic field components, the red triangles rep-
resent the electric field components, the pink circles are the location of the dipole
moments needed to calculate PMolecule, and the light blue square represent the
locations of the dipole moments needed to calculate MMolecule.

Figure 6.1 displays the modified Yee Cell for anisotropic chiral material. For isotropic ma-

terials the chiral polarization and magnetization terms are calculated at their respective electric

and magnetic field component locations represented by the red triangles and blue arrows, re-

spectively. For anisotropic materials PMolecule, MMolecule, and the dipole moments needed to

calculate them are stored at points illustrated by the pink circles and light blue squares, respec-

tively. The molecular layer is treated as a set of transition magnetic and electric dipole mo-

ments oriented at a polar angle, θ , and azimuthal angle, φ , relative to the surface normal, n, of a

nanoparticle. Because the typical value of |m| is considerably smaller than |µµµ|, we assume that

the magnetic and electric dipole moments are parallel to each other and that |m|=
∣∣mexp

∣∣cosψ ,

where mexp is the experimental transition magnetic dipole moment and ψ is the angle between
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m

Figure 6.2. Schematic showing how µµµc (blue) and mc (red) are calculated from
the surface normal of the nanoparticle. a) The real system and b) the approxi-
mated molecular resonance

µµµ and mexp. At all grid points within the molecular layer the surface normal of the nanostruc-

tures is calculated by

(6.8) n =
∇∇∇F (x,y,z)
|∇∇∇F (x,y,z)| ,

where F (x,y,z) describes the surface of the nanoparticles. The longitudinal and latitudinal

tangent vectors, tLong and tLat, are calculated from the normal vector by rotating the polar angle

of n by 90◦ and taking the cross product between n and TLong. Once the rotated coordinate

frame is established, the molecular dipole moments are calculated by

(6.9) µµµm = |µµµm|
(
cosθn+ sinθ cosφ tLong + sinθ sinφ tLat

)
,

where θ and φ are the polar and azimuthal angles defined in Figure 6.2b.
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Figure 6.3. a) Illustration of normally, longitudinally, and latitudinally oriented
dipoles on a gold sphere. b) The extinction cross-section of a 40 nm gold sphere.
c) The CD spectrum for the 5 nm chiral shell coating the spheres.

6.3 Results

6.3.1 Chiral Imprinting For Gold Nanospheres

To gain a more detailed perspective on how the induced dipole orientation affects the chiral

imprinting on metal nanoparticles, a previously studied gold nanosphere system is investigated.

While the previous studies explored the coupling between a single chiral dipole and a nanopar-

ticle, a complete film including intermolecular interactions has not been investigated.54, 140 The

system comprises of a 40 nm gold nanosphere coated with a 5 nm chiral molecular layer. The

chiral molecules have a single mode centered at 333 nm, a width of 2,000 cm−1, an electric

transition dipole moment of 2.5 D, and a magnetic transition dipole moment of 2.5×10−6 Bohr

magnetons (µB). The molecular layer is treated isotropically or as a set of induced dipole mo-

ments oriented normally, latitudinally, and longitudinally to the spherical surface, as illustrated

in Figure 6.3a. The extinction cross-section of the gold spheres and the CD spectrum of the
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Figure 6.4. Cell map for the sphere in the a) yz− and b) xy− planes. The gold
circle represents the gold nanospheres. The blue shell is the 5 nm chiral shell.
The blue boxes represent the absorption and scattering flux regions. The system
is excited from a TF/SF surface (red box) along either the longitudinal axis (dark
red arrows), latitudinal axis (red arrows), or the diagonal (pink arrows) with a
pulse centered at 333 nm, and a width of 1.67 fs. The cell has 20 unit cell thick
CPML regions at the boundary.

5 nm isotropic molecular layer are shown in Figure 6.3b and 6.3c, respectively. The isotropic

tangential orientation splits the single molecular dipole moment into separate latitudinal and

longitudinal dipoles scaled by a factor of 1√
2
.

A map of the FDTD cell for the system is illustrated in Figure 6.4. The molecularly coated

spheres are placed in the center of the FDTD cell with an absorption and scattering flux region

surrounding the nanoparticles. The dielectric parameters for gold are taken from the work of

Rakic, et al.4 A total field/scattered field (TF/SF) surface is placed in between the two flux

surfaces and used to generate a plane wave of wavelength, λ , with a wavevector, k, of
[2π

λ
,0,0

]
(dark red arrows),

[
0,0, 2π

λ

]
(red arrows) and

[
2π

λ
√

3
, 2π

λ
√

3
, 2π

λ
√

3

]
(pink arrows), respectively rep-

resenting the latitudinal, longitudinal, and diagonal axes. The system is excited by a Gaussian
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pulse centered at 333 nm with a width of 1.67 fs to span the relevant frequency range. The cell

is surrounded by a 20 unit cell convolution perfectly matched layer (CPML) to absorb all the

outgoing waves.

Figures 6.5a, 6.5b, and 6.5c show the CD spectra of the coated gold spheres excited by a

plane wave with different wavevectors. The results agree with those of Govorov and Fan’s ana-

lytical quantum mechanical model of single molecular dipoles coupled to plasmonic spheres,140

confirming that the implementation and the classical approximations are valid for these systems.

Treating the molecules isotropically results in the weakest chiral plasmonic response because

it closely resembles a random orientation, which does not exhibit chiral imprinting behavior.

For the rest of the configurations the strength of the plasmonic CD response is proportional to

the overlap between the plasmonic fields and the induced molecular dipoles. The direction of k

affects only the tangential orientations because they do not have spherical symmetry. If spheri-

cal symmetry is preserved by treating the induced dipoles isotropically in the tangential plane,

then the angle of incidence of light has no effect. The response can be equilibrated by equally

exciting all modes along the diagonal axis.

Orienting the induced dipoles along a non-axial tangential vector significantly increases the

magnitude of the CD spectra because of the chiral arrangement of the dipole moments. Figure

6.6a illustrates the two enantiomers made by setting φ to 45◦ and 135◦. Figure 6.6b shows

that the CD response for these systems is dominated by the chiral configuration of the induced

dipoles, with the molecular chirality only mildly perturbing the response. The handedness of

the system depends on whether the system is being excited predominantly along the latitudinal

or longitudinal axis, with a canceling out point at ±45◦ from either axis. The difference in

CD magnitude of the system excited along a longitudinal and latitudinal axes is a result of



115

0

1

2

3

250 450 650 850

0

1

2

3

250 450 650 850

0

1

2

3

250 450 650 850

)b)a

)c

E
xt

.
C

ro
ss

-S
ec

tio
n

(L
C

-R
C

)
(n

m
2
)

Wavelength (nm)

Isotropic
Normal

Isotropic Tangent
Latitudinal Tangent

Longitudinal Tangent

E
xt

.
C

ro
ss

-S
ec

tio
n

(L
C

-R
C

)
(n

m
2
)

Wavelength (nm)

Isotropic
Normal

Isotropic Tangent
Latitudinal Tangent

Longitudinal Tangent

E
xt

.
C

ro
ss

-S
ec

tio
n

(L
C

-R
C

)
(n

m
2
)

Wavelength (nm)

Isotropic
Normal

Isotropic Tangent
Latitudinal Tangent

Longitudinal Tangent

Figure 6.5. CD spectra of gold spheres coated with a 5 nm layer of chiral
molecules treated isotropically, oriented along the surface normal, and oriented
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λ
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]
,

b) k =
[
0,0, 2π

λ

]
, c) k =

[
2π

λ
√

3
, 2π

λ
√

3
, 2π

λ
√

3

]
.

the overlap between the induced dipoles and the incident light. Removing the chirality of the

molecules by setting |m| to zero better illustrates the effects of the arrangement. Figure 6.6c
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Figure 6.6. a) Illustration of the tangential dipole moments oriented at an az-
imuthal angle of 45◦ (red) and 135◦ (green) relative to the surface normal (per-
spective down the latitudinal axis). b) CD spectra of the gold sphere coated with
a i) chiral and an ii) achiral molecular monolayer with a tangential orientation
and an azimuthal angle of 45◦ (red, solid) and 135◦ (green, dashed) propagated
along the latitudinal, longitudinal, and diagonal axes

shows that the enantiomers have the same CD spectra, but with the opposite sign, and an achiral

response for the system excited along the diagonal.

6.3.2 Mixed Orientational and Isotropic Coupling Between Chiral Molecules and a Gold

Nanocross Array

The second system used to test the generality of the methodology is the gold nanocross

array first investigated by Abdulrahman, et al.151 The array consists of gold nanocrosses with

a length of 400 nm, a width of 80 nm, a thickness of 50 nm, and a periodicity of 800 nm, as

illustrated in Figure 6.7a and 6.7b. It is coated with a thin film of Flavin mononucleotide (FMN),

a biomolecule with strong chiroptical resonance in the near UV.151 Figures 6.7c and 6.7d show

the computational absorbence and CD spectra for a 875 nm thick layer of FMN molecules
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Figure 6.7. Cell map of the FDTD cell used to model the nanocross array in the
a) xz− and b) xy− planes. The c) absorbance and d) CD spectra of an 875 nm
thick film of FMN molecules.

corresponding to an estimated surface density of 70 µg
cm2 .151 The molecular density of the FMN

films is nm = 1.05×1027 molecules
m3 and the molecules have two resonances with the parameters:

ω1 = 385.5 nm, γ1 = 620 cm−1, |µµµ1|= 0.635 D, |m1|= 3.28×10−8 µB, ω2 = 460.4 nm, γ2 =
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280 cm−1, |µµµ2|= 0.44 D, and |m2|= 2.87×10−8 µB. Both spectra are in good agreement with

their experimental counterparts published by Abdulrahman et al, but with longer low frequency

tails.

The experimental system is replicated in the FDTD cell shown in Figures 6.7a and 6.7b.

The cell is periodic in the x− and z−directions and bounded by a 48 unit cell thick CPML

in the y−direction. In order to accommodate the oblique scattered fields from the nanoarray,

stabilized CPML parameters of σmax = 1.5σopt , αmax = 0.9, and κmax = 3.0 are used. The

gold nanocrosses have dielectric parameters taken from McMahon et al.,5 and are placed on

a semi-infinite borosilicate glass substrate with an index of refraction of 1.603. The conver-

sion factor between the thickness of the molecular layer and its estimated surface density is 80

ng
cm2nmthickness

.151 The array is excited from above by left and right handed circularly polarized,

Gaussian pulses from a TF/SF surface, with a center wavelength of 588 nm and a width of 1.67

fs. The simulations are performed on a grid with a spacing and time step of 5 nm and 8.34

as, respectively, and run for a total of 5.00 ps. While the fields are not fully converged at 5.00

ps, they are sufficiently decayed to be a good approximation to the total optical response. The

transmission flux is calculated inside the borosilicate substrate at the blue dashed line in Figure

6.7b and converted to absorbance with,

(6.10) A = log
S0

STransmitted
,

where S0 and STransmitted are the poynting vector of the incident and transmitted fields across

the entire surface, respectively. From here the CD response is calculated and normalized using
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layer of FMN molecules of different thicknesses b) Anisotropy factor spectra
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films.

the anisotropy factor, g,

(6.11) g =
A+−A−

A
,

where A+ and A− are the absorbance of left and right handed circularly polarized light and A is

the average absorbance.

Figure 6.8 shows the chiroptical response of the gold nanoarraies. The absorbance spectra

for the uncoated nanocrosses has a plasmon resonance at 586 nm, which is blue-shifted to

575 nm once coated. The apparent blue-shift is the result of the overlap between the FMN

resonance and the plasmon resonance, but the plasmon resonance is likely red-shifted from its

uncoated position. The relatively small numerical artifacts at 575 nm are due to the incomplete

convergence of the fields from inter-cross scattering. Significantly increasing the run time would
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remove the artifacts, but not affect the overall absorbance. While the calculated absorbance of

the uncoated 50 nm gold films is significantly larger than what was reported by Abdulrahman

et al., it is within the expected range for gold nanostructures of this size.151

The trend in the peak intensity of the plasmonic modes in the CD spectra qualitatively

matches the experiments. Figure 6.8b shows the anisotropy factor spectra for the calculated

films, which have two peaks associated with a molecular and a plasmon resonance at 450 nm

and 652 nm, respectively. The plasmon resonance is red-shifted from its locations in the ab-

sorbance spectra because of the way g is calculated and the location of the actual resonant

frequency. The magnitude of g is smaller than its experimental value because of the larger

calculated absorbance of the nanocrosses, but grows almost linearly with film thickness at the

plasmon resonance. The agreement between the experimental and calculated results shows that

we are correctly modeling the changes in the system as the film density increases; however,

the model is incomplete because treating the films isotropically does not reproduce the negative

features seen experimentally for the 35 µg
cm2 films.151

A potential cause for the negative CD response at the plasmon resonance is the orienta-

tion of the induced dipoles near the nanoparticle’s surface. As shown previously, a tangential

molecular layer induces a chiral plasmonic response with the opposite handedness to that of

the molecules. To understand the effects of the molecular orientation on the nanoarray’s optical

activity, the arraies are coated with a 220 nm thick partially oriented FMN film. The crosses

are initially coated with a 50 nm oriented layer, with the rest of the 220 nm film treated isotrop-

ically as illustrated in Figures 6.9a and 6.9b. Figure 6.9c shows the anisotropy factor for the

nanocrosses coated with only the oriented 50 nm layer included. The oriented layers further

red-shift the plasmon CD response to approximately 672 nm for all dipole orientations. The
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largest difference between the spectra occur at 600 nm, where the tangential dipoles induce a

slight dip. The decrease does not cause a change in handedness of the resonance because of



122

the FMN mode’s tail. We expect that given a better FMN model and a better description of the

molecular orientation near the gold nanoisland surfaces,58, 61, 186 the method would reproduce

the experimental results quantitatively.

Adding an isotropic layer to the system reduces the effect of the oriented induced dipoles.

Figure 6.9d shows that incorporating the rest of the film as an isotropic layer qualitatively repli-

cates the experimental spectra. Both the normal and the tangential dipole moments preserve the

increased red-shift of the plasmon resonance, while the isotropic treatment is more in line with

the previous examples. Preserving the peak location suggests that the local order surrounding

the crosses primarily dictates the interactions between the film and the nanoparticles. However,

the increased molecular density does increase the lowest point in g, which explains why only

the 35 molecules
m3 film has a negative feature in the experiments. These results indicate that the

coupling between gold nanocross arrays and the FMN layers can not be explained solely by long

range electrodynamic interactions, but they must be considered in combination with short-range

dipole-dipole interactions.

6.3.3 How Chiral Molecules Affect the Coupling Between Nanoparticles and Quantum

Dots

A recent study investigated the effects of a chiral molecular layer on the coupling between

a gold metal nanoisland film and a colloidal quantum dot monolayer.150 The authors found a

consistent doubling of the total quantum dot absorption enhancement when a chiral (α-helix L-

polyalanine) organic linker layer was used instead of an achiral ((3-mercaptopropyl)trimethoxysilane)

linker.150 Bezen et al. attributed the increased extinction to a symmetry breaking within the

quantum dots arising from interactions with the chiral molecules, which was supported by the

decreases in peak extinction once a second layer of molecules is adsorbed onto the quantum
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dots.150 Nonetheless, a more in depth study of the mechanism is needed to confirm the pro-

posed cause.

The full nanoisland films are approximated as a single gold nanoellipsoid dimer with x−,

y−, and z−, axis lengths of 30 nm, 20 nm, and 10 nm respectively that are separated by a 5 nm

gap. The dielectric parameters for gold are taken from the work of Rakic, et al.4 The dimers are

then coated with a 2.5 nm molecular monolayer, where the molcules have a single resonance

centered around 300 nm with a width of 2,000 cm−1, a transition electric dipole moment of

2.5 D, and a magnetic transition dipole moment magnitude of 2.5×10−5 µB. This model has

been previously shown to qualitatively describe the full metal nanoisland dimers.103, 149, 183 The

handedness of the molecules is controlled by the sign of m, where a positive sign corresponds
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to left-handed molecules and negative sign corresponds to a right handed enantiomer. Based on

the results of our previous calculations, the molecular layer will always be oriented along the

surface normal of the nanoparticles to maximize the response.183 Figure 6.10 illustrates the cell

map for the ellipsoid dimers. A single quantum dot is placed in the center of the gap resting on

top of the molecular dipole layer. The FDTD cell is bounded by a 20 unit cell CPML layer in

all directions and is excited with a linearly polarized pulse from a TF/SF surface with a center

wavelength of 588 nm and a width of 1.667 fs. The absorption and scattering flux are calculated

on a surface 6 nm inside and outside the TF/SF surface, respectively. The calculations use a

grid spacing of 5 Å and a time step of 1.67 as, and run for 166.78 fs.
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Figure 6.11 shows the effects of the chiral molecules on the optical response of the bare

gold nanoislands with and without coupling to the quantum dot. To isolate the effects of chi-

rality on the dimers an achiral version of the molecular layer is also calculated, by setting m

to zero. For all calculations the chiral and achiral molecules have nearly identical responses

with minor differences resulting from the weak magnetic and chiral polarizations. These results

suggest that the primary cause for the increased absorption from the chiral films seen in the

experiments are due to either a more normally oriented dipole moment or a stronger transition

dipole moment. The enantiomers also show the same optical response when coupled to the

quantum dots, supporting the hypothesis that differences in the quantum dot’s optical response

between the two linker eniatomers is from changes in the quantum dot binding.150 Figure 6.11b

shows that this model predicts a further enhancement from adsorbing a second molecular layer

over the quantum dot, which is qualitatively different from the experimental spectra. The dipole

moments for the top molecular layer are flipped to match the change in linking geometry, but

those changes should not affect the final coupling as the sign changes for the dipole moments

cancel out. The discrepancy suggests that either a classical description does not fully encapsu-

late the coupling between the chiral molecules and the quantum dots or their coupling changes

the molecular or quantum dot dielectric properties. Further investigation is needed to account

for all experimental observations.

6.4 Conclusions

In the previous sections we presented a methodology to classically model the chiroptical

coupling between molecular films and plasmonic nanostructures. The methodology can de-

scribe, within the classical framework, any chiral or achiral molecular layer with electrically

or magnetically active modes oriented in any direction relative to a metal nanosurface. Our
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approach assumes that the material can be treated continuously, hence single molecular dipoles

can not be included. Incorporating the dipole moment schemes within a ML algorithm would

extend the model to the semiclassical regime,58, 61 where the molecular modes would be treated

quantum mechanically, but a fully quantum mechanical treatment of the system is outside the

scope of the method.

Within this approach we showed how the orientation of the induced dipole moments dictates

the handedness of the chiral plasmon. We illustrated that incorporating both dipole-dipole and

long range electrodynamic coupling is necessary in order to replicate the CD spectra of a FMN

coated nanocross array. Finally, we described how the molecular chirality affects the coupling

between colloidal quantum dots and ellipsoidal nanoparticles, and noted a potential limitation

of the classical approximation. Utilizing this methodology will allow for better modeling of

chiral plasmonic systems for a variety of applications.
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CHAPTER 7

Optimizing Nanoparticles for Dye-Sensitized Solar Cells

Solar energy can provide clean and sustainable energy for the world. Dye-sensitized solar

cells are a promising technology for low cost solar energy production, but they require higher

efficiencies to compete with commercial solar cells. The current research uses a genetic al-

gorithm to optimize the composition and structure of metal nanoparticles, for maximal light

absorption in a dye-sensitized solar cell’s photoanode. The genetic algorithm finds the global

optimum for a reduced parameter space problem, without including the dye molecule’s effect

on the electromagnetic field. Simple tests including dye molecules demonstrate that small metal

nanoparticles are best for dye-sensitized solar cells.
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7.1 Introduction

To limit the damaging impacts of global climate change and to meet the accelerating de-

mand for energy resources, new forms of clean energy are needed. Because of the abundance

and reliability of energy provided by the sun, solar energy conversion is an attractive alternative

to fossil fuels. Research related to the design and development of photovoltaic technologies

is a topic of active interest. An efficient, cost-effective means to achieve solar energy conver-

sion would help stem the impact of climate change, and increase the overall proportion of our

domestic renewable energy production.

Commercially viable solar cells require higher efficiencies and lower unit costs. Despite

recent reports of solar cells reaching a total efficiency above 25%,187 their current total cost

makes them unattractive for large scale application. According to the US Energy Information

Administration, photovoltaics are going to be more expensive than other forms of power gener-

ation per megawatt hour for at least the next five years.188 The greatest contributor to the cost of

silicon solar cells is the pristine silicon wafer needed to absorb light, representing 40% of total

costs.189 For solar energy to become market competitive, both the fabrication and materials cost

must be lowered.

Dye-sensitized solar cells (DSSCs) are a promising technology for low cost solar energy

production. DSSCs function by using dye molecules adsorbed to a mesoporous semiconducting

film to absorb light, and transfer the excited state electrons to the semiconductor. Because dye

molecules are the light harvesting element in DSSCs, lower cost materials can be used for device

fabrication.190

One of the largest obstacles facing DSSCs is their relatively low power conversion efficien-

cies (PCE). Kakiage et al. hold the current record for DSSC efficiency with a PCE of over
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14%,191 compared with a record PCE of over 26% for silicon solar cells.192 Extending the

light harvesting region of the dye molecules into the near infrared is one way to increase the

efficiency of DSSCs.193 While porphyrin dye molecules extend the light harvesting region to

approximately 700 nm,18, 194, 195 they are still short of the 940 nm absorption onset needed for

optimal DSSC performance.196

Zhao and co-workers were the first to demonstrate that metal nanoparticles (MNPs) im-

prove the efficiency of DSSCs in 1997,197 but they became more popular once Standridge et

al. showed metal oxide layers protected them from the corrosive electrolyte.130, 198 MNPs pri-

marily improve the efficiency of DSSCs by supporting LSPRs, which increase the amount of

light seen by the dye.19, 198 Many different structures increase the PCE of DSSCs including

trimer geometries,199 hollow TiO2 nanoparticles,200 multiple core-shell oxide@metal@oxide

nanoparticles,20 and silver-encapsulated gold nanorods.201

Because of the large variety of possible MNP configurations and the high cost for testing

them, an exhaustive experimental search is impossible. Computationally optimizing the system

can limit the number of experiments that need to be performed, by guiding experimentalists

to the most promising candidates. While traditional optimization techniques are efficient, they

easily get trapped in local optima on rugged fitness landscapes. Trajectory-based optimization

algorithms are too inefficient because evaluating the objective function is the most time con-

suming step. Population-based methods such as genetic algorithms (GAs) are well suited for

such a global optimization problem.

7.2 Methodology

Optimization with GAs is done in a manner similar to evolution by natural selection.202 A

random initial population of solutions is generated, and each individual’s fitness is calculated.
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The best solutions are then selected and mated to populate the next generation. The mating pro-

cedure is varied across different implementations, but involves genetic operations like crossover,

an exchange of parameters between two individuals, and mutation, a modification of an indi-

vidual’s parameters.203 The cycle is repeated until the optimal structure within the parameter

space is found.

The genetic algorithm’s fitness function is an approximation to the incident photon to current

efficiency (IPCE)204

(7.1) IPCE (λ ) =
Jsc (λ )

eΦ(λ )
= 1240

Jsc (λ )

λPin (λ )
,

where Jsc is the short circuit or the photocurrent, e is the charge of the electron, Φ is the incident

flux, λ is the incident wavelength, and Pin is the incident power. Because Jsc cannot be directly

calculated from optical properties, it is assumed to be proportional to the absorption of the

photoanode. The absorption spectrum is then normalized to the solar spectrum and integrated

to get

(7.2) f itness =
∫

Aanode (λ ) IAM1.5 (λ )λdλ∫
λ IAM1.5 (λ )dλ

,

where Aanode is the calculated absorption spectrum of the photoanode and IAM1.5 is the solar

spectrum.205

The photoanode absorption can be calculated using various electrodynamic and electronic

structure methods. Classical methods such as FDTD62 can be used to optimize nanoplasmonic

systems,206, 207 but can only model the dye molecules classically.120 While density functional

methods can be used to describe the absorption spectrum of dye molecules, MNPs cannot be

modeled by them.122, 208, 209 FDTD is used to calculate the optical response of the system.
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For the FDTD calculations, it is further assumed that the absorption of the photoanode is

well approximated by weighting the transmission spectrum inside the TiO2 substrate to the

normalized absorption of the dye molecule (N719)

(7.3) f itness =
∫

TFDT D (λ )αmolecule (λ ) IAM1.5 (λ )λdλ∫
λ IAM1.5 (λ )dλ

,

where TFDT D is the transmission spectra from the FDTD calculation and α is the normalized

absorption spectra of the molecule.210

7.3 Results

7.3.1 Initial Optimization

To test the genetic algorithm against a known fitness surface, a grid search is performed

on a reduced parameter space corresponding to the radius of the particle, r, and a periodicity

factor, β , which sets the cell width to 2β r. The periodicity is chosen as a measure of the particle

density. The test cell and fitness surface are shown in Figure 7.1a and 7.1b respectively. The
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MNP is placed 5 nm above a semi-infinite TiO2 substrate with periodic boundary conditions

in the transverse direction, to model inter-particle interactions. Three main optimal regions are

seen in the fitness surface with a band in the upper right hand corner, a band in the center, and a

region in the lower left with many local optimum; confirming the parameter space is too rugged

for traditional optimization.

The initial GA parameters are a population size of 100, a crossover rate of 60% and a

mutation rate of 30%. The selection method is a three individual tournament operator. Tour-

nament operators populate the next generation by randomly selecting n individuals, where n is

the number of individuals in the tournament, from the previous generation and adding the fittest

individual to the breeding population. Genetic operators act directly on the breeding population

to generate the next generation of solutions. The crossover method is single point crossover,

which takes two solutions and swaps their genomes at a random point. The mutation operator

changes a single gene of an individual to a random value on a uniform distribution to allow the

population to explore new areas.

To better determine the GA’s performance, the initial grid search fitness surface is linearly

interpolated in both directions and used to determine the fitness of individuals in the genetic

algorithm. A large deviation between the best and average solutions is seen in Figure 7.2a,

which is a result of the mutation rate being too high. When the solutions are mapped onto the

fitness surface tight clustering is seen around both global and local optima, suggesting premature

convergence is occurring. The deviations between the best and average solutions are decreased

upon lowering the mutation rate to 5% as can be seen in Figure 7.2c. To avoid premature

convergence the mutation operator is changed to use a normal distribution instead of a uniform
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distribution to reset the genes. While the population in the local optima regions is lowered by the

new mutation operator, the amount of solutions finding the global optimum is also decreased.

7.3.2 Developing a Better Objective Function

Optimizing silver nanoparticles for DSSCs require a reworking of the objective function to

better match actual systems. The largest drawback with the previous model was the exclusion

of the TiO2 nanoparticles coated with the dye molecules. The inter-particle spacing is removed

as a parameter as the particles are typically at too low of a concentration in the photoanodes for

it to be significant. To address these issues the FDTD cell is modified and shown in Figure 7.3a.
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Figure 7.3. a) Diagram of the new FDTD cell for the objective function. The
silver sphere in the center is the silver nanoparticle with a variable radius. The
green circles with a blue border represent the coated TiO2 nanoparticles sepa-
rated by 5 nm from the silver nanoparticle. The absorption of the photoanode is
approximated by adding the two flux regions (blue dashed line) with positive flux
pointing towards the coated nanoparticles. The cell is excited from a plane wave
generated from the TF/SF surface and the cell uses CPMLs as the boundary con-
ditions. b) Absorption cross-section for the molecularly coated TiO2 nanoparti-
cle.
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Figure 7.4. a) Absorption cross-section of the total system subtracted by the
absorption cross-section of the silver nanoparticle. b) Absorption cross-section
of the total system for silver nanoparticles with a radius of 10, 20, 30, and 40
nm.

In this geometry the plasmonic particles are surrounded by molecularly coated TiO2 particles

and separated from the silver nanoparticle by 5 nm. The absorption cross-section for the total

system and only the silver nanoparticle are calculated along the blue boxes to decouple the

molecular and silver nanoparticles’ absorption. Figure 7.3b shows the absorption cross-section

of the molecularly coated TiO2 nanoparticles. For the initial test the dye molecules are treated

as a 2.5 nm thick isotropic monolayer with a single resonance centered at 500 nm, a transition

dipole moment of 2.5 D, molecular density of 1.5×1026 molecules
m3 and a spectral width of 10,000

cm−1, but can be modified to match the absorption of any dye molecule.

Figure 7.4 displays the total absorption cross-section of only the molecularly coated TiO2

nanoparticles and the total system. The total system absorption increases with the nanoparticle

radius as the nanoparticle dominates the total absorption. This trend does not continue for the
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molecular absorption, which begins to decrease after the nanoparticle’s radius get above 30 nm.

Subtracting out the silver nanoparticle’s absorption does not completely decouple the molecular

and plasmonic modes as the molecular absorption becomes negative for some of the systems

and there is a non-zero positive tail at longer wavelengths. Despite these issues the model does

replicate the molecular response fairly well.

Utilizing this system requires the fitness function to be slightly modified to

(7.4) f itness =
∫

ATiO2 (ω) IAM1.5 (ω)dω∫
IAM1.5 (ω)dω

,

where ATiO2 is the absorption cross-section of the molecularly coated TiO2 nanoparticles. The

fitness function is no longer unitless as ATiO2 has units of distance. Figure 7.5 shows the relation-

ship between the fitness function and the nanoparticle radius. The fitness of the nanoparticles
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largely match the molecular absorption with a maximum occurring for nanoparticle with a ra-

dius of 31 nm. However once the nanoparticles volume is included (in two dimensions the area

of the circular cross-section) the smaller nanoparticles significantly out perform the larger ones.

Normalizing the fitness function to the nanoparticle volume should give a better approximation

to the DSSC performance as the nanoparticles do not contribute to the photo-current.

7.4 Conclusions

A genetic algorithm could provide a useful way for optimizing the use of metal nanoparticles

for dye-sensitized solar cells. Utilizing the initial fitness function and set of parameters the

genetic algorithm is able to find the most promising region of the objective space. Utilizing

the new fitness function should provide a way to optimize the particles for all restraints on the

system, and be generalizable enough to match any system.
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APPENDIX A

Consistency Conditions for TF/SF

All the consistency equation displayed here are a combination of those given in Taflove and
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Along the k1 face the fields are updated with
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