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Abstract 

Many species of rodents rely on the set of exquisitely sensitive facial vibrissae (whiskers) to guide 

rich behaviors in which other senses are inadequate. Although whiskers are, like all hairs, inert 

strands of keratin, they provide the animal with a rich landscape of tactile information which is 

used to guide complex behaviors. This behavioral importance is complimented by striking 

anatomical and neural structure to make the rodent whisker system one of the most widely studied 

model systems across many disciplines of neuroscience.  

However, the vibrissal research field lacks a detailed understanding of how the set of primary 

sensory neurons responsible for the initial translation of environmental information into the neural 

code parses together the complex landscape of tactile interactions with the world. Although much 

work has been done to dissect the coding properties of these primary sensory neurons (found in 

the trigeminal ganglion – Vg), individual reductionist experiments offer only a snapshot of the 

response properties of these neurons. It is still unclear how the coding properties of Vg neurons 

interpret external information in terms of the fundamental drivers of whisker-object interactions: 

the mechanical deformations experienced in the follicle. Although the relationship between 

primary sensory neuron encoding and mechanical deformations has long been expected, the ability 

to quantify the mechanics governing whisker contact has been impractical. In addition, the whisker 

system evolved to parse mechanical information from a variety of mechanical contexts in which 

the features present in the stimuli are complex and covary. Previous work averages over this 

variability and can only provide glimpses at how the entire range and complexity of natural stimuli 

are represented. 
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The work described here focuses on how complex and naturalistic mechanical information might 

be acquired and represented in primary sensory neurons of the vibrissal-trigeminal system. In 

doing so, we underscore the computational complexity required of the system. We first quantify 

the mechanical drivers of whisker-object interactions in restricted 2D motions in both anesthetized 

and awake rats to show that primary sensory neurons do indeed directly represent mechanical 

stimulus properties. We then describe how a natural stimulus – wind – affects the motion of the 

whisker, and demonstrate that Vg neuron responses correlate with feature parameters of such 

complex and natural stimuli.  

A major short-coming of much work describing the whisker system, not just studies of Vg neurons, 

is that they neglect motion of the whiskers in 3D space. To address this shortcoming, we first 

describe formal coordinate systems for describing 3D whisker motions which underscore the 

complexity of the 3D information available to the system. We culminate the work with recordings 

from Vg neurons during naturalistic and variable 3D deflections while quantifying 3D mechanical 

information. This work allows us to describe the broader tuning characteristics of Vg neurons to 

the large space of possible tactile stimuli, and makes predictions about how the population of Vg 

neurons may afford flexible and complete representations of the tactile world. 

Taken together, we hope this work will encourage the whisker field to account for and to appreciate 

the richness of the sensory, motor, and behavioral capabilities of the rodent whisker system. 

Supplemental videos are included in this work. Detailed descriptions of these videos can be found 

in the supplemental figures section. Briefly: supplemental video 2.1 illustrates the qualitative 

difference between awake and passive whisker contacts; supplemental videos 2.2A-D provide 

examples of the stimulus space structure explored in a number of active and passive stimulation 
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experiments; supplemental video 2.3 gives a qualitative example of the difference between distal 

and proximal passive whisker stimulations; supplemental videos 5.1-5.3 give example whisker 

reconstructions, mechanical consequences of contact, and neural activity for 3 example neurons 

during the 3D stimulation protocol described in chapter 5.  
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Chapter 1: Introduction 

1.1 Sensing is a fundamental function of nervous systems 

Extracting actable information from the environment is a fundamental role of sensory systems. 

Sensory systems must first transduce energy from interactions with the environment into a 

representation in the population of primary neurons that consist of spike trains (Flock, 1971; 

Lumpkin et al., 2007). From there, sensory processing pathways transform that representation of 

the external environment into features that can shape and guide motor behaviors. That 

transformation can be so simple as to be almost non-existent, as is the case of monosynaptic 

reflexes in which primary sensory neurons synapse directly on to motor neurons to elicit a 

movement (Liddell et al., 1924). In this case, the information required to guide the behavior is 

crude enough that simple anatomical specificity of the sensory transduction leads to a fast and 

simple movement. In other cases, the sensory information required to guide a behavior is more 

complicated, and more processing must accompany the raw sensory information for it to be 

actable. Often that information must be integrated with the animal’s state and history of past 

experiences. One way of achieving such a rich representation is via hierarchical cascades of feature 

extraction. This often occurs through parallel anatomical streams in which different categories of 

features are extracted through different streams and sent to different cortical targets and 

transformed into a motor response (Desimone et al., 1984; Enroth-Cugell et al., 1966; Hubel et al., 

1962; Newsome et al., 1988). The study of how sensory processing pathways receive, transform, 

and transmit those features is a major branch of the study of nervous systems. 

1.2 The rodent whisker system as a model for sensory processing 
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One particularly common model system for investigating sensory processing is the rodent 

vibrissal-trigeminal (whisker) system, rats and mice being the most frequently studied, with some 

of the first investigations of the function of the rodent whisker system dating to 1912(Vincent, 

1912). This preponderance has been driven in large part by the regular grid-like arrangement of 

whiskers in the animal’s mystacial pad (cheek), that is mirrored in layer 4 of the primary 

somatosensory cortex (S1) in striking cytoarchitrectural structures termed “barrels” (Welker et al., 

1974; Woolsey et al., 1970). The arrangement of the whiskers, and subsequent barrels, is conserved 

across individuals in the species, such that each whisker can be given an identity, defined by the 

row and column of the array in which that whisker resides (Fig. 1.1A-D). Across animals, a given 

whisker will have similar morphological properties (Belli et al., 2017). The barrels are 

somatotopically arranged cortical regions that primarily represent sensory information from single 

whiskers. They occupy a disproportionate amount of cortical surface area when compared to the 

whisker’s anatomical size, as well as retain single whisker resolution in the cortex, indicating their 

role as preeminent sensor in the rodent’s somatosensory representation(Welker, 1971; Welker et 

al., 1974). This over representation, coupled with the experimental advantages afforded by both 

the single whisker somatotopy and the anatomical accessibility of the primary somatosensory 

cortex at the surface of the dorsal aspect of the brain, makes for a system that is easy to access and 

interrogate. 

Sensory systems, however, include more than the layer 4 cortical representation of the external 

world. In addition to the striking and enlarged “barrels”, single whisker somatotopically organized 

structures were observed in the Ventral Posterior Medial (VPM) nucleus of the thalamus – termed 

barreloids(Land et al., 1995; van der Loos et al., 1973) and the principal Nucleus of the Trigeminus 
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(PrV) – termed “barellettes” (Ma et al., 1984). These regions were shown to be anatomically 

connected such that sensory information from primary sensory neurons in the Trigeminal Ganglion 

(Vg) synapse onto PrV, which decussates and projects to VPM, which in turn projects to layer 4 

(L4) of S1 (Erzurumlu et al., 1980; Hayashi, 1980; Jacquin et al., 1986; Veinante et al., 2000; 

Williams et al., 1994). This comprises the so-called lemniscal pathway that is thought to be the 

primary pathway for processing tactile sensory information (Fig 1.1E). The vibrissal sensory 

pathway anatomy resembles that of cutaneous primate somatosensation where the peripheral 

neurons of the Dorsal Root Ganglion (DRG) ascend the spinal cord to synapse onto brainstem 

neurons of the gracile or cuneate nucleus, decussate and continue to the Ventro-Porsterior Lateral 

portion of the thalamus (VPL), and then to L4 of S1. In addition to the lemniscal pathway, there 

exist additional ascending parallel pathways. The number, function, and organization of these 

pathways is still a subject of research, but it is well accepted that all these pathways branch off 

from the trigeminal nucleus (SpV) at the level of the brainstem (Jacquin et al., 1986; Yu et al., 

2006). Each pathway is thought to mediate the extraction of different types of information as does 

the what/where-ventral/dorsal streams in the visual system (Diamond et al., 2008; Yu et al., 2006). 

A schematic of the ascending pathways of the vibrissal sensory system is shown in Figure 1.1 E.  

1.3 Active sensing in the whisker system – motor components 

For some animals, including those that are the focus of neuroscience research, the whiskers are not 

simply passive sensory organs. Rather, the position of each whisker can be controlled by 

musculature in and around the mystacial pad (Dorfl, 1985). This control makes the whisker system 

a rich sensorimotor apparatus. The species of mice and rats that are the focus of much research 

exhibit a back and forth rhythmic motor pattern termed “whisking”. This pattern is stereotypical, 
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but is capable of rich variability(Bermejo et al., 2005; Bermejo et al., 2002; Deutsch et al., 2012; 

Grant et al., 2009; Hartmann, 2009; P. M. Knutsen et al., 2008; Mitchinson et al., 2007; Towal et 

al., 2008). The animal protracts its whiskers forward (rostrally) until the whiskers extend far in 

front of the face, and the whiskers are returned back to rest position during retraction. The 

retraction phase is generally faster than the protraction phase. One cycle of this behavior is called 

a “whisk”. Protraction and retraction are actuated by separate groups of muscles (protractors and 

retractors).  

These muscles are classified as either “intrinsic” or “extrinsic” (Dorfl, 1985; Haidarliu et al., 2015). 

Intrinsic muscles are fully contained within the mystacial pad; these muscles are small and attach 

at either end to a follicle. An intrinsic muscle attaches to the apical portion of the follicle (near the 

skin) and wraps around the root of the follicle of the whisker caudal to it, within a given row. These 

intrinsic muscles allow, theoretically, for actuation of individual whiskers. Intrinsic muscles play 

a large role in the protraction phase. On the other hand, extrinsic muscles have an attachment point 

outside the mystacial pad, and generally affect the entire array of whiskers on the ipsilateral side 

of the face.  They are more often involved in retraction of the whiskers. (Dan N. Hill et al., 2008) 

Proprioceptors are thought to not exist in these muscles, and the question of how rodents monitor 

the position of their whisker array is an area of continuing research. 

Whisking has been shown to be under the control of a central pattern generator (CPG) located in 

a nucleus of the brainstem called the vibrissal zone of the intermediate band of the reticular 

formation (vIRT). This region has been shown to receive input from the pre-Bötzinger complex 

(preBötC) which governs breathing rhythm generation. Whisking rhythm has been shown to 

synchronize with breathing(Moore et al., 2013). This is not to say that whisking motion is always 
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identical and driven exclusively by rhythmic patterns. A number of more complex whisking 

patterns have been observed in behavioral experiments(Arkley et al., 2014; Grant et al., 2009; 

Hobbs et al., 2015, 2016; Mitchinson et al., 2007; Towal et al., 2008). Animals will tend to 

unilaterally and reflexively retract their whiskers when contacting an unknown object. Such 

situations will often be followed by orienting the head towards the unexpected object. The animal 

may also perform a behavior called foveal whisking in which the animal executes a sequence of 

small whisker motions around this novel object(Mitchinson et al., 2007).  

Whisking behavior can be drastically influenced by body and head motions. It has been shown that 

animals will whisk asymmetrically during head turns in a manner that shifts the bilateral center of 

the whiskers towards the future head direction, offering a “look-ahead” into the space the head is 

about to move(Towal et al., 2008). During locomotion through dark and narrow corridors, animals 

tend to hold their whiskers protracted rather than performing rhythmic whisking. They do so in a 

manner that maintains light contact with the wall at the tips of the whiskers. This allows the animal 

to move quickly through the corridor while avoiding collisions (Arkley et al., 2014). 

Although the main component of whisking is in the rostro-caudal direction, whisking is not a two-

dimensional behavior (Bermejo et al., 2005; Bermejo et al., 2002; Knutsen et al., 2008). The 

whisker array extends significantly in the dorsoventral plane due to the dorsoventral spread of the 

emergence points of the whisker, the angles with which the whiskers emerge from the skin, and 

the intrinsic curvature of the whisker itself(Belli et al., 2018; Huet et al., 2014). During protraction, 

the whiskers move in the dorsoventral direction (called elevation change, often denoted 𝜙), 

although to a lesser extent than in the rostrocaudal direction. The whiskers also rotate about the 



25 
 

main axis of the follicle (called roll, denoted 𝜓). Both roll and elevation change are tightly 

correlated with the protraction angle (denoted 𝜃) (Knutsen et al., 2008).  

The whisker system is thus a sensorimotor system in that the sensory information that is acquired 

through exploration can be directly driven from the motor output of the system, and the ability to 

interpret sensory information relies on accurate estimation and accountability of the motor state of 

the system. Body, head, and intrinsic whisker motion all compound to move the whisker with 

respect to the environment, affecting the resultant interactions between the whisker and the 

environment. Interactions with a particular object during different behavioral situations can result 

in the acquisition of disparate sensory signals, but effective sensation requires that the animal be 

capable of accounting for the context of the motion that acquired a given sensation. 

1.4 The variety of tactile sensation 

The ubiquity of whiskers across most mammalian species speaks to their versatility as sensory 

organs (Muchlinski, 2010). In rodents alone, the whiskers have been shown to mediate many 

different behaviors. In order to do so, the animal must be able to parse many different features 

present in the tactile environment. The animal must be able to interpret physical features such as 

coarse and fine object shape, texture, and compliance to be able to locate, identify, and determine 

how to interact with objects in the environment. Whiskers have been shown to be involved in 

behaviors including: texture discrimination, object localization, object discrimination, gap 

crossing, social touch, and wind following(Celikel et al., 2007; Knutsen et al., 2006; Morita et al., 

2011; Rao et al., 2014; Yu et al., 2016a). The question of how this variety of behaviors and the 

variety of information important to serve those behaviors could be represented in a single sensory 

representation is the primary aim of this thesis. 
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1.5 Primary sensory neurons of vibrissal tactile sensing: The Trigeminal Ganglion 

Ultimately, the variety of behaviors, the types of information extracted, and the diversity of 

computations executed in the multiple parallel streams of the ascending tactile system are all 

served by a single representation of the tactile stimulus space. This representation exists in the 

whisker responsive primary sensory neurons in the trigeminal ganglion (Vg) (Zucker et al., 1969). 

The trigeminal ganglion conveys tactile information from the entire orofacial region, not just the 

whiskers. This thesis will only be concerned with whisker responsive trigeminal ganglion neurons 

that form part of the maxillary branch of the trigeminal nerve. 

The peripheral axons of these neurons (that extend to the follicle) synapse onto or terminate in a 

variety of specialized endings called mechanoreceptors that contain the molecular machinery to 

transduce physical deformations into electrical potentials (see details below). Importantly, these 

peripheral axons only innervate one vibrissa(Kerr et al., 1964; Zucker et al., 1969), and 

approximately 200-400 Vg neurons innervate one whisker(Rice, 1993; Rice et al., 1986). These 

neurons are silent when the vibrissa are untouched. The central branch of the axon ramifies 

profusely to form collaterals that synapse onto many targets in the brainstem (Hayashi, 1980; 

Jacquin et al., 1986). This ramification is important in that most or every parallel ascending 

pathway receives an identical copy of the sensory representation present in the Vg neurons. No 

part of the Vg neuron has been shown to receive synapses from other cells, and so there is no 

known mechanism by which top-down or lateral modulation could occur. Understanding how Vg 

neurons represent tactile information is thus crucial for interpreting responses and functions of 

structures in central regions, and the manner in which these neurons represent the space of external 

information available to the system is the focus of this thesis.  
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Figure 1.1 Whisker array layout and ascending sensory pathways: (A) Adapted from figure 

3.2 left: Schematic of the rodent face with whisker basepoints indicated. Right: Arrangement 

and identities of whiskers as they appear on the mystacial pad.  (B) Cytochrome oxidase 

staining of L4 S1 showing barrels. Row and column ID are shown superimposed. (C) Top 

down image of the whisker array during whisking. Mouse face appears in upper-left of image. 
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1.6 The morphology and anatomy of whiskers, follicles, and mechanoreceptors 

In order to make sense of the way in which trigeminal ganglion neurons represent tactile 

information, it is crucial to appreciate the sensing apparatus itself: the vibrissa. Vibrissae are inert 

hairs with no sensors along their length. In many animals they are enlarged with respect to pelagic 

fur(Ebara et al., 2002; Rice, 1993; Rice et al., 1986). In the rat and mouse (as well as many animals 

not the focus of this thesis), the number and arrangement of vibrissae is conserved across 

individuals. This arrangement allows for vibrissae to have identities based on their arrangement in 

the array of vibrissae, and they are named based on the row and column in which they are found 

(Fig 1.1A). A whisker of a given identity has physical and mechanical properties that are similar 

across individuals (e.g., length, curvature, base diameter) (Belli et al., 2017).  

Each vibrissa is embedded in an enlarged follicle that exhibits a complex structure of blood filled 

sinuses, tissues of varying stiffness, and multiple physiological types of mechanoreceptors 

distributed both around the circumference, and longitudinally along the axis of the follicle(Ebara 

et al., 2002; Rice, 1993; Rice et al., 1986). While the anatomical and functional diversity of 

mechanoreceptors is still a focus of study, four major types seem to account for most of the 

mechanoreceptors in the follicle: Merkel cells, Lanceolate endings, reticular endings, and club-

like endings(Abraira et al., 2013; Takatoh et al., 2018). Of these, the Merkel cell is perhaps the 

(D) Front on image of whisker array during whisking. Mouse face appears on left of image. 

(E) Schematic of ascending sensory information from the whisker. Whisker follicle complex 

is shown left in gray. Mechanoreceptor (brown star) is innervated by neurons of the Vg 

(Brown). Vg axon collaterals terminate (brown) in the PrV and SpV of the brainstem (teal). 

Projection neurons from brainstem ascend to the thalamus (yellow). Lemniscal (green) and 

paralemniscal (pink) pathways are shown. These pathways subsequently project to barrels 

(light purple) in S1 (dark purple). 
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best understood. The mechanically gated ion channel Piezo2 is necessary for the mechanical 

sensitive capabilities(Woo et al., 2014), the Merkel cell proper and the Vg neuron axon both 

contribute to the Vg stimulus response properties(Woo et al., 2015), and the merkel cell releases 

norepinephrine(Hoffman et al., 2018). Axons of Vg neurons integrate over a small population of 

mechanoreceptors in the follicle, but the innervation of a given Vg neuron is always over only one 

mechanoreceptor type in one vibrissa, and generally from a spatially localized region of that 

vibrissa’s follicle(Ebara et al., 2002; Rice, 1993; Rice et al., 1986).   

Currently, the complexity of the tissue mechanics and anatomy of the follicle, as well as the genetic 

and anatomical inaccessibility of the mechanoreceptor sub-types limits our ability to analyze the 

physical consequences of vibrissal-environment interactions within the follicle(Whiteley et al., 

2015). However, the relative simplicity of the whisker itself has allowed us to develop mechanical 

models which quantify the forces and moments (torques) experienced at the base of the vibrissa 

(where the vibrissa enters the follicle) that results from the bending of the whisker in response to 

a force applied along its length (Huet et al., 2016; Huet et al., 2015; Quist et al., 2014). The majority 

of analyses in this thesis will consider these forces and moments as a complete description of 

physical interactions with the environment. 

1.7 Coding properties of trigeminal ganglion neurons  

The analysis and quantification of Vg neuron responses to tactile stimuli had its start as early as 

1969 with the seminal study by Zucker and Welker (Zucker et al., 1969). This first study pioneered 

a method by which many quantitative properties of Vg neurons are inferred. First, Vg neurons are 

isolated via extracellular sharp tungsten electrode recordings. In this early study, the ganglion was 

surgically exposed, but many later studies take advantage of the now known stereotactic location 
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of the Vg to simplify surgical procedures, and instead drive a tungsten electrode ventrally from the 

dorsal pial surface to the location of the Vg. Whisker responsive units were isolated via manual 

stroking of the entire vibrissal array. Zucker and Welker found that activity of whisker responsive 

Vg neurons was driven by manual stimulation of one and only one vibrissa, and whisker responsive 

neurons were spatially localized in the Vg. After isolating a whisker responsive Vg neuron, the 

investigators made a series of qualitative descriptions of neural responses to manual (i.e., hand-

held) stimulation of that neuron’s receptive field (whisker). Many of these descriptions are still 

prevalent for the interpretation of quantitative results today. Importantly, they then quantified 

neural responses to electrically controlled stimulation now termed “ramp and hold”. They placed 

a probe on the whisker 5mm from its emergence from the follicle and used a galvanometer to 

deflect the whisker from its rest position to a second “deflected” position. They surveyed through 

a set of prescribed stimulation parameters in which the amplitude and velocity of whisker 

deflection could be varied independently. This stimulation design has been mimicked and 

expanded on to the present day(Bale et al., 2015; Campagner et al., 2016; Lichtenstein et al., 1990; 

Ramirez et al., 2014; Shoykhet et al., 2000) to investigate the stimulus response profiles of  whisker 

responsive neurons from Vg to cortex. Zucker and Welker’s pioneering work foreshadowed many 

results that would be later quantified in great detail. 

1.7.1 Adaptation properties 

A common drive across disciplines of neuroscience is to classify neurons into subpopulations that 

share anatomical, molecular, or functional characteristics—often requiring combinations of these 

features to distinguish among neural subpopulations(Zeng et al., 2017). A classical example of this 

is seen in cutaneous skin mechanoreceptors in which rapidly adapting (RA) and slowly adapting 
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(SA) properties are seen in anatomically distinct populations of mechanoreceptors in primate skin. 

In this framework, RA mechanoreceptors respond to the onset and offset of cutaneous deformation, 

and SA receptors respond strongly during onset, but continue responding during the duration of 

the stimulus (Johnson, 2001). This classification was described early in investigations of Vg 

neurons through the use of the ramp and hold stimulus described previously. When deflected, some 

neurons tended to respond to the onset only, onset and offset, or throughout the duration of the 

stimulus (Gibson et al., 1983a). This distinction continues to be used as a tool to describe responses 

in most investigations of Vg coding, including some that suggest parallel processing streams based 

on these response categories (Chagas et al., 2013; Jones et al., 2004a; Lottem et al., 2015; Severson 

et al., 2017; Stuttgen et al., 2006; Takatoh et al., 2018). 

It would be a mistake, however, to think that the literature is in agreement that Vg neurons fall into 

categorical adaptation groups. Although many studies take advantage of apparent categorization 

based on response type to simplify analyses, it is well documented that “between the rapidly 

adapting (phasic) and slowly adapting (tonic) extremes… [are] touch receptors that differ in their 

degree of responsiveness to static deformation” (Gibson et al., 1983a). The claim that adaption 

properties vary smoothly from one extreme to another is supported by data in (Gibson et al., 1983a; 

Jones et al., 2004b; Lichtenstein et al., 1990), and is a major conclusion of Chapter 5.  

1.7.2 Direction tuning 

Perhaps the most immediate feature which could be intuited as an important for driving Vg neuron 

activity is the direction with which the whisker is stimulated. Indeed, the number of spikes, spike 

rates, thresholds, and adaptation properties of Vg neurons have all been shown to be modulated by 

the direction with which a whisker has been stimulated(Jones et al., 2004b; Lichtenstein et al., 
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1990).  Frequently, a neuron’s preferred direction will be determined aurally via audio 

amplification of neural responses during manual deflection of the neuron’s innervated whisker, 

and subsequent experiments or analyses will be performed only considering the neuron’s preferred 

direction (Bale et al., 2013; Chagas et al., 2013; Jones et al., 2004a). It is important to appreciate 

that active protraction of whiskers during natural exploration is primarily in the rostro-caudal 

direction (Bermejo et al., 2002). Directional tuning may arise as a result of mechanoreceptor 

location in the follicle (unpublished data).  

It is not, however, adequate to restrict consideration of Vg neuron’s representation of the tactile 

space to only this motion, as there is significant motion out of the rostro-caudal(Knutsen et al., 

2008). In addition, motion of objects in the external environment as well as motion of the head 

with respect to the environment will cause deflection of the whiskers out of this plane. It is known 

that as whiskers protract, the follicle rotates about its own axis, changing the relative orientation 

of the whisker with respect to the head(Knutsen et al., 2008).. Since the mechanoreceptors are 

rigidly linked to this follicle, one would expect the Vg representation – and subsequently its 

preferred direction – to rotate with the follicle. The impact of this rotation on neural coding has 

not yet been shown, but a discussion of the implications of this rotation is detailed in Chapter 4, 

and is the subject of future work implied by this thesis.  

1.7.3 Speed and amplitude coding 

A second intuition for Vg coding properties is that firing properties are modulated by stimulus 

magnitude. By employing a ramp and hold stimulation, several studies have varied only the 

deflection amplitude or the deflection velocity and shown that Vg neurons will increase the 

probability of spiking as a monotonic function of either of these parameters(Gibson et al., 1983a, 
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1983b; Shoykhet et al., 2000; Zucker et al., 1969). In addition, neurons exhibit differing non-linear 

properties including thresholding and saturation(Gibson et al., 1983b). A neuron’s threshold is the 

minimum amplitude or velocity that will elicit a spike during the ramp and hold stimulus. The 

thresholds have been shown to be continuously distributed across the population of neurons 

recorded(Gibson et al., 1983b), and the dynamic range of these thresholds varies from angular 

deflections as small as .01 degrees to 10 degrees(Gibson et al., 1983b). 

1.7.4 Temporal precision 

Although the ramp and hold stimulation paradigm offers substantial experimental control, the 

temporal pattern of the stimulus lacks complexity and offers little in understanding the information 

in the temporal patterning of spike trains.  A group of studies definitively show that Vg neurons 

exhibit an impressive degree of temporal precision and response invariance when presented 

identical stimuli(Bale et al., 2015; Bale et al., 2013; Gibson et al., 1983b; Jones et al., 2004a; Jones 

et al., 2004b). The first two studies in this group isolated single Vg neurons and attached a piezo-

electric stimulator to that neuron’s associated whisker(Jones et al., 2004a; Jones et al., 2004b). 

They stimulated the whisker with a sequence of predetermined “frozen” bandpassed noise motions. 

This stimulus has the advantage of incorporating a wide band of frequency components, therefore 

sampling a variety of velocities and amplitudes simultaneously. The investigators could then repeat 

the identical “noise” trajectory of the whisker deflection many times. In doing so, they observed 

that individual spike trains recorded for different trials –but the same stimulus trace—were close 

to identical (Jones et al., 2004b). They were then able to compute a spike triggered average to 

determine the feature of the stimulus trace that drove that particular neuron. Later, another group 

performed a similar analysis while employing a more powerful statistical technique called a 
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“Generalized Linear Model” which can account for the neurons recent spiking activity to inform 

the features being represented(Bale et al., 2013). Both groups were able to show robust and 

repeatable temporal responses in Vg neurons that suggest that the response function from which 

Vg neurons map interactions in the environment to spiking activity is invariant and temporally 

precise. Recently, this latter group carefully measured the variance in latency between whisker-

object contact onset and Vg firing to show that an individual Vg neuron can spike with trial to trial 

variability in spike timing well less than 1 ms (Bale et al., 2015). This suggests an extreme fidelity 

and determinism of this system to represent the physical features of the environment. That is to 

say, there is little to no appreciable probabilistic influence on these neurons’ activity; if one were 

to perfectly know the stimulus, and the stimulus response-function, then one could predict the 

exact firing pattern of these neurons. 

1.7.5 Texture coding 

Texture can be very informative about the identity of an object, and how best to interact with it. 

Texture is the subject of much research in the primate and cutaneous literature(Darian-Smith et 

al., 1982; DiCarlo et al., 2000; DiCarlo et al., 1998; Sinclair et al., 1991), although there is 

comparatively less known about how texture information is acquired in the whisker system. 

Moreover, it is difficult to define at what scale shape ends and texture begins. Despite it being a 

difficult stimulus to quantify, rats have been shown to be able to discriminate very similar textures 

(Morita et al., 2011), and so Vg neurons must be able to represent features about texture that can 

be extracted in some part of the tactile processing pathway. Presumably the precise temporal 

response properties described above aid in representing features important for texture 

discrimination. Importantly, a number of mechanical studies have quantified whisker behavior 
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during both artificial experiments in which an isolated whisker is swept along different textures, 

as well as during natural exploration (Oladazimi et al., 2018; Ritt et al., 2008; Wolfe et al., 2008). 

A major finding is that whiskers experience so-called “stick-slip” events in which the whisker will 

be stuck along the surface of the texture, and release suddenly to evoke a high velocity “slip” event. 

These stick slip events have been shown to cause robust responses of Vg neurons(Arabzadeh et 

al., 2005). Presumably, the frequency of these stick-slip events can inform the animal of an object’s 

texture. 

An alternative hypothesis suggests that as a whisker interacts with textures, vibrations that are 

close to that whisker’s resonant frequency (as determined by the whisker’s length and stiffness) 

are amplified, and others attenuated (Andermann et al., 2004; Neimark et al., 2003). This would 

result in an increase in Vg response to tactile features that elicit whisker vibrations near that 

whisker’s intrinsic resonance, with smaller (rostral) whiskers having a higher resonance frequency 

than those larger (caudal). 

It is still unclear which of these texture decoding hypothesis is more appropriate. It seems that Vg 

neurons directly encode the explicit motion and micro-motion of the whisker during texture 

interactions, and thus relay information about the underlying texture features as they are filtered 

through the biomechanical properties of the whisker/follicle. Subsequent extraction of relevant 

features from this high-fidelity representation is thought to occur in more central regions(Isett et 

al., 2018). This decoding scheme would likely rely heavily on the identity of the whisker from 

which the Vg response was obtained. 

1.7.6 Active sensation coding  
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During natural exploration, whiskers are palpated in the rostro-caudal direction at an average 

frequency of 8Hz(Carvell et al., 1990). This self-motion will not only affect the sensory signals 

that are elicited during contacts, but also cause above threshold deformations of the follicle during 

non-contact whisking as a result of both the inertia of the whisker itself and the deformation of the 

cheek during mystacial muscle contractions(Curtis et al., 2009; Leiser et al., 2007; Severson et al., 

2017; Szwed et al., 2003). These “reafferent” signals will be acquired in conjunction with the 

sensory signals that occur during contact with the environment. Presumably, the reafferent signal 

can be used to monitor whisker position(Szwed et al., 2003). However, it must be accounted for 

to allow for accurate readout of externally driven sensory information. 

To investigate how Vg neurons encode sensory signals during active contact with objects, a group 

employed a method called “artificial whisking” (Szwed et al., 2003; Szwed et al., 2006b; Zucker 

et al., 1969). In this method, the facial motor nucleus (7n) is stimulated with a train of electrical 

stimulus pulses. This causes contraction of the extrinsic and intrinsic muscles of the mystacial pad 

and protraction like movements in which all the whiskers sweep forward. It is important to note 

that although this method does elicit movements of the whiskers, these motions are unnatural for 

multiple reasons. First, electrical stimulation has the problem of reverse recruitment in that large 

diameter motor neurons are recruited before small diameter motor neurons due to the decreased 

resistance of these larger fibers. This opposes the Hennemen size principle in which small motor 

units are recruited first. Second, co-contraction of the muscles involved in both protraction and 

retraction occurs, evoking unnatural strains on the mystacial pad. Lastly, normal retraction is 

executed by activation of the extrinsic retractors and is faster than the protraction phase(Dan N. 

Hill et al., 2008; Knutsen et al., 2005), but artificial whisking relies on  passive relaxation to return 
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the whiskers to rest. This all serves to alter the kinematic trajectory of whisking. In addition, the 

artificial whisking trajectory is ballistic. During natural whisking, protraction is halted upon 

contact with an object(Mitchinson et al., 2007), but during electrical whisking protraction 

continues until cessation of stimulation or maximum contraction of the muscles. This causes an 

unnatural profile of post-contact stimulation.  

Despite these caveats, the understanding of how Vg neurons encode contacts during active touch 

are strongly influenced by these studies. In this work, the authors describe 4 main categories of Vg 

neurons: whisking, touch, whisking/touch, and high threshold. “Whisking” neurons respond 

similarly to free air protractions (no contact) as to contact; “touch” neurons are active during 

contact but not during free air whisking; “whisking/touch” neurons respond during free air 

whisking and increase their firing during touch; and “high threshold” neurons did not respond to 

contacts during artificial whisking. They further classify the touch cells by the profile of their touch 

response: contact cells respond at the onset of contact, detach cells at the offset, contact/detach 

cells at both onset and offset, and pressure cells throughout the contact. One can imagine these 

categories overlapping with the RA/SA profiles described previously. Given that the electrical 

stimulation of this work was restricted to rostro-caudal motion, preferred directions could account 

for distinctions between contact and detach like responses. Further, it is possible that the “high 

threshold” cells had preferred directions not driven under these experimental protocols. The 

authors show that objects presented more proximal to the cheek evoke higher spike rates in 

“pressure” cells, and that the delay between onset of whisking and the firing of “contact” cells 

correlates with the angular (i.e., azimuthal) location of an object. They then suggest a population 

code in which the radial distance of an object can be encoded in the absolute firing rate of the 
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pressure cells, and the azimuthal location by the delay between a cell that fires during the onset of 

whisking (whisking cell) and the firing of a contact cell. The vertical component of object location 

can be determined by the identity of the whisker that contacted an object(Ahissar et al., 2008). 

This view of object localization has prevailed in the literature, but seems fundamentally too fragile 

to allow for robust representation of the environment in situations in which the head is moving, or 

when whisking does not follow the same ballistic trajectory, e.g., when there are changes in motor 

patterns driven by sensory information.  

More recently, experiments have been performed in the awake, head fixed animal which  allows 

for natural whisking kinematics and object interactions(Campagner et al., 2016; Severson et al., 

2017). This has been made possible by more accurate videography and image processing/whisker 

tracking. During behavior in awake animals, the state of the whiskers during a whisk seem to be 

encoded by “phase” neurons that are driven by the dynamic inertial forces experienced by the 

whisker, rather than in a temporal code from whisking onset(Severson et al., 2017; Wallach et al., 

2016). Moreover, these phase neurons are shown to modulate their firing rate during touch, and so 

a phase signal must be able to be robustly extracted despite contact signals that may occur if this 

proposed code is to be viable. 

1.8 Mechanical coding: an alternate stimulus correlate 

Even in early work on Vg neurons, it was appreciated that the mechanical correlates of whisker 

contact ought to represent the fundamental drivers of Vg neuron activity. Kinematic parameters 

such as deflection amplitude and velocity are definable for rigid body motions of the whisker 

(which happens when stimulation occurs near the base), but become ambiguous if stimulation 

moves distally where the whisker will experience significant bending for the same applied force. 
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The definition of velocity and amplitude thus become unclear. For example, velocity must be 

defined as the motion of a given point with respect to another; when the whisker bends, each point 

will have a different velocity with respect to the whisker base, and so the definition of velocity is 

unclear.  

With the adoption of high resolution high speed videography, accurate tracking of the entire 

whisker shape has become commonplace(Clack et al., 2012). This has allowed for estimates of the 

forces and moments experienced at the follicle to be computed. Work in our lab has developed 

two dimensional (top-down only) and more recently, three dimensional, numerical mechanical 

models that can account for the material properties of the whisker to estimate the forces and 

moments experienced at the base of the follicle(Huet et al., 2015; Quist et al., 2012a). Other groups 

measure the curvature of the whisker as a proxy for moment experienced(Campagner et al., 2016; 

Hires et al., 2015; Severson et al., 2017).  

Our group’s full mechanical model has the benefit of being able to calculate the forces and 

moments with appropriate units and scale, is more accurate, and is robust to tracking errors. 

However, this approach is computationally intensive. The curvature metric is practical in that the 

curvature can be calculated directly from the shape of the whisker, and the point of contact does 

not need to be robustly tracked. It suffers in that curvature can only be calculated at a given point 

on the whisker, and as such, does not account for the variation in stiffness along the whisker.  

The more behaviorally relevant stimulus features investigated previously – direction, radial 

distance of contact, and velocity among others – can be mapped nonlinearly to combinations of 

forces and moments(Huet et al., 2017; Yang et al., 2016). A major hypothesis of this work (and 

other work published concurrently) is that Vg neurons more directly represent physical 
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information in the force-moment framework as compared to the behaviorally relevant quantities. 

As stated previously, phase in the whisk cycle is thought to be coded for by neurons sensitive to 

the inertial moments caused by dynamic motion of the whisker. 

Behavioral experiments in which the mechanical properties of a whisker are altered show that 

animals judge object position based on the resultant mechanics at the base of the follicle(Pammer 

et al., 2013), and mechanical simulations have shown that the 3D contact point can be 

unambiguously determined from combinations of mechanical components(Huet et al., 2017). It is 

clear that a transformation from mechanical properties to object location occurs at some point in 

the tactile processing pathway.  

1.9 My experiments: complex and naturalistic mechanical stimulation 

Much of the work detailed above describes Vg neuron response properties as varying with a small 

number of parameters. This is largely due to the experimental paradigms in which Vg neural 

response are described; stimulus sets are generally small in amplitude (<1mm), vary in only one 

or two dimensions of the stimulus (velocity, amplitude, direction), or are restricted to motion in 

one spatial dimension. In each of these separate experiments, Vg neuron response properties have 

been shown to vary with any of the varied parameters, suggesting that the underlying response of 

the neuron can be excited by many features along many of the dimensions of the available stimulus 

space(Bale et al., 2013; Campagner et al., 2016; Gibson et al., 1983b; Jones et al., 2004a; Jones et 

al., 2006; Leiser et al., 2007; Lichtenstein et al., 1990; Lottem et al., 2011; Severson et al., 2017; 

Shoykhet et al., 2000; Stuttgen et al., 2008; Szwed et al., 2003; Szwed et al., 2006b).  

During natural exploration, the stimuli encountered will be larger in amplitude than most of the 

stimuli presented in previous experiments. In addition, the stimuli will be complex in that many 



41 
 

features will covary simultaneously, and stimuli will occur with non-stereotyped temporal 

structure. In order to understand the functional role of these neurons in representing the physical 

environment, it is crucial to understand how these neurons respond to complex and naturally 

varying stimuli drawn from a multivariate space of features. This need is well appreciated in the 

visual field where the study of the statistics of natural scenes and the neural representations of 

those complex stimuli has a comparatively long history(Field, 1999; Geisler, 2008; Vinje et al., 

2000). 

In this work we investigate the responses of Vg neurons to complex, natural, and naturalistic 

stimulation, with the end goal of understanding the primary drivers of sensory representation at 

the first stage of tactile processing in the vibrissal system.  

In chapter 2, we implement a novel mechanical model of whisker bending accompanied with a 

manual stimulation protocol in which stimulations are of large amplitude and continuously vary 

across stimulus features. We employ statistical models of neurons to show that Vg neurons more 

linearly represent the physical forces and moments present as the whisker bends, rather than 

performing a transformation to object position at this first level.  

In chapter 3, we investigate a novel ethological role for vibrissal encoding of wind, a complex, but 

behaviorally relevant stimulus not considered until now. Building on behavioral and mechanical 

work from other members of the lab which describe how whiskers react under airflow stimulation 

that resembles wind(Yu et al., 2016a;  Yu et al., 2016b). We stimulate the whisker with a 

naturalistic wind stimulus and quantify how the Vg neurons respond to features of the wind 

stimulus, including airspeed and direction.  
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In chapter 4, we address the shortcoming that 3D spatial information is often neglected in vibrissal 

research. We introduce and formalize a set of coordinate systems in 3D that mathematically 

describe the behavior of whiskers during exploration, and discuss the implications of accounting 

for 3D motion on neural representations.  

In chapter 5 we implement a number of technical advances to investigate the neural coding of 

complex 3D stimuli. By carefully reconstructing the 3D whisker during complex manual 

stimulation and applying advanced statistical techniques, we call to question the longstanding idea 

of a presence of functional information streams at the level of the ganglion. We present evidence 

against segregating Vg neurons into categories on the basis of adaptation properties or firing rate 

correlations with single stimulus parameters. Instead we propose that the population of Vg neurons 

form an overlapping tiling of the available stimulus space. This describes a general computational 

principle governing sensory stimulus representation in the vibrissal system that is in line with 

computational principles described in other sensory systems.  
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Chapter 2: Decoupling kinematics and mechanics reveals coding properties of 

trigeminal ganglion neurons in the rat vibrissal system 

2.1 Abstract 

Tactile information available to the rat vibrissal system begins as external forces that cause whisker 

deformations, which in turn excite mechanoreceptors in the follicle. Despite the fundamental 

mechanical origin of tactile information, primary sensory neurons in the trigeminal ganglion (Vg) 

have often been described as encoding the kinematics (geometry) of object contact. Here we aimed 

to determine the extent to which Vg neurons encode the kinematics vs. mechanics of contact. We 

used models of whisker bending to quantify mechanical signals (forces and moments) at the 

whisker base while simultaneously monitoring whisker kinematics and recording single Vg units 

in both anesthetized rats and awake, body restrained rats. We employed a novel manual stimulation 

technique to deflect whiskers in a way that decouples kinematics from mechanics, and used 

Generalized Linear Models (GLMs) to show that Vg neurons more directly encode mechanical 

signals when the whisker is deflected in this decoupled stimulus space.  

2.2 Introduction 

Rats, like many rodents, rely heavily on tactile information from their vibrissae (whiskers) to 

explore their world. Tactile signals are generated both during active whisker movement – when 

the rat brushes and taps its whiskers against objects – and during passive contact. Deformations of 

the vibrissae are transduced by mechanoreceptors in the follicle (Ebara et al., 2002), and the 

resulting electrical signals are integrated by primary sensory neurons in the trigeminal ganglion 

(Vg). From the Vg, signals are relayed to the brainstem trigeminal nuclei, thalamus, and primary 
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somatosensory cortex. Neurons in the Vg are thus the “gatekeepers” of tactile information for the 

vibrissal trigeminal system (Jones et al., 2004b; Leiser et al., 2006, 2007).  

Several studies have demonstrated that rodents can use their vibrissae to localize objects with high 

precision (Kleinfeld et al., 2011; Knutsen et al., 2009; Knutsen et al., 2006; Krupa et al., 2001; 

Mehta et al., 2007;  O'Connor et al., 2010; Pammer et al., 2013). Accordingly, previous work has 

focused on quantifying the response of Vg neurons in terms of kinematic (geometric) variables of 

contact, including radial distance to an object, angular position, and angular velocity (Gibson et 

al., 1983a, 1983b; Jones et al., 2004a; Jones et al., 2004b; Leiser et al., 2007; Lichtenstein et al., 

1990; Lottem et al., 2009, 2011; Lottem et al., 2015; Shoykhet et al., 2000; Shoykhet et al., 2003; 

Szwed et al., 2003; Szwed et al., 2006b).  

An alternative possibility is that Vg neurons relay a high fidelity encoding of whisker mechanics 

– forces and moments at the base of the whisker – to be processed at later stages of the trigeminal 

pathway. If Vg neurons were to encode kinematic variables, a transformation from mechanical 

variables at the base of the whisker into kinematic variables would have to occur within the 

follicle (Whiteley et al., 2015) and/or through the primary afferent integration of mechanoreceptor 

responses.  

Here we directly address the question of whether Vg neurons represent mechanical or kinematic 

variables. It is challenging to disentangle these alternatives because the kinematics and mechanics 

of contact are tightly coupled under most standard experimental protocols; this coupling is 

especially strong during small angle deflections and when deflections occur near the whisker base. 

To date, this intrinsic coupling and the absence of mechanical modeling have prevented a 

quantitative evaluation of the extent to which Vg neurons respond to kinematic vs. mechanical 
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inputs.

 

Figure 2.1: Example Vg recordings from both anesthetized and awake rats. Data from 

five neurons in the anesthetized animal (A-C) and two neurons in the awake animal (D-E). Left: 

Heatmaps of isolated spike waveforms over all recordings of each neuron. Two waveforms in A and 

B indicate simultaneously recorded neurons. Scale bars are 200μV, 200 μs; width of waveforms is 1.5 

ms. Right: Segments of bandpass filtered (300-6,000 Hz) raw neural traces during periods of passive 
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In the present study we developed a novel manual stimulation technique that allowed us to impose 

large angle deflections far from the whisker base, and thereby to systematically explore large 

regions of the tactile input space in which mechanics and kinematics decouple. We recorded from 

single Vg neurons in both anesthetized and awake animals, extracted the kinematics of contact 

from high-speed video, and computed the mechanics of contact using a quasi-static model of 

whisker bending. We then used Generalized Linear Models (GLMs) to quantify Vg responses in 

terms of both sets of variables and investigate which description more accurately predicts Vg firing 

rate. We found that only when the input space is large and kinematics are decoupled from 

mechanics does mechanical information better predict firing activity for a majority of Vg neurons.  

2.3 Results 

2.3.1 Quantifying the kinematic and mechanical variables of contact 

We recorded high-speed video (300 fps) during manual deflection of 18 single whiskers in 

anesthetized rats while simultaneously recording neural responses from 22 Vg neurons. Example 

neural data are shown in Fig. 2.1A-C. Whiskers were deflected with a hand-held graphite probe in 

two directions (rostro-caudal and caudo-rostral), with amplitudes up to several mm. Stimulation 

was delivered at variable radial distances that ranged up to ~90% of the whisker length, and at two 

speeds, “fast” and “slow.” Note that manual stimulation caused radial distance of contact, velocity, 

and deflection amplitude to vary across deflections. The two dimensional (2D) whisker shape was 

tracked in each video frame to quantify the kinematic and mechanical variables of contact.  

 

deflection in the anesthetized animal (A-C) or active contact in the awake animal (D-E). Gray shading 

indicates periods of contact 
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Figure 2.2 Mechanical and kinematic variables associated with contact. (A) Schematic of 

the kinematic variables of contact. The shape and position of the whisker when at rest is in 

gray. The variable r indicates the straight-line distance from the basepoint to the contact point. 

During passive deflections, the relevant angle is 𝜃deflection, the angle between the line segment 

that connects the basepoint to the current point of contact and the line segment that connects 

the basepoint to the initial contact point. The velocity (𝑉), not shown, is the temporal derivative 

of 𝜃deflection. (B) Schematic of the mechanical variables of contact: bending moment (𝑀), and 

the transverse (𝐹y) and axial (𝐹x) components of the applied force (𝐹applied). All variables are 
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Kinematic variables are illustrated in Fig. 2.2A and consist of the radial distance of contact (𝑟), 

the angular displacement (𝜃deflection), and the velocity of deflection (𝑉), the temporal derivative 

of 𝜃deflection, not shown). Kinematic variables were extracted directly from the shape of the 

whisker, as detailed in Materials and Methods. During non-contact times, all kinematic variables 

are undefined. 

The mechanical variables of contact were computed numerically based on the full tracked whisker 

shape using a quasi-static, frictionless model of elastic beam bending (see Materials and Methods; 

(Birdwell et al., 2007; Quist et al., 2012a; Solomon et al., 2008; Solomon et al., 2010)). As 

illustrated in Fig. 2.2B, in 2D the three mechanical signals at the base of the whisker are bending 

moment (𝑀), transverse force (𝐹y), and axial force (𝐹x). Because the mechanical model is quasi-

static, all mechanical signals are exactly zero during periods of non-contact. 

 

Examples of both mechanical and kinematic variables are shown in Fig. 2.2C, which shows the 

signals evoked during six passive deflections of the whisker at two different radial distances. 

computed at the whisker base. (C) Examples of mechanical and kinematic variables during six 

manually delivered passive deflections in the anesthetized rat. Shading denotes contact 

episodes. The stimulations are similar but not identical to each other; this imparts a naturalistic 

variability to the tactile inputs. Units for 𝐹x and 𝐹y are 𝜇N; 𝑀 is in 𝜇N-m; 𝑟 is in mm, 𝜃 is in 

degrees, and 𝑉 is in degrees/sec. (D) In the awake rat, 𝜃deflection is no longer well defined, and 

the relevant angle is 𝜃push, the angle swept out by the tangent to the whisker at its base as the 

whisker deflects against an object. The velocity V is the temporal derivative of 𝜃push. The 

figure illustrates that 𝜃head, the angle between the tangent to the whisker at its base and the 

midsagittal plane, is not a valid kinematic variable to explain neural responses because it varies 

independently of contact. 
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Shaded regions indicate contact episodes. Notice that each deflection varies slightly from every 

other deflection, reflecting the naturalistic variability of manual stimulation. 

In a separate group of animals we recorded high-speed video (1,000 fps) while rats explored a 

vertical pole (seven whiskers, nine neurons). Examples of neural data recorded in the awake animal 

are shown in Fig. 2.1D-E. Whisker shape was tracked and the kinematic and mechanical variables 

of contact were calculated. Supplementary Video 2.1 compares examples of manually delivered 

deflections and active whisking behavior. 

The variables that describe active whisking are the same as those for passive contact, except that 

the calculation of the angular position of contact must change. In the awake animal, the contact 

point does not move with respect to the whisker basepoint, so 𝜃deflection is not well defined. Instead 

the relevant angle is 𝜃push Fig. 2.2D, bottom left), the angle swept out by the tangent of the whisker 

base from the time of contact onset to the current time (Bagdasarian et al., 2013; Kaneko et al., 

1998; Mehta et al., 2007; Quist et al., 2012b; Solomon et al., 2006; Solomon et al., 2011).  

Given that the present work aims to compare the relative ability of mechanical and kinematic 

variables to describe Vg responses, which are strongly affected by contact, it is not appropriate to 

use the angle of the whisker with respect to the midsagittal plane (𝜃head) as a kinematic variable. 

The angle 𝜃head contains no information about contact; note in Fig. 2.2D that 𝜃head varies 

significantly throughout the trial, while 𝜃push varies only during contact. If the variable 𝜃head were 

used as an input, it would unfairly favor a mechanical explanation for Vg firing because it would 

add a variable with no contact information to the kinematic hypothesis.  
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We have not included whisking phase (i.e. the relative value of 𝜃head within each whisking cycle) 

as a potential explanatory variable for the response of Vg neurons. Although this variable is 

represented in Vg responses during non-contact whisking (Wallach et al., 2016) and is of clear 

importance in central trigeminal structures (Curtis et al., 2009; Fee et al., 1997), the present study 

is limited to an analysis of contact whisking, during which kinematic and mechanical coding can 

be directly compared. 

 

2.3.2 Manual stimulation decouples kinematic and mechanical variables of contact 

To determine the extent to which Vg neurons encode the mechanics or kinematics of contact, it is 

essential to observe contact conditions under which these two sets of input variables are decoupled. 

Fig. 2.3 compares kinematic and mechanical variables computed for two whiskers during active 

exploration (Fig. 2.3A,B) to those observed during passive, manual deflection (Fig. 2.3C,D).  

Mechanical and kinematic variables are often tightly coupled during awake behavior (Fig. 2.3A). 

Although some degree of decoupling is possible in the actively whisking animal (Fig. 2.3B), the 

explored regions in input space depend on the animal’s behavior. It is challenging to reliably 

sample a large, decoupled input space with the awake animal. 

In contrast, manual stimulation offers a simple and reliable method to explore a large, decoupled 

region of the input space (Fig. 2.3C,D). Manual stimulation can involve large angle deflections 

(up to 60°) at large radial distances (up to 45 mm) more consistently than in the actively behaving 

animal. Exploring these large regions decouples the kinematic and mechanical inputs, allowing us 

to address the question of whether Vg neurons encode mechanics or kinematics.  
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Supplementary Videos 2.2A-2.2D show rotating views of three dimensional versions of the plots 

in Figure 2.3, now including the radial distance of contact 𝑟 as a third axis. 

2.3.3 Follicle state in the awake and anesthetized animal 

It is possible that the rigidity with which the whisker base is held during contact differs between 

the awake and anesthetized animal. In the awake animal, capillaries at the level of the cavernous 

sinus could increase hydrostatic pressure and thereby the rigidity of the whisker-follicle junction 

(Rice, 1993). In addition, the activation of muscles surrounding the whiskers could increase the 

rigidity of the follicle with respect to the mystacial pad. Either or both of these changes near the 

whisker base could alter the whisker’s deformation in response to an applied force. Given that the 

follicle-whisker junction has been shown to be rigid in the anesthetized animal (Bagdasarian et al., 

2013), blood-based hydrostatic changes are unlikely to be responsible for differences in rigidity 

between awake and anesthetized states. Changes in muscle activation, however, are a potentially 

significant effect that remains to be fully investigated.  

In the anesthetized animal, we observed large translations and rotations of the follicle in the skin 

when a force is applied to the stiff, proximal portion of the whisker (Supplementary Video 2.3). 

Figure 2.3: Manual stimulation reliably decouples mechanical and kinematic variables. 

Mechanical and kinematic variables of contact are shown across trials of active whisking 

(rows A and B, whiskers C1 and Gamma respectively) and passive manual stimulation (rows 

C and D, whiskers B1 and D1 respectively). Awake trials were 3.02 sec (A) and 12.9 sec (B) 

duration; passive trials were 64.67 sec (C) and 114.53 sec (D) in duration. Each point 

represents the observed mechanical and kinematic inputs for a 1 ms time bin. The x-axis 

depicts the angular coordinate of contact in degrees, the y-axis either the axial force (𝐹x, units 

of μN) or moment (𝑀, units of μN-m). Color represents the radial distance of contact in mm. 

During manual deflection, a larger input space is sampled. The actual range spanned by the 

mechanical variables depends on whisker identity. 
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Translations and rotations were not observed during contacts at the more flexible, distal portion of 

the whisker; this rigidity is similarly observed in the awake animal, where mystacial muscles 

prevent movement of the follicle during contact. 

We therefore restricted our analyses in the anesthetized animal to distal contacts (≳ 40% of the 

whisker length), where the apparent rigidity of the whisker-follicle-skin interface is significantly 

greater than the rigidity of the whisker at contact and the follicle does not move appreciably during 

contact.  

2.3.4. Generalized linear models  

We employed generalized linear models (GLMs) to determine the relative importance of kinematic 

and mechanical variables in predicting neural firing. GLMs include linear combinations of the 

history of various input variables, as well as the non-linear characteristic of biological neurons, to 

predict the firing rate of a neuron given previously observed stimulus inputs and the resultant 

spiking patterns (Pillow et al., 2008). The GLM approach lends itself to the analysis of both active 

and passive deflections. “Full model” GLMs were constructed using the three mechanical and the 

three kinematic variables (𝐹y, 𝐹x, 𝑀, 𝑟, 𝜃, 𝑉) as input variables (predictors) for the observed spike 

train at 1 ms resolution. 

We invoke a formulation of the GLM in which the predictors are convolved with a set of nonlinear 

basis functions (“raised cosine bumps”) that cover a desired temporal window into the past over 

which to consider the stimulus history (Pillow et al., 2008). Here we choose the five dimensional 

basis shown in Fig. 2.4A. Each predictor thus gives rise to five “convolved predictors”, each with 

the temporal structure of the corresponding basis function. The basis functions extended 75 ms 
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into the past, to match the temporal extent of the cross-correlations between the observed spikes 

and the various predictors while not being longer than the shortest inter-stimulus interval.  

This procedure gives us a total of 30 “convolved predictors” (6 predictors * 5 basis functions) that 

are the inputs to the model. The GLM then fits optimal coefficients (𝛽lj, 1≤𝑙≤5, 1≤j≤6) for each of 

the 30 convolved predictors, where 𝑙 is the index of the basis function and j is the index of the 

predictor. The model includes one additional coefficient 𝛽0 for a constant term. These 31 
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coefficients are used to construct a linear combination of the 30 convolved predictors; this linear 

combination is the argument to a sigmoidal nonlinearity that outputs the instantaneous probability 

of firing at every 1 ms time bin.  

Before convolving with the basis set, the predictors are whitened to have zero mean and unit 

standard deviation. This allows us to compare 𝛽 coefficients for different predictors that would 

otherwise be on different scales. Fig. 2.4B shows the mean absolute value of the 𝛽𝑙𝑗coefficients 

across all neurons. Each set in this figure refers to a particular basis function; the coefficients 

labeled as 𝛽1 actually comprise all six coefficients 𝛽1𝑗, 1≤j≤6, where the index j labels the 

predictors (𝐹y, 𝐹x, 𝑀, 𝑟, 𝜃, 𝑉). The six coefficients labeled as 𝛽1 represent the weight of the most 

temporally recent and precise time period as specified by the basis function b1; this period covers 

0 to 4 ms into the past with a peak time at 0 ms. The most recent time period is clearly the most 

important in predicting spikes for all six predictors. Subsequent sets of coefficients represent the 

importance of more distant past times, as specified by the corresponding basis functions shown in 

Fig. 2.4A. The very small values of the coefficients 𝛽5 associated with the basis function b5 indicate 

Figure 2.4: Optimal linear filters indicate that moment is the most important predictor 

of Vg neural firing. (A) The non-linear basis of “raised cosine bumps.” (B) Average absolute 

value of the GLM fit coefficients (𝛽) across all neurons. 𝛽1 refers to the coefficient of 𝑙th 

cosine basis function, with 𝑙1 being the most recent and precise, and 𝛽5 being the most delayed 

and diffuse. Shading corresponds to the basis function plotted in (A). Two neurons have been 

omitted from this aggregate analysis because their outlying coefficients 𝛽 (order 1013) 

distorted the averages reported here. (C) The linear combination of the basis functions bl 

plotted in (A) with the coefficients 𝛽𝑖𝑗 obtained from the GLM fit allows us to obtain predictor 

specific filters 𝛼j, shown here as a function of time (truncated at 20 ms for visualization) for 

an example neuron. These filters quickly decay to zero, indicating that the majority of the 

information important to the cell is contained in the preceding few milliseconds. For the cell 

shown here, moment, transverse force, and angular displacement are important input signals, 

with moment being the most important. 
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that there is no need to look much further than 25 ms into the past. Among all predictors, moment 

M has the largest coefficient 𝛽 for the first four basis functions; this indicates that on average, 

moment is the most important predictor of firing activity. 

As detailed in Materials and Methods, it is useful to obtain predictor specific filters 𝛽j, 1≤j≤6, as 

a linear combination of the basis functions bl, 1≤𝑙≤5, with the coefficients 𝛽𝑙𝑗, 1≤𝑙≤5, 1≤j≤6 

obtained from the GLM fit. These predictor specific filters, shown in Fig. 2.4C for an example 

neuron, illustrate the impact of each predictor on the neuron’s firing. Note that the filters shown in 

Fig. 2.4C decay to zero after about 15 ms, and that for this neuron, a change in moment from 

negative to positive, a negative 𝜃, and a negative 𝐹y are the inputs that drive the cell to fire. An 

alternative characterization of inputs relevant to Vg firing follows from calculating spike-triggered 

averages (STA) for each of the input variables. The STAs for the neuron depicted in Fig. 2.4C are 

shown in Supplemental Figure 2.1. 

2.3.5 Relative importance of predictor variables  

Bending moment is not only the most important input to the example neuron in Fig. 2.4C, but also 

emerges as the most important input across all neurons in Fig. 2.4B. However, all input variables 

contribute to the GLM fits. Different neurons might respond strongly to different combinations of 

input variables. To quantify whether kinematic or mechanical variables provide better predictions 

of firing activity, we constructed separate GLMs that had access to only the kinematic variables or 

only the mechanical variables. We refer to these models as “subset models.” We calculated the 

coefficient of determination (R2) between the predicted spiking probability given by these subset 

models and the predicted spiking probability of the full model. Note that this metric is not a 
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measure of how well the models predict the neuron’s firing, but rather of how much of the 

information captured by the full model can be accounted for by either of the two subset models.  

 

Examples of the relationship between the subset model predictions and the full model predictions 

are shown in Fig. 2.5A. For neuron 24, the predictions of the mechanical subset model correspond 

well to those of the full model (R2 = 0.88), while the predictions of the kinematic subset model do 

not (R2 = 0.08). This result indicates that the information present in the mechanical variables 

Figure 2.5: Comparison between full and subset models. (A) The firing rate prediction of 

each subset model is plotted against the prediction of the full model. The predictions are 

probability of a spike in each 1 ms time bin. For neuron 24 in the first row, the mechanical 

model is well correlated with the full model and the kinematic model is not; the opposite is 

true for neuron 8 in the second row. (B) The R2 between the firing rate predicted by the full 

model and the firing rate predicted by each subset model (mechanical on the x-axis; kinematic 

on the y-axis). Each data point represents one neuron. Triangles represent cells recorded during 

active contact; circles represent neurons recorded during manual deflections. Red markers 

correspond to models that predict the cell’s spike rate better than the median accuracy 

(R>0.30). Gray markers indicate poor prediction accuracy (R≤0.30).  
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accounts for most of the information that the full model uses to predict spike rates. The opposite 

is true for neuron 8: the information present in the kinematic variables better accounts for the 

information that the full model uses to predict spike rates.  

The quality of the subset models is quantified over all neurons in Fig. 2.5B, which plots the R2 

values between the predictions of the mechanical subset model and those of the full model against 

the R2 values between the predictions of the kinematic subset model and those of the full model. 

An inverse relationship is apparent, indicating that if the predictions of one subset model account 

well for the predictions of the full model, the predictions of the other subset model do not.  

So far, our analysis has not addressed the quality of the full model predictions. To quantify the 

accuracy of the full model, we computed the Pearson Correlation Coefficient (R) between the 

GLM predicted rate and the observed spike rate, obtained by smoothing the spike train with a 

Gaussian kernel (𝜎 = 15 ms; see Materials and Methods). In Fig. 2.5B, data points are shaded red 

if their R is above the median R value (0.3), and grey if their R is equal to or below the median R 

value. A majority of the red markers (10/15) fall below the diagonal, suggesting that when the full 

model relies on the information provided by the mechanical subset of input variables, the model 

performs better.  

We next asked how well the full model and the subset models could predict the spike rate of each 

neuron. The distribution of R values for the full model is shown in Fig. 2.6A. The median R value 

across all neurons is 0.30. There was no significant difference between active contact and passive 

deflections (Wilcoxon rank-sum test p = 0.18).  
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We then asked how the accuracy of the subset models compares to that of the full model for both 

active contacts and manual deflections. In Fig. 2.6B we plot the distribution of the percent error 

between the full model and each of the subset models. Percent errors near zero indicate that the 

subset model performed as well as the full model; values below zero indicate that the subset model 

performed better than the full model. The data shown in Fig. 2.6B omits two points for which the 

full model performs worse than both subset models. These points also exhibited the worst full 

model performance, with R values smaller than 0.05. All subsequent analyses omit these two 

points.
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Figure 2.6: Mechanical models outperform kinematic models for manual deflections. 

Pearson correlation coefficients (R) between GLM predictions and observed spike rate 

smoothed at 15 ms are compared between the full model and the subset models. (A) Histogram 

of Pearson correlations between the spike rates predicted by the full model and the observed 

spike rates, for all neurons. (B) Percent error between the R value for the full model and for 

each of the subset models is plotted for each neuron. Active contact responses are plotted as 

magenta triangles, manual deflections as cyan circles. Values close to zero indicate that the 

subset model performed almost as well as the full model; values less than zero indicate that the 

subset model performed better than the full model. Histograms indicate the distributions of the 

percent differences of each subset model for active contacts (magenta), manual deflections 

(cyan), and the whole population (gray). For the data shown here (see text), results for the 
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For the manual stimulation data, the median percent error for the mechanical subset models tend 

to lie closer to zero than the median percent error for the kinematic models (Wilcoxon signed rank 

test p<0.05); in contrast, there is no such trend for the active contact data (Wilcoxon signed rank 

test p=0.43).  

Finally, in Fig. 2.6C, we compared the accuracy of the mechanical subset model versus that of the 

kinematic subset model for both active contacts and passive, manual deflections. We found that 

75% (15/20) of neurons recorded with passive stimulation lie below the diagonal (linear model 

slope 95% CI = [0.20 0.96], paired t-test p<0.05), while those neurons recorded with active touch 

lie closer to the diagonal (6/9 above, 3/9 below; linear model slope 95% CI = [-0.42, 1.73], paired 

t-test p=0.37). These results indicate that although the mechanical model better predicts firing 

during manual stimulation, there is no evident preference for kinematic or mechanical models 

during active touch.  

The input space characterization in Fig. 2.3 explains why it is not possible to distinguish between 

subset models during active contact: in this scenario, the input space is relatively small and the 

kinematics and mechanics tend to be more tightly coupled than under manual, passive 

stimulation. If the inputs to the two subset models are highly coupled – as they are in the active 

case – then these models receive similar input information and neither can expected to predict 

Vg activity better than the other.  

subset model trained on mechanical data are significantly closer to zero for manual deflections 

but not for active contacts. (C) The R values for the two subset models are plotted against each 

other. Points that lie below the diagonal indicate that the mechanical model better predicted 

the spike rate than the kinematic model. Color and marker scheme same as in (B). 
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 2.4 Discussion 

Neurons of the trigeminal ganglion are the gatekeepers of all available tactile information in the 

rodent vibrissal system. The manner in which these neurons represent tactile information places 

direct constraints on the processing performed by more central trigeminal structures, including 

thalamus and cortex. Understanding how information is encoded and transformed in Vg neurons 

is thus essential to obtaining an understanding of vibrissal related responses in these central 

structures. 

2.4.1 Kinematic and mechanical signals are coupled in standard passive stimulation 

experiments 

Historically, responses of neurons in the vibrissotrigeminal system have been described in terms 

of whisker kinematics (Gibson et al., 1983b; Jones et al., 2004a; Jones et al., 2004b; Leiser et al., 

2007; Lottem et al., 2015; Moore et al., 2015; Shoykhet et al., 2000; Simons, 1978; Szwed et al., 

2003; Szwed et al., 2006b; Zucker et al., 1969). More recently, however, studies have suggested 

that mechanics offer an alternative explanation for firing properties of neurons at multiple levels 

of the trigeminal pathway (Campagner et al., 2016; Chen et al., 2015; Hires et al., 2015; Xu et al., 

2012).  

The possibility that Vg neurons encode the mechanics of touch is not inconsistent with the body 

of literature describing kinematic encoding, because mechanical and kinematic variables are often 

inherently coupled. It is common to stimulate whiskers through small angles close to the base, so 

that almost no bending of the whisker occurs (Gibson et al., 1983b; Jones et al., 2004a; Jones et 

al., 2004b; Lichtenstein et al., 1990; Zucker et al., 1969). Under these stimulation conditions there 

is no room for mechanics and kinematics to decouple, making it impossible to distinguish between 

these two coding possibilities. Campagner et al. (2016) elegantly demonstrate this coupling during 
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passive stimulation with a piezoelectric (piezo) bender. They show that during piezo stimulation, 

curvature change and angle are tightly correlated; GLMs based on either of these variables 

therefore produce indistinguishable predictions. They further show that in the awake animal, in 

contrast, curvature change and angle are decorrelated; they attribute this decorrelation to the awake 

condition.  

The novel manual stimulation paradigm of the present work demonstrates that kinematics and 

mechanics are not necessarily coupled during passive stimulation, nor necessarily decoupled 

during active contact (Fig 2.3). Decoupling is essential to distinguish between the two possible 

coding schemes in the trigeminal ganglion.  

2.4.2 Decoupling mechanical and kinematic signals during contact reveals that Vg 

responses are better predicted by mechanics than kinematics  

The novel manual whisker stimulation protocol employed in the present work allows us to reliably 

explore larger regions of input space in which the strong coupling between mechanics and 

kinematics breaks down (Fig. 2.3). By working in this decoupled regime, the present study 

demonstrates that Vg neurons more closely represent mechanical rather than kinematic variables 

during contact. The optimal filters produced by the GLM more heavily weight the mechanics of 

contact; on average, bending moment is the most important predictor in models that have access 

to both mechanical and kinematic inputs (Fig. 2.4B).  

Furthermore, in cases where mechanics (rather than kinematics) account for most of the predictive 

ability of the full model, the full model better predicts the spiking behavior of the neuron. The 

predictive accuracy of models with access to only mechanical inputs is frequently as good as that 

of models with access to all inputs; this is less frequently the case for models with access to only 
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kinematic inputs (Fig. 2.6B). Finally, models with access to only mechanical inputs perform better 

than those with access to only kinematic inputs (Fig. 2.6C). 

Importantly, the improved predictive accuracy attributed to mechanical variables is seen only for 

experiments in which the kinematics and mechanics are decoupled and thus carry distinct 

information. In our experiments, body-restrained awake animals only infrequently exhibited the 

type of whisking behavior that would be required to sample a large input space and decouple 

kinematics and mechanics. Accordingly, models of Vg responses in the awake animal based on 

mechanical variables rarely outperformed those based on kinematic variables, practically 

mirroring the null result observed by Campagner et al. (2016) during passive stimulation when 

mechanical and kinematic information were coupled.  

It is worth emphasizing that our conclusions, as well as those of Campagner et al. (2016), regarding 

the comparative ability of kinematic and mechanical variables to predict the firing of Vg neurons, 

are based on a simple model of neural encoding: that Vg neurons respond to a linear combination 

of relevant features of the stimulus, followed by a global static nonlinearity that accounts for the 

Poisson statistics of the spike generation process. This is the conceptual framework that underlies 

the choice of GLM models, whose ability to predict the firing of Vg neurons in response to passive 

stimulation was first established by Bale et al. (2013). In asking which set of variables, kinematic 

vs mechanical, are better predictors of Vg activity when used as inputs to a GLM model, we ask 

which set of variables is more informative within the hypothesis of linear-non-linear (LNL) 

encoding.  

2.4.3 Kinematic and mechanical variables as explanatory variables for Vg firing 
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At first glance, some results of the present work may appear to contradict those of Campagner et 

al. (2016). Our results show that mechanical models perform better than kinematic models in 

anesthetized experiments but show little distinction in the awake animal. In direct contrast, 

Campagner et al. (2016) find similar performance of mechanical and kinematic models in the 

anesthetized animal but that mechanical models perform better than kinematic models in the awake 

preparation.  

The fundamental reason for the apparent discrepancy is that in the awake animal Campagner et al. 

(2016) use a kinematic variable ( head) that varies independently of object contact, but a 

mechanical variable (change in curvature) that varies only with contact. Given that the response 

of Vg neurons is strongly correlated with contact (Leiser et al., 2007; Zucker et al., 1969), the 

mechanical variable will necessarily have a higher predictive value, especially at 100 ms time 

scales that match the duration of a whisk. 

The reason θhead is independent of contact is that this angle is measured with respect to the midline 

of the animal’s head. In contrast, change in curvature at the base (a proxy for bending moment) is 

measured independently of the whisker’s position relative to the head. The angle θhead and 

curvature change will be decoupled in the awake experiments because contact with an object can 

occur at different positions relative to the head. For example, a whisker can exhibit very similar 

curvature changes regardless of whether it makes contact with a peg at θhead = 70° or at θhead = 

110°.  

In Campagner et al. (2016) figure 2.4G it is clear that if one were to account for the value of 𝜃ℎ𝑒𝑎𝑑 

at the initial contact with the pole, curvature change would be strongly correlated with an angle 

that would not be 𝜃ℎ𝑒𝑎𝑑 but 𝜃𝑝𝑢𝑠ℎ – the angle used in the present work and in other studies of 
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mechanical coding of object location (Bagdasarian et al., 2013; Birdwell et al., 2007; Kaneko et 

al., 1998; Pammer et al., 2013; Solomon et al., 2011). Campagner et al. (2016) briefly address this 

point. Their results from the awake animal show smaller differences in performance between 

models based on kinematic or mechanical inputs when 𝜃𝑝𝑢𝑠ℎ  is used as the kinematic variable, 

consistent with the present findings.  

In the anesthetized rat experiments of Campagner et al. (2016), θhead and curvature are always 

strongly correlated because the whisker is trimmed (to 5 mm), angles of deflection are relatively 

small (10°), and the deflection is always applied at the same value of θhead. Had these experiments 

used large amplitude deflections and/or deflections further from the whisker base, θhead would 

presumably have decoupled from curvature changes. 

More subtly, the quantification of mechanical inputs differs between the present work and that of 

Campagner et al. (2016). Forces and moments at the whisker base cannot be measured directly 

because any sensor placed at the whisker base would interfere with the whisker’s mechanics. 

Campagner et al., (2016) use curvature change at the base as a proxy for bending moment, an 

approximation based on linear elastic beam theory (Beer et al., 2015). In contrast, we use a 

validated quasi-static model of whisker bending to compute forces and moments at the base during 

contact (Birdwell et al., 2007; Huet et al., 2016; Huet et al., 2015; Solomon et al., 2008; Solomon 

et al., 2010). This model accounts for the full shape of the whisker, not just the base segment, and 

offers the advantage of computing the axial and transverse forces in addition to bending moment.  

2.4.4 A mechanical framework for interpreting primary sensory signals during both 

contact and non-contact whisking 



68 
 

Our work and that of Campagner et al. (2016) agree that Vg neurons encode mechanical variables 

more robustly than kinematic variables; we suggest that the consistency of this result across studies 

helps interpret recent data demonstrating phase coding in Vg neurons during free air whisking 

(Wallach et al., 2016). The work of Campagner et al. (2016) shows that during non-contact 

whisking, a GLM with access to angular acceleration can account for much of the Vg firing. With 

the assumption that Vg neurons are mechanically sensitive, our analyses suggest that the phase 

encoding described by Wallach et al., 2016 and the angular acceleration tuning described by 

Campagner et al. (2016) both result from inertial forces on the follicle that occur during periods of 

high angular acceleration (Boubenec et al., 2012; Quist et al., 2014).  

Many Vg neurons are known to respond during both non-contact and contact whisking (Leiser et 

al., 2007; Szwed et al., 2003). Here we propose that the encoding of mechanical signals provides 

a unified explanation for both phase tuning during non-contact whisking and responses during 

contact. Ultimately, a dynamic model that describes inertial forces during non-contact whisking 

will be required to verify this hypothesis. It remains unknown how downstream neurons might 

distinguish Vg spikes that encode phase and hypothetically represent inertial forces from Vg spikes 

that represent contact forces.  

In this light, the results of all four recent studies (Campagner et al., 2016; Quist et al., 2014; 

Wallach et al., 2016), including work in this thesis, provide strong support to the view that Vg 

neural responses more generally represent the mechanical deformations that occur at the level of 

the follicle, and that apparent correlations between Vg firing and kinematics are a result of inherent 

correlations between kinematics and mechanics. This line of evidence suggests that previous 

results describing the encoding of kinematic variables in the Vg correspond to scenarios 
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characterized by strong correlations between kinematic and mechanical variables. It remains 

possible that central brain regions take advantage of this inherent correlation to extract 

behaviorally relevant information about object location or features; there is support from both 

simulation (Solomon et al., 2011) and behavioral (Bagdasarian et al., 2013; Pammer et al., 2013) 

studies indicating that rodents could use a combination of Fx and M to determine the 2D location 

of a contact point. 

2.4.5 Limitations of the current approach 

Our models were unable to reach very high prediction accuracies (median R value = 0.30, max = 

0.65); this performance is not as good as might be expected in view of previous evidence that Vg 

neuron responses are highly precise and repeatable given identical stimuli (Bale et al., 2015; Jones 

et al., 2004a; Jones et al., 2004b).  

We offer four explanations for these seemingly low correlation values.  

First, we note that in the present study, R value is only computed during contact, in order to avoid 

inflation of this statistic due to periods of non-contact when spiking is absent (anesthetized) or 

sparse (awake). When correlation coefficients were computed to include both periods of contact 

and non-contact in the awake animal, median R-values increased from 0.27 to 0.47 for kinematic 

models and 0.26 to 0.38 for mechanical models. Including periods of non-contact in model 

evaluation will tend to inflate model performance; any variable that captures transitions between 

contact and non-contact will easily predict the associated changes in Vg firing rate.  

Second, the present work, as well as the majority of reports of Vg neuron firing activity in both 

awake and anesthetized experiments, is based entirely on a 2D analysis, even though there is ample 

evidence that the whisker moves in 3D (Hobbs et al., 2015, 2016; Huet et al., 2014, 2016; Huet et 
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al., 2015; Knutsen et al., 2008; Yang et al., 2016) and that Vg neurons are directionally tuned in 

three dimensions (Jones et al., 2004a; Lichtenstein et al., 1990; Minnery et al., 2003). 

Third, the quasi-static models used to compute forces and moments at the base of the whisker omit 

the effects of friction and whisker dynamics, including collisions and vibrations (Boubenec et al., 

2012; Shantanu P Jadhav et al., 2009; Quist et al., 2014; Ritt et al., 2008; Wolfe et al., 2008; Yan 

et al., 2013). To predict spikes at high temporal resolution would require the use of a dynamic 

model and the ability to track the whisker at spatiotemporal resolutions beyond the capability of 

the videographic approaches used here.  

Lastly, our models are based on linear combinations of stimuli that vary over wide ranges. The 

only nonlinearity in the model, a static nonlinearity applied to the linear combination as a whole, 

accounts for the Poisson nature of spiking statistics. This type of simplified Linear-Nonlinear 

(LNL) model offers strong mathematical advantages; in the case of a GLM, a guarantee that the 

fitting function that determines the coefficients of the model is convex and has a unique solution 

easily reachable by gradient methods. However, these models do not allow for linear combinations 

or nonlinearities that could be specific to some regions in the space of inputs. As our experimental 

methods sample wider regions of input space, it seems reasonable to expect that a single linearized 

assumption over the full space followed by a single, global nonlinear transformation will prove to 

be too simplistic. The relatively low quality of prediction achieved here thus might signal the 

limitations of this type of GLM.  

Another limitation of our approach is a time resolution of 15 ms, considerably less than the ms or 

even sub-ms resolution exhibited by Vg neurons (Bale et al., 2015; Jones et al., 2004a). Temporal 

resolution was similarly limited the study of Campagner et al. (2016), who employed a 100 ms 
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window in contrast to our 15 ms Gaussian kernel. This limit is due in part to experimental 

constraints in the temporal resolution of the kinematic and mechanical variables chosen as 

explanatory variables for Vg activity and used as GLM inputs, as addressed in both Results and 

Experimental Procedures. As discussed above, the quasi-static models used to compute forces and 

moments at the base of the whisker further limit the achievable time resolution. 

In addition, both our work and that of Campagner et al. (2016) use a similar single-trial modeling 

approach. Trial averaging would have allowed us to predict spike timing with higher accuracy 

(Bale et al., 2013), but would have required precise duplication of motor command across trials. 

The variability of whisking behavior in awake animals prevents this duplication. As for the 

deflection experiments in anesthetized animals, precise duplication could only be achieved by 

sampling within a narrow region of stimulus space, an approach deliberately avoided here in order 

to achieve kinematic and mechanical decoupling. 

Our work thus offers predictive accuracies as high as can be achieved within these experimental 

and modeling limitations. The results point towards the conclusion that mechanics more accurately 

predict primary sensory neuron firing than kinematics, within the hypothesis of linear-non-linear 

(LNL) encoding, and when the two sets of variables are decoupled. A more stringent test of this 

hypothesis would require a full 3D characterization of both kinematic and mechanical signals at 

higher spatiotemporal resolution, a full dynamic model of the whisker for computing forces and 

moments at its base, and possibly an increased level of modeling sophistication beyond GLMs.  

Ultimately, access to a large, decoupled input space is likely to be critical in understanding the 

coding properties of Vg neurons during natural behavior. Body or head restrained animals tend to 

generate relatively stereotyped, small angle whisking motions (Deutsch et al., 2012) that sample 
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the input space within the coupled regime (Fig. 2.3). However, tactile information acquired 

through whisking during exploratory behavior is varied and complex (Arkley et al., 2014; Carvell 

et al., 1990; Grant et al., 2009; Hobbs et al., 2016; Mitchinson et al., 2007; Saraf-Sinik et al., 2015; 

Schroeder et al., 2016; Sellien et al., 2005; Towal et al., 2008; Voigts et al., 2015). Neurons of the 

Vg must be able to encode the signals associated with the full range of potential stimuli, including 

large angle deflections and very distal contacts. By adopting a mechanical characterization of 

tactile information, we can quantify the large input space available during tactile sensation in a 

manner that incorporates the true shape and deformability of the whisker.  

2.5 Materials and Methods 

All procedures involving animals were approved in advance by the Northwestern University 

Animal Care and Use Committee. A total of fourteen female Long Evans rats (age 2-6 months) 

were used. 

2.5.1 Surgical Procedures 

Animals were anesthetized with a ketamine-xylazine hydrochloride combination delivered 

intraperitoneally (60 mg/kg ketamine, 3.0 mg/kg xylazine, and 0.6 mg/kg acepromazine maleate). 

Four or five stainless steel screws were placed in the skull over neocortical areas and covered in 

dental acrylic. For anesthetized recordings this structure was affixed to the surgical bed; for chronic 

(awake) recordings, it formed the base of the electrode implant.  

A small (~1mm diameter) craniotomy was then performed in order to allow access to the 

trigeminal ganglion (Vg), at location ~2mm caudal relative to bregma and ~2mm lateral to the 

midline. A single tungsten electrode (FHC, Bowdoin, ME; typical impedance 2-5 MΩ) was 

lowered to a depth of ~10mm until multi-unit responses to whisker deflections could be heard. The 
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electrode was then lowered more slowly until isolated single neuron responses to tactile 

stimulation of a single vibrissa were obtained.  

For chronic recordings, the electrode was then fixed in place using dental acrylic. In some animals, 

electrodes were bilaterally implanted in the Vg. Recordings from awake, chronically implanted 

animals were started no sooner than four days after surgery and continued for up to three weeks. 

All chronic implantation surgeries were performed in a sterile field. 

2.5.1.1 Anesthetized recordings  

Five animals were used to test the responses of Vg neurons to passive, manual deflection. After 

performing the craniotomy described above, single tungsten electrodes (FHC ~1MΩ) were 

lowered to a depth of ~10 mm until a neuron that responded to the deflection of a single whisker 

was isolated. We recorded video from a top-down view at 300 fps with an exposure time of 1 ms 

(Teledyne Dalsa Genie HM640; Waterloo, Canada).  

Neural signals were amplified on an A-M Systems (Sequim, WA) four channel amplifier (1,000x 

gain) with analog bandpass filtering between 10 Hz and 10 kHz before digital sampling at 40 kHz 

using Datawave SciWorks (Loveland, CO). After acquisition, traces were digitally bandpass 

filtered between 300 Hz and 6,000 Hz before spike sorting. Spikes were identified and sorted 

offline, and spike times were rounded to the nearest ms for comparison with video data. Examples 

of raw data are shown in Fig. 2.1A-C.  

In order to robustly track the whisker in the high-speed video, the surrounding fur was removed 

with depilatory cream (Nair™; Church and Dwight, Ewing, NJ) and surrounding whiskers were 

either trimmed or held back against the fur. Care was taken not to deform the whisker or the 

mystacial pad during recordings. 
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Whiskers were deflected manually by pressing a 0.3 mm graphite rod against the whisker 

(Supplementary Video 2.1B). Between 20 and 40 deflections were applied at variable radial 

distances (up to 90% of the whisker length), at two velocities and two directions (rostral to caudal, 

and caudal to rostral) for a total of 80-160 deflections per whisker. Analyses were restricted to 

distal contacts (>40% of the whisker length), where the follicle does not move appreciably during 

contact. Whiskers were also held in a deflected position for periods of about 3 s to test adaptation 

characteristics. All deflections were on the order of several mm. 

2.5.1.2 Awake recordings 

Seven animals were gentled for 8-10 days prior to surgery. During gentling, rats were acclimated 

to restraint in a V-shaped fabric bag that prevented body movement but permitted head and neck 

movements. 

Starting four days after surgery, on each day of testing we gently restrained the rat and again 

confirmed that each neuron responded to tactile stimulation of one and only one whisker. All other 

whiskers on that side of the rat’s face were trimmed to the level of the fur. Rats were then placed 

in the fabric bag, and high-speed video (Photron FastCam, San Diego, CA; either 1024PCI or 

512PCI) was used to record the top-down view of the rat’s head as it whisked against a rigid 

vertical peg (3 mm diameter). Video was taken at 1,000 fps, with a shutter speed of 1/3,000 s to 

reduce motion blur.  

Signals from Vg neurons were recorded with a Triangle Biosystems (Durham, NC) 8-channel 

preamplifier (2x gain) and a custom-built amplifier (500x gain). Signals were analog band-pass 

filtered between 0.33 Hz and 10 kHz before sampling at 40 kHz using Datawave SciWorks. Traces 

were then digitally bandpass filtered between 300 Hz and 8,000 Hz before spike sorting. Spikes 
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were identified and sorted offline, and spike times were rounded to the nearest ms for comparison 

with video data. Examples of raw data are shown in Fig. 2.1 D-E.  

2.5.2 Calculation of kinematic and mechanical variables 

For both anesthetized and awake experiments, whisker shape was extracted from each video frame 

using the software Whisk (Clack et al., 2012). The kinematic and mechanical variables of contact 

were computed from the whisker shape; see Fig. 2.2.  

The kinematic variables of contact are: radial distance (r), angle of contact (𝜃push or 𝜃deflection), and 

angular velocity (V). The variable r is the linear distance between the basepoint and the contact 

point. The variable 𝜃deflection is valid for manual deflection; as illustrated in Fig. 2.2A, it is the angle 

between two line segments: one that connects the initial point of contact to the whisker basepoint 

and one that connects the current contact point to the whisker basepoint (Gibson et al., 1983a, 

1983b; Lichtenstein et al., 1990; Lottem et al., 2009, 2011; Shoykhet et al., 2000; Shoykhet et al., 

2003). The variable 𝜃push is valid for active whisking; as illustrated in Fig. 2.2D, it represents the 

angle swept out by the tangent to the whisker at its base from the time of contact onset to the 

current time (Bagdasarian et al., 2013; Quist et al., 2012b; Solomon et al., 2011). The velocity (V) 

is the temporal derivative of either 𝜃𝑑𝑒𝑓𝑙𝑒𝑐𝑡𝑖𝑜𝑛 or 𝜃𝑝𝑢𝑠ℎ. 

The mechanical variables of contact are the axial force (Fx), the force parallel to the whisker axis 

near its base, positive pointing out of the follicle; the transverse force (Fy), the force perpendicular 

to the whisker axis, directed in the rostral direction; and the bending moment (M), the moment 

about the vertical z-axis that passes through the whisker base. Mechanical variables were 
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computed using a quasi-static model of whisker bending (Birdwell et al., 2007; Quist et al., 2012b; 

Solomon et al., 2008; Solomon et al., 2010).  

All mechanical and kinematic data were median filtered to eliminate point outliers. Variables 

computed from video acquired at 300 fps were linearly interpolated to 1,000 Hz for comparison 

with spike times on the 1 ms scale. Velocity was calculated using a central difference 

approximation of the angular component of contact and low pass filtered at 85 Hz. 

The spike train was smoothed with a Gaussian kernel with standard deviation 𝜎 to find the rate 

𝑟(𝑡): 

𝑟(𝑡) =  
1

√2𝜋𝜎2
 ∑ 𝑒

−(𝑡−𝑡𝑗)2

2𝜎2𝑁
𝑗=1  ,      (Equation 2.1) 

where N is the total number of spikes, 𝜎 is the standard deviation of the kernel, and 𝑡𝑗 is the time 

of spike j. The standard deviation 𝜎 of the Gaussian kernel was varied between 1 ms and 500 ms 

to observe the effect of temporal smoothing on the quality of predictions. An optimal kernel width 

of 𝜎 = 15 ms was chosen for all subsequent analyses. This was the smallest value of 𝜎, below 

which we observed a sharp decrease in the quality of predictions.  

2.5.3 Generalized Linear Models: 

Each GLM is of the form:  

𝑝(𝑡) = 𝑓 (∑ ∑ 𝛼𝑗
𝜏
𝑡′=0

𝐾
𝑗=1 (𝑡′) 𝑥𝑗(𝑡 − 𝑡′)) .     (Equation 2.2) 
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Here 𝑝(𝑡) is the probability that the neuron emits a spike in the 1 ms time interval centered at time 

𝑡, 𝑓 is a logistic nonlinearity, and 𝑗 sums over all the predictor variables. Each one of these 

variables 𝑥𝑗, 1 ≤ 𝑗 ≤ 𝐾, contributes to the argument of the logistic nonlinearity through its current 

value and its values in the preceding 𝜏 time bins, weighted by the filter parameters 𝛼𝑗(𝑡′), 0 ≤ 𝑡′ ≤

𝜏. Full models used (r, 𝜃, V, Fx, Fy, M) as predictor variables (𝐾 = 6), while subset models had 

access to either kinematic variables (r, 𝜃 , V) or mechanical variables (Fx, Fy, M), so that 𝐾 = 3. 

Since the neural response is quantified as a spike either present or absent in each 1 ms time bin, 

the statistics process being modeled is Bernoulli and the nonlinearity is sigmoidal (McCullagh et 

al., 1989): 

  𝑓(𝑢) =  
1

1+𝑒−𝑢 .       (Equation 2.3) 

The GLM finds the filters {𝛼𝑗(𝑡′)}, 0 ≤ 𝑡′ ≤ 𝜏, 1 ≤ 𝑗 ≤ 𝐾 that maximize the likelihood of the 

observed spiking activity. To enforce continuity of the filters as a function of time and reduce the 

number of coefficients needed to specify the model, it is convenient to introduce a basis of “raised 

cosine bumps” 𝑏𝑙(𝑡), 1 ≤ 𝑙 ≤ 𝐿 (Pillow et al., 2008). Here we used the 𝐿 = 5 basis shown in Fig. 

2.4A. The functions peak at 0 ms (𝑙 = 1), 1 ms (𝑙 = 2), 3 ms (𝑙 = 3), 8 ms (𝑙 = 4), and 17 ms 

(𝑙 = 5); the basis covers 75 ms into the past. 

The expansion of each filter in terms of this basis, namely 

  𝛼𝑗(𝑡′) = ∑ 𝑏𝑙(𝑡′) 𝛽𝑙𝑗
𝐿
𝑙=1  ,      (Equation 2.4) 
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results in an interesting reformulation of the GLM:  

  𝑝(𝑡) = 𝑓(∑ ∑ 𝛽𝑙𝑗 �̃�𝑙𝑗
𝐿
𝑙=1

𝐾
𝑗=1 (𝑡) ) ,     (Equation 2.5) 

where the input variables to the model �̃�𝑙𝑗  (𝑡) are now “convolved predictors”, the filtered versions 

of the original input variables, namely:  

  �̃�𝑙𝑗  (𝑡) = ∑ 𝑏𝑙(𝑡′)𝜏
𝑡′=0  𝑥𝑗(𝑡 − 𝑡′) .     (Equation 2.6) 

In this formulation, the problem of fitting the parameters of the GLM is reduced from that of 

finding the filters 𝛼𝑗(𝑡′), 1 ≤ 𝑗 ≤ 𝐾, 0 ≤ 𝑡′ ≤ 𝜏, to that of fitting a smaller number of parameters: 

the coefficients 𝛽𝑙𝑗, 1 ≤ 𝑙 ≤ 𝐿, 1 ≤ 𝑗 ≤ 𝐾.  

To evaluate each GLM we implemented ten-fold cross-validation, using 90% of each neuron’s 

dataset to fit the coefficients 𝛽𝑙𝑗. The fitted GLM was used to predict the spike rate on the 

remaining 10% of the data. This procedure was repeated ten times, so that the entire neural 

response was eventually predicted from a model whose coefficients were fit on independent data. 

This method prevents overfitting and allows the model to be evaluated based on how well it 

generalizes to new data. 

The quality of each GLM was quantified through the correlation coefficient between the predicted 

rate 𝑝(𝑡) of Equation 5 and the rate 𝑟(𝑡) obtained from Equation 1. 
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Data for non-contact periods were omitted in calculations of correlation coefficients. Given that 

Vg neurons do not fire during non-contact, a precise prediction of no activity during these periods 

would have unduly inflated model performance. Predictions were tracked only during contact 

periods.  

Percent difference between the subset models and the full model was calculated as 100 ∗

(𝑅𝑓𝑢𝑙𝑙− 𝑅𝑠𝑢𝑏𝑠𝑒𝑡) 

𝑅𝑓𝑢𝑙𝑙
 , where 𝑅 is the Pearson Correlation Coefficient between the observed spike rate 

𝑟(𝑡) and the predicted spike rate 𝑝(𝑡) obtained with either the full model or one of the two subset 

models. 
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Chapter 3: Whisker vibrations and the activity of trigeminal primary 

afferents in response to airflow 

3.1 Abstract 

Rodents are the most commonly studied model system in neuroscience, but surprisingly few 

studies investigate the natural sensory stimuli that rodent nervous systems evolved to interpret. 

Even fewer studies examine neural responses to these natural stimuli. Decades of research have 

investigated the rat vibrissal (whisker) system in the context of direct touch and tactile stimulation, 

but recent work has shown that rats also use their whiskers to help detect and localize airflow. The 

present study investigates the neural basis for this ability as dictated by the mechanical response 

of whiskers to airflow. Mechanical experiments show that a whisker’s vibration magnitude 

depends on airspeed and the intrinsic shape of the whisker. Surprisingly, the direction of the 

whisker’s vibration changes as a function of airflow speed: vibrations transition from parallel to 

perpendicular with respect to the airflow as airspeed increases. Recordings from primary sensory 

trigeminal ganglion neurons (Vg) show that these neurons exhibit responses consistent with those 

that would be predicted from direct touch. Trigeminal neuron firing rate increases with airspeed, 

is modulated by the orientation of the whisker relative to the airflow, and is influenced by 

the whisker’s resonant frequencies. We develop a simple model to describe how a population of 

neurons could leverage mechanical relationships to decode both airspeed and direction. These 

results open new avenues for studying vibrissotactile regions of the brain in the context of 

evolutionarily important airflow-sensing behaviors and olfactory search.  

3.2 Introduction  
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Animal nervous systems, and the computations they perform, evolve to process and act on sensory 

information critical for survival. For rodents, the whiskers (vibrissae) are a particularly important 

sensory modality and the brain structures associated with the whiskers are correspondingly 

expanded (Welker et al., 1974; Woolsey et al., 1970). Although the rodent whisker system is a 

premier model for studying active touch (Chakrabarti et al., 2018; Hobbs et al., 2015; Kleinfeld et 

al., 2011; Knutsen et al., 2006; Maravall et al., 2014; O'Connor et al., 2013) we still lack a full 

understanding of the stimuli that guided the evolution of vibrissal-related neural structures.  

We recently demonstrated that whiskers aid rats in localizing an airflow source, suggesting that 

somatosensory regions of the rodent brain may have evolved to process signals associated with 

airflow, in addition to direct touch (Yu et al., 2016a). Such processing is likely to be particularly 

important in the coordination of whisking and sniffing during olfactory search (Bhattacharyya et 

al., 2015; Kleinfeld et al., 2014; Moore et al., 2013; Ranade et al., 2013; Smear et al., 2011). These 

behavioral findings raise the question: how do the whiskers mechanically respond to airflow, and 

how do whisker-sensitive neurons of the trigeminal system represent airflow information?  

Previous work has shown that a whisker both bends and vibrates in response to airflow stimulation 

(Yu et al., 2016b). Vibrissal-responsivse neurons would be expected to respond to both of these 

mechanical components. In the present study we quantify the magnitude and direction of whisker 

vibration for a wide range of airflow stimulation parameters. We then record from a small number 

of vibrissal-responsive primary sensory neurons in the trigeminal ganglion (Vg) while delivering 

airflow stimuli to the whisker array.  
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Because the responses of Vg neurons to direct touch are well-characterized, we can confirm 

expectations for their responses to airflow using only a small set of neurons. We find that Vg firing 

rates adapt over the course of seconds; firing rates increase with airspeed and are affected by the 

orientation of the whisker relative to airflow; and spiking periodicity is related to the whiskers’ 

resonant frequencies. We conclude with a synthetic model that hypothesizes how features of both 

bending and vibration may be coded simultaneously in whisker-responsive afferents, providing 

the animal cues about both airspeed and direction.  

3.3 Materials and Methods 

All procedures involving animals were approved in advance by Northwestern University’s Animal 

Care and Use Committee.   

3.3.4 Mechanical experiments 

Mechanical experiments were performed on five vibrissae plucked from a single, adult (≥ 3 months 

old) female Long Evans rat. Each whisker was identified by its row and column position within 

the array (van der Loos et al., 1973): E2, α, A2, C2, and D5. To ensure that the whiskers were 

representative of typical rat whiskers, we confirmed that their geometric and mechanical 

parameters (length, base diameter, density) fell well within the range of the dataset described by 

Belli et al., 2017. This dataset includes parameters for 519 whiskers from both male and female 

rats, with whiskers obtained in seven different laboratories. We therefore expect all mechanical 

results to generalize to male rats. The geometry of each whisker was obtained by scanning it on a 

flatbed scanner (Epson Perfection 4180 Photo) and then manually tracing its shape in Photoshop. 

Detailed descriptions of the experimental setup, three-dimensional video tracking, and vibrissal 

morphology are provided in previous work (Yu et al., 2016b). Briefly, the base of each whisker 
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was mounted in a clamp and a hair dryer was used to deliver airflow through a long PVC tube at 

six different airspeeds (approximately 0.5, 1.4, 2.2, 3.4, 4.4 and 5.6 m/s) The vibrissae were 

positioned such that the intrinsic curvature was oriented at five angles relative to the airflow (0 

45 90 135, and 180).   

For each combination of orientation and airspeed, two orthogonally mounted video cameras 

(Photron, FASTCAM-1024PCI), each fitted with a macro lens, were used to capture the whisker’s 

shape at 1,000 frames per second (fps). The two camera views were merged to reconstruct the 

whisker’s 3D shape. To ensure we captured steady-state behavior of the whisker, video recording 

began at least 10 seconds after airflow was applied and lasted for 5 seconds (5,000 frames). 

The airspeeds were selected based on meteorological studies of land-surface wind speeds, which 

typically range between 0-5 m/s (Monahan et al., 2011). We also used a hot-wire anemometer 

(Omega, model HHF42, resolution = 0.1m/s) to measure wind speed in locations where we had 

observed rats to live (bushes, dumpsters, fields, etc.).  These measurements confirmed that the 

range 0.5-5.6 m/s bracketed the wind speeds that rats would typically encounter. 

Reynolds number (Re) calculations were performed for all 519 whiskers in the dataset of Belli et 

al., 2017. Re was computed as 𝑅𝑒 = 𝑢𝐷/𝜈, where 𝑢 is the airflow speed, 𝐷 is the diameter of the 

whisker, and 𝜈 is the kinematic viscosity of air. For fixed values of 𝑢 and 𝜈, the maximum value 

for Re is always found at the whisker base, where the diameter is largest. 

3.3.5 Quantifying vibration magnitude  

Previous studies have shown that in response to an airflow stimulus a whisker will bend to a new 

position and then vibrate around that new deflected position (Yu et al., 2016b).  Bending and 
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vibration can thus be thought of as the mean and fluctuations of the whisker’s position in airflow. 

Vibration magnitude was therefore computed as the fluctuations of the whisker about its mean, as 

follows. 

First, each whisker was discretized into nodes, spaced 2 mm apart. Second, we calculated the mean 

(x, y, z) position of each node in airflow (the temporal average of the position over all 5,000 

frames). We found the vector connecting the whisker’s basepoint to the mean position of that node 

(“vector 1”). Third, for each of the k video frames we found the vector connecting the whisker’s 

basepoint to the instantaneous (x, y, z) position of that node (“vector 2”). For each node and each 

frame k, the instantaneous vibration magnitude 𝜙𝑘 was then computed as the angle between vector 

1 and vector 2. Finally, for each node, the vibration magnitude 𝜙𝑣𝑖𝑏 was found as the time average 

of the absolute value of all 5,000 instantaneous vibration magnitudes:  

 𝜙𝑣𝑖𝑏 =
1

𝑇
∑| 𝜙𝑘|

𝑇

𝑘 =1

 (Equation 3.1) 

where k is the frame number, and T is the video duration (5,000 frames).   

3.3.6 Quantifying vibration direction  

To quantify vibration direction we used the following method. At each node along the whisker 

length, we imagined taking a cross-section of the whisker, perpendicular to its long axis. The 

position of the node in that cross-sectional plane was then plotted for each video frame. This 

procedure revealed how much the whisker vibrated at each point along its length. We defined the 

vibration direction index (VDI) to quantify the extent to which this vibration direction is parallel 

or orthogonal to airflow direction: 
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𝑉𝐷𝐼 =
𝑁⊥

𝑁∥
 (Equation 3.2) 

where 𝑁⊥ denotes the number of frames in which the whisker nodal position fell in either the first 

or third quadrants, and 𝑁∥ is the count in either the second or fourth quadrants.   Air is always 

taken to flow from the second quadrant to the fourth quadrant, at an angle -45° relative to the x-

axis. Therefore, 𝑁⊥ quantifies the number of times that the node was displaced to a position 

perpendicular to the airflow direction, while 𝑁∥ quantifies the number of times that the node was 

displaced to a position parallel to the airflow direction. Note that the displacements used to 

compute the VDI contain both perpendicular and parallel (tangential) components. The VDI 

identifies whether the ratio of the perpendicular to parallel components is greater than or smaller 

than unity. As seen in Fig. 3.4A, VDI < 1 indicates an ellipse shape with its major axis in the 

second and the fourth quadrants, VDI > 1 indicates an ellipse shape with its major axis in the first 

and the third quadrants, and VDI ≈1 indicates a circular shape. 

3.3.7 Quantifying whisker resonance  

The mass of each whisker was measured using a Mettler-Toledo UMX2 ultra microbalance with 

a resolution of ±0.1 𝜇g. The whisker’s base diameter (D) and tip diameter were measured at 10x 

magnification (Leica DM750). After measuring the diameter, the whiskers were scanned on a 

flatbed scanner (Epson Perfection 4180 Photo) and their shapes were traced in Matlab®. These 

traces were used to compute the whisker’s arc length (S). The whisker was approximated as a 

truncated cone to compute its volume, and divided by its mass to compute its density (𝜌). Equation 

3, which describes the resonant modes for a fixed-free tapered cantilever beam, was used to 

calculate the theoretical resonant frequencies for each whisker (Georgian, 1965): 
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fn = (λn D/4S2)(E/ρ)1/2/(2π) (3) 

All parameters on the right side of this equation, except Young’s modulus (E) and the coefficient 

𝜆𝑛 are either measured values or computed directly from measured ones. The coefficient 𝜆𝑛, 

associated with resonant mode number (subscript n), was obtained from linear interpolation 

between tabulated values (Georgian, 1965), as shown in Table 3.1. Young’s modulus was set at 

either 3 GPa or 11 GPa (Birdwell et al., 2007; Hartmann et al., 2003; Kan et al., 2013; Neimark et 

al., 2003; Quist et al., 2011) to bracket the possible range of resonance frequencies. 
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Whisker 

identity 

Length 

(mm) 

Tip 

diameter 

(𝝁m) 

Base 

diameter 

(𝝁m) 

(𝑨𝒕/𝑨𝒃)𝟏/𝟐 

𝝀n for 

Mode 

1 

𝝀n for 

Mode 

2 

𝝀n for 

Mode 

3 

 1.00 3.52 22.03 61.70 

 0.50 4.63 19.55 48.50 

 0.33 5.29 18.76 43.78 

C3 17.7 29 105 0.27 5.70 18.58 42.00 

 0.25 5.85 18.51 41.34 

 40.0 36 150 0.24 5.94 18.52 41.05 

C4  

(2 speeds) 12.8 16 82 0.19 6.39 18.59 39.65 

B3 16.4 10 79 0.12 6.98 18.68 37.80 

C2 33.8 13 123 0.10 7.16 18.70 37.23 

 0.10 7.20 18.71 37.10 

E3 23.8 13 139 0.09 7.31 18.89 37.20 

C4  

(3 speeds) 12.1 7 84 0.08 7.50 19.19 37.37 

D3 17.7 5 98 0.05 7.95 19.92 37.77 

 0 8.72 21.15 38.45 
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3.3.8 Neural recordings during airflow stimulation 

3.3.8.1 Surgical procedures 

Five adult female Long Evans rats (age ~90 days) were anesthetized with an anesthetic cocktail 

delivered intraperitoneally (60 mg/kg ketamine, 3.0 mg/kg xylazine, and 0.6 mg/kg acepromazine 

maleate). Due to the limited number of animals, only one sex was used. We expect results to 

generalize to males, as both follicle structure (Ebara et al., 2002) and primary sensory neuron 

encoding properties appear consistent across sexes (Gibson et al., 1983b; Jones et al., 2004b; 

Leiser et al., 2007; Shoykhet et al., 2000; Stuttgen et al., 2006). For the duration of surgery and 

recording, adequate anesthetic depth was ensured by assessing the toe-pinch reflex every fifteen 

minutes and by carefully monitoring for any whisker twitches. Boosters were administered as 

necessary to maintain a deep plane of anesthesia. Body temperature was maintained at 

approximately 37C using a water-regulated heat therapy pump (HTP – 1500, Adroit Medical 

Systems). With the animal placed in a custom head-fixation apparatus, an incision was made along 

the midline of the scalp and the skull exposed. Three or four stainless steel screws were placed in 

the skull over neocortical areas and covered in dental acrylic. This structure was affixed to the 

surgical bed to maintain head fixation while nose brace and the ear bars were removed, to allow 

full access to the left side of the whisker array.  

Table 3.1. Whisker length, tip diameter, and base diameter, and values of the coefficient 

𝜆𝑛used to compute theoretical resonant frequencies. This table shows the geometric 

parameters of the whiskers associated with the eight recorded neurons. The variables 𝐴𝑡 and 

𝐴𝑏 denote the area of the tip and base of the conical cantilever beam, respectively. Rows that 

leave whisker parameters blank indicate values of 𝝀𝒏  adopted directly from Georgian (1965). 

The other rows contain values of 𝝀𝒏 computed by finding  (𝐴𝑡/𝐴𝑏)1/2 from whisker parameters 

and then linearly interpolating between the values from Georgian (1965).  



89 
 

A ~1 mm diameter craniotomy was performed ~2 mm caudal to bregma and ~2 mm lateral from 

midline above the trigeminal ganglion (Vg). A tungsten electrode (FHC, Metal Electrode; typical 

impedance 2–5 MΩ) was advanced to a depth of ~9 mm until multi-unit responses to manual 

whisker deflections were observed. The electrode was then advanced slowly until a single, whisker 

responsive, neuron was isolated. Neural signals were amplified through an A-M Systems Model 

1700 amplifier with bandpass filtering between 1 Hz and 10 kHz before digital sampling and 

acquisition at 40 kHz in Datawave SciWorks. After isolation of a single vibrissal responsive unit, 

airflow stimuli were presented and neural responses were recorded. Recorded voltage signals were 

digitally bandpass filtered between 300 Hz and 8000 Hz before spike detection and sorting with 

the open-source software Klusta (Rossant et al., 2016). 

3.3.8.2 Airflow delivery 

As described above, anesthetized animals were placed in a custom head-fixation apparatus that 

allowed free access to all whiskers on the left side of the mystacial pad. A regulated compressed 

air source was connected to a custom airflow delivery apparatus, and airflow was supplied from 

three directions, -45, 0 and 45 relative to the lambda-bregma plane, towards the center of the 

whisker array. The airflow delivery apparatus was carefully calibrated to direct airflow to the same 

point at the center of the array from all three directions, and varying the pressure of the compressed 

air allowed us to control the airspeed at the center of the vibrissal array as measured with the hot-

wire anemometer.  

Two protocols were used during experiments. In the first protocol, we measured the airspeed at 

the center of the array before each stimulus condition (speed/direction combination) and adjusted 

the pressure of the airflow source to obtain the expected airspeed at the center of the whisker array. 
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This protocol used two airspeed conditions: 1 m/s and 3 m/s. The second protocol was optimized 

to increase the amount of data collected by calibrating the airspeed from a fixed apparatus 

calibrated once before the collection of data. This protocol used 3 speeds (1 m/s, 3 m/s and 5 m/s). 

Four neurons were recorded using the first protocol and another four neurons were recorded based 

on the second protocol. 

For each combination of airspeed and direction, we presented the airflow stimuli for 10 trials, with 

the following exceptions in which 9 trials were performed: whisker D3 at 0 deg, 5 m/s; whisker 

C3 at 45 deg, 5 m/s; whisker B3 at -45 deg,1 m/s. A trial consisted of sustained airflow presentation 

for 15 seconds. A pause of 4 seconds between trials was included to allow the whisker to relax to 

rest. 

3.3.8.3 Airflow stimulus calibration 

All airspeeds were measured using the hot wire anemometer. To calibrate the airspeeds, the airflow 

apparatus was fixed in position and the anemometer was affixed to a 3-axis motorized manipulator 

(Sutter MP-285). Airspeed measurements were taken from the anemometer at a range of positions 

for all tested pressures and apparent directions. 

The airflow map for each combination of speed and direction was obtained and is shown in Fig. 

3.1. Each panel in the first column (Fig. 3.1 A-C) compares the measured airspeeds for the different 

directions, keeping supply pressure constant. The overlap at all positions and directions indicates 

that, for each pressure (intended airspeed) and location, the airspeed is consistent across directions. 

Each panel in the second column (Fig. 3.1 D-F) shows the measurements for a given direction 

across airspeeds. The airspeed drops off as the mediolateral distance increases. The airspeed drops 

off as rostrocaudal distance increases, but not so much so that the apparent speed at the anterior 
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region of the whisker array at one pressure is the same as the apparent speed at the posterior region 

of the array. The airspeed maps at different speed values are distinct from each other (Fig. 3.1 D-

F), allowing us to investigate the effect on the neural response from different airflow directions 

and airspeeds.  

3.3.9 Experimental design and statistical analysis 

Five whiskers plucked from an adult female Long Evans rat were used in the mechanical 

experiment, each with different base diameters and arc lengths. Vibrations of each of the five 

whiskers were analyzed at six different airspeeds and at five different orientations relative to the 

airflow. For the neural experiment, responses from eight primary sensory trigeminal ganglion 

neurons (Vg) from five adult female Long Evans rats were recorded. Airflow was delivered to the 

whisker array from three directions relative to the rat’s head, and at each direction either two or 

three airflow speeds were used.  

Data are presented as either the mean and standard deviation (Figs 3.2 DEF) or as the mean and 

standard error of the mean (Figs  3.3B. 3.4B, 3.6, and 3.7). Statistical analyses were performed in 

Matlab™. A repeated measures one way ANOVA with Tukey’s post hoc test was performed to 

examine the effect of orientation on the vibration magnitude. A two way ANOVA test with 

Tukey’s post hoc test was performed to examine the effects of the airspeed and the airflow 

direction on the firing rate of the Vg neurons. 
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Figure 3.1. Airflow stimulus calibration. In all subplots, the origin (0,0) represents the 

location of the airflow source, the coordinate (0, 22) is close to the center of the whisker array, 

and all units are in cm. Red, blue and black indicate an airflow direction of 45, 0, and -45 

respectively. The saturation of the color represents the magnitude of the airspeed. Dark, 

medium and light colors indicate 5 m/s, 3 m/s and 1 m/s, respectively. (A-C) Each panel 

compares the measured airspeeds for the different directions, keeping supply pressure constant. 

The overlap at all positions and directions indicates that for each pressure (intended airspeed) 
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3.4 Results  

3.4.1 Vibration magnitude increases along the whisker length and depends on airflow speed 

and the ratio of the whisker’s arc length to its base diameter 

As described in Materials and Methods, we used high speed video (1,000 fps) to quantify the three 

dimensional (3D) mechanical behavior of whiskers in response to sustained airflow stimuli. Five 

whiskers were tested, each identified by their row and column position within the array (van der 

Loos et al., 1973): E2,α, A2, C2, and D5. The whiskers’ shapes and geometric parameters (arc  

length S, base diameter D, and S/D ratio) are shown in Fig. 3.2 A. Airflow stimuli were delivered 

at six different speeds (approximately 0.5 m/s, 1.4 m/s, 2.2 m/s, 3.4 m/s, 4.4 m/s, and 5.6 m/s) and 

from five different directions (0°, 45°, 90°, 135°, and 180°). The airflow “direction” was defined 

as the orientation of the whisker’s intrinsic curvature relative to the airflow, with 0° and 180° 

representing concave forwards and backwards relative to the airflow, respectively, and 90° 

representing concave upwards relative to the airflow. Discrete 3D positions (“nodes”) along the 

whisker were tracked at intervals of 2 mm (Yu et al., 2016b). Linear interpolation between these 

nodes then yielded the complete shape of the whisker.  

 

The whisker, as a non-rigid beam, both bends and vibrates in response to an airflow stimulus. At 

each point along the whisker, the bending magnitude (𝜃𝑏𝑒𝑛𝑑) can be quantified as the angle 

between that point on the whisker at rest and the mean position of that point when the whisker is 

there is no bias in airspeed across directions. (D-F) Each panel shows the measurements for a 

given direction across airspeeds. Although airspeed is not constant across all positions in the 

array, the airspeeds at each position within the array are distinct across pressures. Therefore, 

comparisons across pressure are equivalent to comparisons across airspeed.  
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in airflow. As schematized in Fig. 3.2B, previous work has shown that the bending magnitude 

increases along the whisker length, so that more distal portions of the whisker rotate through larger 

angles than more proximal regions (Yu et al., 2016b). This earlier work also showed that the 

bending magnitude at each node depends strongly on airflow speed, the ratio of the whisker’s arc 

length to its base diameter (S/D ratio), and weakly on the whisker’s orientation relative to airflow 

(Yu et al., 2016b).  

We anticipated that similar relationships would be found for vibration magnitude, as schematized 

in Fig. 3.2B. To test this possibility, we quantified vibration magnitude at each node along the 

whisker by finding the average angular displacement of the node from its mean position (see 

Methods for details). Results showed that, like bending magnitude, vibration magnitude was 

greatest at distal rather than proximal locations along the whisker length. This result is illustrated 

for two example nodes on the 𝛼 whisker in Fig. 3.2C. In this example the whisker was oriented 

concave forward into the airflow (orientation angle = 0°) and vibration magnitude is plotted as a 

function of airspeed for nodes at 40% and 80% out along the whisker length. Airspeed strongly 

drives the magnitude of vibrations at both nodes, but vibration magnitude is always larger at 80% 

of the whisker length than at 40% of the length. Similar results were found for all orientation angles 

and for all whiskers.  
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Vibration magnitude was found to increase with airspeed for all whiskers tested, as shown in Fig. 

3.2D. The figure shows that vibration magnitude increases approximately linearly with airspeed, 

but that the slopes are different for the different whiskers. Again, based on analogy to results for 

bending magnitude (Yu et al., 2016b), we anticipated that the whisker’s S/D ratio could have a 

Figure 3.2 Vibration magnitude varies with airspeed and whisker geometry. (A) Left) A 

drawing of a rat and mystacial pad with whisker basepoints highlighted as cyan dots. Drawing 

adapted from Belli et al., 2018 (Belli et al., 2018). These whisker basepoints are expanded in 

the inset to show their identities. Right) five  whiskers with different S/D ratios were used in 

the experiments. A lower S/D ratio means that the whisker is stiffer compared to a whisker of 

the same length with a higher S/D ratio. Manual tracings of the scanned whiskers are shown. 

(B) Schematic of bending and vibration magnitudes. Dashed curve indicates the position of the 

whisker at rest (no airflow). Solid curve indicates the mean position of the whisker in the 

presence of airflow. Blue transparent region schematizes vibration magnitude around the static 

bending. 𝜃𝑏𝑒𝑛𝑑 and 𝜙𝑣𝑖𝑏  indicate bending magnitude and vibration magnitude, respectively. 

For all whiskers in all conditions, we found that 𝜙𝑣𝑖𝑏1 < 𝜙𝑣𝑖𝑏2 < 𝜙𝑣𝑖𝑏3. (C) Vibration 

magnitude is larger at more distal locations along the whisker. The plot shows the vibration 

magnitude of nodes located at 40% and 80% along the whisker α. In this example, the whisker 

was oriented concave forward into the airflow, but similar results held for all whiskers at all 

orientations. (D) Vibration magnitude increases linearly with airspeed. Results are shown for 

nodes 80% out along the whisker length and averaged over all orientation angles (mean ± SD). 

(E) Vibration magnitude increases approximately linearly with the S/D ratio of the whisker. 

Along the x-axis, ordered from small to large S/D ratio, the whisker identities are D5, C2, E2, 

A2 and α. Results are shown for a node 40% out along each whisker and at airspeeds of 1.4, 

3.4 and 5.6 m/s, mean ± SD at five orientations. Linear fits between vibration magnitude and 

S/D ratio show increasing slopes with airspeed. Because airspeeds were not identical for all 

five whiskers, values of vibration magnitude have been interpolated between the airspeeds 

closest to the speed of interest. (F) The whisker’s orientation relative to airflow did not strongly 

contribute to vibration magnitude. In each subplot the vibration magnitude has been normalized 

by that whisker’s vibration magnitude at orientation angle 0 (concave forwards, toward the 

airflow). Only the α whisker (F(4,25) = 3.12, p = 0.0329) and C2 whisker (F(4,25) = 6.63, p = 

0.0009) showed significant changes in vibration magnitude due to orientation (one way 

ANOVA with repeated measures). Tukey’s post hoc testing indicates that only four (out of 

fifty) pairs of group comparisons show a significant difference – for α whisker, only the 

vibration magnitude at 180 deg is significantly lower than the one at 45 deg (p = 0.0458), and 

for C2 whisker, the vibration magnitude at 180 deg is significantly lower than the ones at 0 deg 

(p = 0.0039), 45 deg (p = 0.0073), and 90 deg (p = 0.0079). Asterisks indicate p<0.05. Results 

show mean ± SD at six airspeeds for a node 40% out along each whisker.   
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strong influence on vibration magnitude. This relationship is plotted in Fig. 3.2E, showing that 

vibration magnitude scales approximately linearly with the whisker’s S/D ratio. For visual clarity, 

results are shown for only three airflow speeds, but the linear trend applies to all tested airflow 

speeds. It is unsurprising that a whisker with a low S/D ratio will vibrate less than a whisker with 

a large S/D ratio as the stiffness of a conical whisker scales as D to the fourth power.  

The orientation of the whisker relative to airflow had only a weak effect on vibration magnitude, 

and the effect was not consistent across whiskers. Fig. 3.2F plots the vibration magnitude obtained 

at each orientation of the whisker normalized by the vibration magnitude obtained when the 

whisker was oriented at 0. Only the α whisker (F(4,25) = 3.12, p = 0.0329) and C2 whisker 

(F(4,25) = 6.63, p = 0.0009) showed significant changes in vibration magnitude due to orientation 

(one way ANOVA with repeated measures). This result stands in contrast to results for bending 

magnitude, which was found to exhibits a weak but significant dependence on whisker orientation 

relative to airflow for all whiskers tested (Yu et al., 2016a). The effect of the whisker’s orientation 

angle on vibration magnitude is even weaker and less consistent, with only four out of fifty pairs 

of group comparisons showing significant differences (Fig. 3.2F).  

3.4.2 Vibration magnitude scales linearly with bending magnitude, except at extreme values 

of airspeed 

As previously shown in Fig. 3.2BC, both bending magnitude (𝜃𝑏𝑒𝑛𝑑) and vibration magnitude 

(𝜙𝑣𝑖𝑏) increase along the whisker length. The bending magnitude defines the static component of 

whisker deflection in response to airflow. In contrast, the vibration magnitude quantifies the 

dynamic component. The bending and vibration magnitudes can be conceptualized as the mean 

and deviation of the deflection, respectively. 
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Unsurprisingly, we found that bending magnitude is always much larger than vibration magnitude. 

For a given whisker, however, their ratio remains approximately constant. An example of bending 

and vibration magnitudes of the  whisker when stimulated at a single airspeed and orientation is 

shown in Fig. 3.3A. As shown in the inset, vibration magnitude scales linearly with bending 

magnitude along the whisker length. 

Similar results were found for all other whiskers, orientation angles, and airspeeds, with one 

notable exception to the constant 𝜃𝑏𝑒𝑛𝑑/𝜙𝑣𝑖𝑏 ratio: at the highest airspeed, the vibration magnitude 

of the largest whiskers tended to saturate, while the bending magnitude continued to increase. 

Thus, their ratio decreased slightly (data not shown).  

Figure 3.3 Vibration magnitude scales with bending magnitude. (A) Bending magnitude 

and vibration magnitude along the arc length of the α whisker with orientation angle 0 and 

airspeed 5.7 m/s. The inset shows vibration magnitude versus bending magnitude for all the 

nodes of the α whisker. (B) The ratios of bending magnitude to vibration magnitude (θbend/θvib) 

of all five whiskers fall within a range of 10-16, and slightly increase with the S/D ratio. The 

dashed line represents the line of linear regression over the five means. Data show mean ± 

S.E.M. over all whisker nodes at all velocities and all orientation angles. 
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Regardless of whether cases of high airspeed were omitted or included, the ratio of bending 

magnitude to vibration magnitude was found to increase weakly with the S/D ratio. This effect is 

shown in Fig. 3.3B for all five whiskers. The 𝜃𝑏𝑒𝑛𝑑/𝜙𝑣𝑖𝑏 ratios of these five whiskers fall between 

10 - 16, increasing slightly from D5 to α. As found in previous studies (Belli et al., 2017), the S/D 

ratio varies systematically as a function of both column and row, so we can expect the Greek arc 

of whiskers to exhibit the largest bending to vibration ratio, and the most rostral whiskers the 

smallest ratio.  

3.4.3 At low airspeed, whiskers vibrate parallel to the airflow direction, transitioning to 

perpendicular vibration at high airspeed. 

Previous work has demonstrated that whiskers always tend to bend in the direction of airflow, 

regardless of airspeed, whisker geometry, or orientation of the whisker relative to the airflow (Yu 

et al., 2016b). We quantified vibration direction for each whisker by tracking the position of a node 

located ~80% out along its length.  

Results shown in Fig. 3.4, reveal that the whisker’s vibration direction is more complex than its 

bending direction. The top row of Fig. 3.4A shows the whisker’s vibrations during an airflow 

stimulus of 0.5 m/s. The position of the node, tracked over time, forms an ellipse with its major 

axis parallel to the airflow direction. This distribution becomes circular as the airspeed increases 

to 3.5 m/s (Fig. 3.4A, center row), and returns to an elliptical shape at a high airspeed of 5.6 m/s, 

but with the major axis perpendicular to the airflow direction (Fig. 3.4A, bottom row).  
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To quantify the degree to which vibrations were parallel or perpendicular to the direction of 

airflow, we define the vibration direction index (VDI) as the ratio of the count of time points in 

which the whisker node fell in the first and third quadrants, to the count in the second and fourth 

quadrants. A VDI > 1 indicates that a majority of the vibration direction is perpendicular to airflow, 

and a VDI < 1 indicates vibration direction is parallel with airflow direction. 

We calculated the VDI for all orientations and airspeeds for all five whiskers, for a node 80% out 

along the whisker length, as shown in Fig. 3.4B. With the exception of the shortest whisker (D5) 

whose vibration displacements were mostly smaller than 100 m, the VDI increases with airspeed, 

indicating a shift from parallel vibration to perpendicular vibration as airspeed increases. 

Interestingly, whisker 𝛼, which has the largest S/D ratio (Fig. 3.2A), exhibits a distinct 

perpendicular vibration at all airspeeds greater than 2.2 m/s. Although the orientation of the 

Figure 3.4 Vibration direction tends to be parallel with the airflow direction at low 

airspeed, and perpendicular to the airflow direction at high airspeed. (A) The airflow-

evoked vibration of the 𝛼 whisker at an orientation angle of 0° provides an example of the 

general finding that increases in airspeed are associated with transitions in vibration direction. 

The three rows of this figure show vibrations that occur for airspeeds of 0.5 m/s (vibration 

primarily parallel to airflow direction), 2.3 m/s (vibration equally likely in all directions), and 

5.6 m/s (vibration primarily perpendicular to airflow direction). Each row contains three 

subplots. The first subplot in each row plots a point for the node position at every time point in 

the trial (5,000 samples). Gray arrows indicate airflow direction. The second subplot in each 

row shows the normalized polar histogram of the node positions. The third subplot in each row 

shows the same normalized polar histogram, but color codes the polar angles of the first and 

third quadrants in green, and the polar angles of the second and fourth quadrants in red. 

Vibration direction index is less than 1 in the top row, approximately equal to 1 in the center 

row, and greater than 1 in the bottom row. 𝑁⊥ is the number of perpendicular counts and 𝑁∥ is 

the number of parallel counts. (B) The vibration direction index VDI at each orientation angle 

and each airspeed for each whisker at a node around 80% out along the whisker length. The 

color grid plot indicates the VDI at each of the six airspeeds and each of the five orientation 

angles. Note that the colormap legend is log scaled and the value of the vibration direction 

index for each condition is labeled in each grid. For each whisker, the subplot underneath the 

color grid plot shows the VDI as a function of airspeed, and the subplot on the left shows VDI 

as a function of orientation angle. Data are shown as mean ± S.E.M. 
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whisker relative to the airflow was found to have some influence on vibration direction, no clear 

trends were found across whiskers.  

To investigate the origin of the vibrations, and the potential causes of the shift in direction, we 

computed the Reynolds number (Re) for a set of 519 whiskers with different geometries (Belli et 

al., 2017). Across all 519 whiskers, the maximum Re (always found at the whisker base, where 

the diameter is largest) ranged between 1.2 and 8.4 for the lowest airspeed of 0.5 m/s; between 8.3 

and 57.1 for an airspeed of 3.4 m/s; and between 13.6 and 94.0 for the highest airspeed of 5.6 m/s. 

Flow mechanics around flexible and thin bodies is not well understood at these low Reynolds 

numbers, but we suggest that the observed whisker vibrations may be at least partially aeroelastic 

in nature (see Discussion).   

3.4.4 Recording the activity of Vg neurons in response to sustained airflow stimulation  

Decades of research have used the rodent vibrissal system as a model to study tactile coding and 

somatosensory processing, and numerous experiments have characterized the responses of primary 

sensory neurons in the trigeminal ganglion (Vg) neurons to direct touch (Arabzadeh et al., 2006; 

Arabzadeh et al., 2005; Bush et al., 2016a; Campagner et al., 2016; Chagas et al., 2013; Gibson et 

al., 1983a, 1983b; Jones et al., 2004a; Jones et al., 2004b; Kwegyir-Afful et al., 2008; Leiser et al., 

2007; Lichtenstein et al., 1990; Lottem et al., 2009, 2011; Severson et al., 2017; Shoykhet et al., 

2000; Stuttgen et al., 2008; Stuttgen et al., 2006; Szwed et al., 2003; Szwed et al., 2006b; Zucker 

et al., 1969). Evaluating the whisker’s mechanical responses to airflow in the context of this wealth 

of neural data allows us to form a set of expectations for how Vg neurons should respond when 

stimulated by airflow. We collected a set of extracellular recordings from neurons of the Vg to 
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assess the extent to which they responded in a manner consistent with results from previous studies 

that have used direct tactile stimulation.  

The responses of eight Vg neurons were recorded in response to airflow stimulation delivered at 

different speeds and from different directions. In these experiments, the head of the anesthetized 

animal was fixed in position, so airflow direction is defined relative to the animal’s head rather 

than with respect to a single whisker (Fig. 3.5A). Airflow was directed at the whisker array from 

three different directions (-45°, 0°, and 45°) and at either two or three different speeds (1 m/s, 3 

m/s, and sometimes 5 m/s). Ten trials were performed for each pairing of airspeed and direction, 

with care taken to align the center of airflow on the center of the whisker array (see Fig. 3.1 in 

Materials and Methods). On each trial, airflow was directed for 15 seconds toward the whisker 

array, and the whiskers were allowed to return to rest during a 4-second inter-trial interval.  

3.4.5 Vg neurons respond continuously to sustained airflow stimulation while exhibiting 

some adaptation over the duration of the stimulus. 

All studies of Vg neurons agree that these neurons have no background firing rate, and are excited 

only during whisker deflections or motion. In view of these previous studies, we would expect Vg 

neurons to respond sharply at the onset of airflow, and cease firing quickly after airflow ends. 

It is more challenging to use studies of direct tactile stimulation to form expectations for how Vg 

neurons might adapt to sustained airflow stimulation. Numerous studies have used tactile 

stimulation to show that Vg neurons can be broadly classified into rapidly adapting (RA) and 

slowly adapting (SA) cell types given a ramp-and-hold (Gibson et al., 1983a, 1983b; Jones et al., 

2004b; Lichtenstein et al., 1990; Lottem et al., 2009, 2011; Zucker et al., 1969).  
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Figure 3.5 Activity of Vg neurons in response to a sustained airflow stimulus. (A) Airflow 

was directed at the center of the whisker array from three different directions. (B) Raster plot 

of action potentials from a neuron innervating the C2 whisker. Data are shown for all 10 trials 

obtained with an airspeed of 3 m/s and airflow direction of -45. (C) Peri-stimulus time 

histograms (PSTHs) for all neurons collapsed across all trials and conditions. Airflow stimulus 

begins at time = 0 ms. Neurons are labeled by the row and column identity of the whisker that 

they innervate. Data for neurons in the top row have been averaged over 90 trials that included 

three orientations and three airspeeds (1 m/s, 3 m/s and 5 m/s), while data for neurons in the 

bottom row have been averaged over 60 trials that included three orientations but only two 

airspeeds (1 m/s and 3 m/s). Black histograms have a bin size of 50ms; red histograms have a 

bin size of 500ms. Whisker C2 is the same neuron shown in (B). 
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However, airflow consists of both slow, constant (bending) and fast, changing (vibration) 

components, so we would expect both RA and SA type neurons to respond throughout the entire 

duration of the airflow stimulation. The degree of adaptation will depend on complex interactions 

between the biophysics of the neuron and the variations in both bending and vibration.  

An example of the spike train obtained from one neuron is shown in Fig. 3.5B, for a single air 

speed and direction (3 m/s, -45°). As expected, the neuron begins to respond at the onset of the 

airflow stimulus and continues until stimulus offset. A high firing rate is associated with stimulus 

onset. During the inter-trial interval, the neuron is silent.  

These results were found for all eight neurons on all trials, as shown in the peri-stimulus time 

histograms (PSTHs) of Fig. 3.5C. For each neuron, two PSTHs are shown averaging data across 

all trials and all conditions: the first on a short time scale (black, bin size=50 ms), and a second on 

longer time scale (red, bin size=500 ms). All neurons exhibit a strong response to stimulus onset, 

fire continuously during airflow stimulation, and are silent in the absence of stimulation. No 

neuron ceases firing before the end of the stimulus. 

Figure 3.5C further shows that Vg neuron exhibits a variety of adaptation characteristics in 

response to airflow stimulation. Some neurons adapted on a time scale less than 50 ms, as shown 

in the large peaks of the high-resolution histograms for neurons C3, E3, and 𝛾. Other neurons 

exhibited a slower relaxation with a duration of many seconds, as evident in the low-resolution 

histograms for C4 (top row), B3, D3, and C2. Notably, some neurons do not reach a clear steady-

state response even after 15 seconds of sustained stimulation.  

3.4.6 All Vg neurons increase firing rate with airspeed 



106 
 

One characteristic feature of Vg responses is that firing rates increase with increased stimulus 

magnitude. This strong correlation has been found for both ramp-and-hold stimulation in the 

anesthetized animal as well as during object contact in electrical whisking and awake exploration 

(Bush et al., 2016a; Campagner et al., 2016; Gibson et al., 1983a, 1983b; Kwegyir-Afful et al., 

2008; Leiser et al., 2007; Lottem et al., 2011; Severson et al., 2017; Shoykhet et al., 2000; Stuttgen 

et al., 2008; Szwed et al., 2003; Szwed et al., 2006b; Zucker et al., 1969). In addition, numerous 

studies have demonstrated that Vg neurons respond strongly to vibrational stimuli, both in the 

anesthetized and awake animal, with both presumptive SA and RA cells increasing their firing rate 

to increased vibration magnitude (Arabzadeh et al., 2006; Arabzadeh et al., 2005; Jones et al., 

2004a; Lottem et al., 2009; Stuttgen et al., 2006). 

Our studies of the whisker’s mechanical response to airflow have indicated that the bending of 

each whisker increases linearly with airspeed ( Yu et al., 2016b). In addition, Figs. 3.2 and 3.3 of 

the present work show that vibration amplitude generally increases linearly with airspeed, scaling 

directly with the bending magnitude. Thus, as airspeed increases, the whiskers will not only bend 

more, but also vibrate more. Based on studies of direct tactile stimulation, we would therefore 

expect Vg activity to increase monotonically in response to higher airspeeds. 
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We computed the average firing rates for each trial at each airflow condition, and results are plotted 

in Fig. 3.6. In line with expectations, all neurons increase firing rate with airspeed, for all 

orientations of the whisker (two way ANOVA: main effect of airspeed p<0.001 for all neurons, 

D3: F(2,80) = 1126, p = 2.6e-59; C3: F(2,80) = 8367, p = 1.2e-93; C4: F(2,81) = 4612, p = 3.6e-

Figure 3.6 The firing rate of Vg neurons increases with airspeed. All eight neurons show 

an increase of firing rate with airspeed (Two-way ANOVA: main effect of airspeed, p<0.001 

for all neurons. Asterisks indicate p<0.05 for Tukey’s post-hoc test) . Three airspeeds were 

used for neurons shown in the top row and two airspeeds used for neurons shown in the 

bottom row. Black, blue and red indicate airflow directions -45, 0, and 45, respectively. 

Data show mean ± S.E.M. over all tested trials at each condition. 
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84; B3: F(2,80) = 1530, p = 1.7e-64; E3: F(1,54) = 184, p = 4.9e-19; C4: F(1,54) = 4818, p = 1.7e-

54; C2: F(1,54) = 594, p = 7.9e-31;   F(1,54) = 2447, p = 1.2e-46, group comparisons with 

Tukey’s post-hoc test p<0.05 were asterisked in Fig. 3.6). Firing rates are highly variable across 

neurons (note the y-axis scale differences), and the change in firing rate as airspeed increases also 

varies considerably. Figure 3.6 also shows that each neuron’s firing rate depends on the airflow 

direction, an effect explored in more detail in the next section.  

3.4.7 Vg firing rate depends on airflow direction, and a neuron’s preferred airflow 

direction can change with airspeed 

Vg neurons are well known to exhibit strong directional tuning (Jones et al., 2004a; Kwegyir-Afful 

et al., 2008; Lichtenstein et al., 1990; Zucker et al., 1969). During direct tactile stimulation, the 

direction in which the Vg neuron responds the most strongly is termed that neuron’s “preferred 

direction.” In analogy to direct tactile stimulation, we designated the airflow direction in which 

the neuron exhibited the highest firing rate that neuron’s “preferred airflow direction.” 

To observe the effect of airflow direction on the neural response, we account for the effect of firing 

rate increases associated with higher airspeeds (as was shown in Fig. 3.6). Therefore, we normalize 

each neuron’s firing rate by its maximum firing rate at each airspeed. Plotting these normalized 

firing rates as a function of airflow direction (Fig. 3.7) clearly shows that all neurons change their 

firing rate with airflow direction. This result was confirmed with a two way ANOVA: main effect 

of direction p<0.001; interaction effect of speed*direction p<0.001 for all neurons. (two way 

ANOVA: main effect of direction p<0.001 for all neurons, D3: F(2,80) = 183, p = 1.4e-30; C3: 

F(2,80) = 1518, p = 2.4e-64; C4: F(2,81) = 12.2, p = 2.3e-5; B3: F(2,80) = 51.5, p = 4.2e-15; E3: 

F(2,54) = 470, p = 7.0e-35; C4: F(2,54) = 161, p = 1.8e-23; C2: F(2,54) = 11.8, p = 5.5e-5;   

F(2,54) = 879, p = 6.4e-42, group comparisons with Tukey’s post-hoc test p<0.05 were asterisked 
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in Fig. 3.7),(two way ANOVA: interaction effect of direction*airspeed p<0.001 for all neurons, 

D3: F(4,80) = 157 p = 4.6e-37; C3: F(4,80) = 806, p = 9.2e-64; C4: F(4,81) = 8.1, p = 1.6e-5; B3: 

F(4,80) = 11.9, p = 1.3e-7; E3: F(2,54) = 40.0, p = 2.4e-11; C4: F(2,54) = 15.5, p = 4.8e-6; C2: 

F(2,54) = 27.8, p = 4.9e-9; 𝛾: F(2,54) = 36.3, p = 1.0e-10). 

Figure 3.7 Firing rate changes with airflow direction. All eight neurons show variations in 

firing rate with airflow direction (Two-way ANOVA: main effect of direction, p<0.001 for all 

neurons. Asterisks indicate p<0.05 for Tukey’s post-hoc test). Each neuron is labeled with the 

row and column identity of the whisker it innervates. Light, medium, and dark green curves 

indicate slow, medium, and fast airspeed (approximately 1, 3, and 5 m/s) as indicated by the 

legend in the first subplot. Three airspeeds were used for neurons shown in the top row and two 
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More intriguingly, we found that a neuron’s preferred airflow direction can change with airflow 

speed. For example, for airflow stimulation at 1 m/s, the neuron that innervates the D3 whisker 

prefers airflow directions of ±45, and responds only weakly to airflow delivered from a direction 

of 0. This direction preference reverses for higher airspeeds at 3 m/s and 5 m/s. The neuron that 

innervates the C2 whisker exhibits a similar shift in preferred airflow direction with increased 

airspeed. Moreover, the modulation depth – the degree to which a neuron shows differential 

responses across directions – is often reduced as airspeed increases. In other words, the tuning of 

the cell’s preferred airflow direction weakens as stimulus magnitude increases. This effect is seen 

clearly for the neurons that innervate whiskers C3, B3, 𝛾, D3, and C4 (top). 

In light of the present study’s finding that vibration direction changes with airspeed (Fig. 3.4), we 

suggest that these changes in the neuron’s preferred direction might be partially explained by shifts 

in the main axis of the whisker vibration. That is, as airspeed increases, the whisker vibrates in a 

different direction, altering the mechanical input to the follicle. 

3.4.8 The firing periodicities of Vg neurons are close to whiskers’ resonances 

The whisker’s intrinsic dynamics – which includes its resonant properties – are an essential 

component of any dynamic behavior that it exhibits, including non-contact whisking (Quist et al., 

2014; Severson et al., 2017), collisions (Boubenec et al., 2012; Kan et al., 2013; Quist et al., 2014), 

and texture-induced vibrations (Arabzadeh et al., 2006; Arabzadeh et al., 2005; Ritt et al., 2008; 

Wolfe et al., 2008). Previous studies using direct tactile stimulation have found large increases in 

airspeeds used for neurons shown in the bottom row. Data show mean ± S.E.M. over all trials 

at each condition. Firing rates are normalized to the maximum mean firing rate for a given 

airspeed. The absolute firing rates can be seen in Fig. 3.6.  
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Vg firing rates associated with the mechanical amplification of the whisker’s vibrations near its 

resonance modes (Andermann et al., 2004). 

Our previous work has indicated that airflow stimulation causes whiskers to vibrate near their 

resonance modes (Yu et al., 2016b), and Figs 3.2 and 3.3 of the present work further indicate that 

the magnitude of these vibrations depends on airspeed. Interpreting these mechanical results in 

light of the previous studies of Vg responses to vibrations (Andermann et al., 2004), we might 

expect Vg neurons to entrain to the whisker’s resonant modes. A caveat, however, is that the 

resonance modes are extremely broad (Yu et al., 2016b), and the vibration direction changes with 

airspeed, which shifts the Vg neuron’s preferred airflow direction (Figs 3.4 and 3.7). Therefore, 

we can form no strong expectations for the magnitude of this postulated entrainment.  

To evaluate the degree to which Vg neurons entrain to the whisker’s first resonant mode, we 

computed the autocorrelation of each spike train for each neuron as a measure of spiking 

periodicity. Fig. 3.8A shows the autocorrelations of the spike train for each neuron averaged over 

all conditions and trials. Peaks in the autocorrelation indicate periodicities in the spike pattern. 

These firing periodicities could result either from a neuron’s intrinsic cellular dynamics (Hutcheon 

et al., 2000; Prescott et al., 2008), or from the periodicity of the mechanical stimuli (Fourcaud-

Trocme et al., 2003; Salinas et al., 2000), or (most likely) from a complex interaction between 

neuronal biophysics and the mechanical stimulus. 

To determine the extent to which the observed periodicities in the spike trains reflect the vibration 

of the whisker, we computed the theoretical resonances of the whiskers associated with each 

neuron (see Methods). As shown in Fig. 3.8A, the first, second, and third mode resonance ranges 

are superimposed on the autocorrelation curves, with uncertainty ranges established by varying 
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Young’s Modulus between 3-11 GPa (Birdwell et al., 2007; Hartmann et al., 2003; Kan et al., 

2013; Neimark et al., 2003; Quist et al., 2011). The first resonance range (yellow highlight) 

overlaps with the major peak of the autocorrelation curve for many, but not all, neurons. 

We then compared the theoretically-predicted first mode resonant frequency of the whisker (based 

on the measured whisker shape and mass) with the peaks found from the autocorrelation curves of 

the neural spike trains. Major peaks in the autocorrelation curves are shown as red arrows for all 

neurons except for the neuron that innervated whisker C3. This particular neuron exhibited a 

unique autocorrelation profile, with the strongest peak close to the third resonance mode with a 

period of 1 ms (1,000 Hz). This large, high frequency response may indicate that the neuron is 

firing near its maximal firing rate, with 1 ms representing its refractory period. In order to 

appropriately compare this neuron’s response with the first-mode whisker resonances predicted 

from mechanical analysis, we chose the maximum autocorrelation coefficient within the peak 

closest to the first mode resonance. 

Results of this analysis are shown in Fig. 3.8B. In general, spiking periodicities are close to the 

theoretical whisker resonances, but responses of some neurons fall outside of the predicted range. 

These results indicate that the vibrational mechanical stimulus likely contributes to the temporal 

patterning of Vg neuron spiking but that Vg neurons do not strongly entrain to whisker resonances 

during airflow stimulation. The weak entrainment likely occurs for three reasons: the resonance 

modes induced by vibrations are broad (Yu et al., 2016b); the neuron could respond to features of 

the stimulus other than vibration (such as small variations in airflow structure); and the intrinsic 

properties of the neuron will influence spiking patterns. 
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Figure 3.8 The firing periodicities of Vg neurons are related to the whiskers’ first mode 

resonances. (A) Autocorrelation of the spike trains for each neuron across all conditions and 

trials. The peaks of the autocorrelation curves are indicated by red arrows. Shaded regions in 

yellow, cyan and green represent ranges for the 1st, 2nd and 3rd theoretical resonant modes of 
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3.4.9 Implications for Vg coding of airflow speed and direction  

As indicated previously, a whisker will tend to bend in the direction of the wind, regardless of 

airspeed (Yu et al., 2016b). However, the present study has shown that – in contrast to bending 

direction – the whisker’s vibration direction varies significantly with airspeed (Fig. 3.4), and that 

the Vg neuronal response is in part due to this vibration (Figs 3.7 and 3.8). Thus vibration 

contaminates the airflow direction cue associated with whisker bending.  

Figure 3.9 provides intuition for how airspeed-dependent variations in vibration direction would 

affect neural responses. The figure schematizes two idealized neurons, A and B, that prefer forces 

in two orthogonal directions, x and y. The three panels show the forces exerted on the whisker in 

response to low, medium, and high speed airflow. Assuming that the airflow is in the x-direction, 

the force due to bending (𝐹𝑏) will drive neuron A, because the whisker always bends in the 

direction of the airflow. Although the magnitude of 𝐹𝑏 increases with airspeed, it does not 

influence neuron B. In contrast, the force due to vibration (𝐹𝑣) contains components that act in both 

x- and y-directions. As airspeed increases, the major axis of vibration direction gradually changes 

from parallel to the airflow to perpendicular. Thus, at low airspeed, the vibration force primarily 

affects neuron A, at medium airspeed both neurons are affected approximately equally, and at high 

airspeed, the vibration force more strongly drives neuron B. Just as for the bending force, the 

average magnitude of the vibration force increases with airspeed. 

the whiskers computed by varying Young’s modulus between 3 GPa and 11 GPa. Note that the 

abscissa has units of time, so the theoretical resonant modes are computed in terms of period, 

not frequency. (B) Relationship between predicted first mode resonance of the whisker and the 

observed autocorrelation peak frequency. The dashed line represents the line of equality. Green 

and magenta dots indicate the predicted first mode frequency given Young’s modulus at 3 GPa 

and 11 GPa, respectively, and the lines connecting these two dots are the predicted ranges for 

that neuron.  
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Figure 3.9 Idealized forces generated by airflow acting on the whisker. (A) Idealized 

neurons A and B prefer forces in the x- and y- directions, respectively. (B) In all panels, the 

whisker is imagined to come out of the page. Fb and Fv are the forces exerted by the airflow on 

the whisker, as they would be measured at the whisker base. These forces represent the 

combined effect of distributed airflow along the length of the whisker and the way that the 

whisker's intrinsic mechanical properties filter those forces. Fb represents force due to bending 

(a quasi-static force acting solely in the x-direction), and Fv represents force due to vibration 

(a dynamic term, containing components in both x- and y- directions). The magnitudes of Fb 

and Fv both increase with airspeed, but only Fv changes its direction of action. (C) A possible 

two-neuron readout scheme for airspeed and direction. If neurons A (x-direction tuned) and B 

(y-direction tuned) exhibit the same response patterns for a given force stimulus then airflow 

direction can be determined by comparing which neuron fires more, and speed can be inferred 

from the ratio of the firing rates. Specifically, with A and B now representing firing rates FRA 

and FRB: if A > B and A/B is small, then airspeed is high in the x-direction. If A>B and A/B 
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If the whisker’s vibration in response to airflow were purely random (i.e., without any relationship 

to airspeed or direction), it would only add noise to the Vg response. However, the whisker’s 

vibration, and thus the neural response, carries significant information about airspeed. Although a 

single neuron is insufficient to disambiguate direction from airspeed (it cannot be assumed to be 

able to distinguish the components of 𝐹𝑣 from 𝐹𝑏) a population response may suffice. Specifically, 

as the 𝐹𝑣 component perpendicular to airflow increases, the ratio of the forces in the x and y 

directions – and thus the ratio between the firing rates of neurons A and B – decreases. This ratio 

(Fig. 3.9C) could be coupled with knowledge of the absolute magnitude of both responses to infer 

both the speed and direction of the airflow (e.g., if neuron A is firing more than B, then airflow is 

in the positive x-direction, and the speed can be obtained from the ratio of firing rates). 

Together with previous descriptions of the whisker’s bending and frequency response to airflow 

(Yu et al., 2016b) the relationships between airflow information, whisker mechanics, and the Vg 

neural response can be summarized as shown in Fig. 3.9D. The left column of the figure lists the 

mechanical consequences of airflow. Bending magnitude, vibration magnitude, and vibration 

direction are related to both airflow direction and speed, while bending direction is only affected 

by airflow direction. Vibration frequency is not strongly affected by these parameters (Yu et al., 

2016b).  

is large, then airspeed is low in the x-direction. If B>A and B/A is small, then airspeed is high 

in the y-direction. If B>A and B/A is large, then airspeed is low in the y-direction. If the neurons 

do not have the same response profile for a given force input, then this scheme still holds 

provided the mapping to firing rate is known. The absolute value of the log ensures that the 

ratio is symmetric with respect to neuron identity (A/B is equivalent to B/A). (D) Relationships 

between the whisker’s mechanical response, the physical parameters of airflow, and the 

responses of primary sensory neurons in the trigeminal ganglion. 
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The right half of Fig. 3.9D links airflow information to the Vg neural response. Both the direction 

and speed of the airflow influence a neuron’s average firing rate. Given that the vibration direction 

changes with airspeed, a neuron might preferentially respond to one airflow direction at low speed 

and a different airflow direction at high speed. Airflow and touch could be distinguished based on 

neural response; firing will be sustained and quasi-periodic in response to airflow but would 

attenuate relatively quickly in response to discrete touch.  

We can use the relationships outlined in Fig. 3.9D to link whisker mechanics with the neural 

response. Larger bending and/or vibration magnitudes in high speed airflow will tend to generate 

higher firing rates. Changes of vibration direction with airspeed will alter a neuron’s preferred 

airflow direction, and vibration at a whisker’s natural resonance frequency will help drive neural 

spiking periodicity.  

3.5 Discussion  

Fluid flow sensing in land mammals could aid in several important behaviors including olfactory 

search and predator avoidance. We have demonstrated that rats use their whiskers during 

anemotaxic behaviors (Yu et al., 2016a), and that a whisker’s bending response correlates with 

airflow information (Yu et al., 2016b). The present work is the first characterization of the 

whiskers’ vibrational response and the Vg neural response to airflow.  

3.5.1 Mechanical basis driving whisker vibrations 

If the whisker did not vibrate in response to airflow, its bending response could be used to uniquely 

determine airflow speed and direction. Increased airspeed would increase whisker bending, which 

would increase the firing rate of Vg neurons. The whisker would bend in the direction of airflow, 

maximally exciting a particular population of Vg neurons best tuned to that direction.  
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However, whiskers do vibrate in response to airflow, and further, the vibration direction changes 

from parallel to perpendicular as airspeed increases (Fig. 3.4). Two possible mechanisms could 

account for these vibrations. Vortex-induced vibrations are expected to occur for Reynolds 

numbers (Re) greater than ~40, and will tend to cause the whisker to vibrate perpendicular to the 

flow direction (Billah et al., 1991; Taneda, 1956; C. Williamson et al., 2004). However, Re 

calculations indicate that at airspeeds up to ~3 m/s nearly all rat whiskers will be in a regime where 

Re < 40, suggesting that a second mechanism – aeroelastic flutter – may be primarily responsible 

for the parallel vibrations at low airspeeds (Billah et al., 1991; McKay, 2012; Taneda, 1956). 

Aeroelastic vibrations are as yet poorly understood, but result from positive feedback between the 

deflection of an object and the forces exerted by fluid flow: the object extracts energy from the 

airstream through its own motion (Abdelkefi, 2016; Billah et al., 1991). We therefore suggest that 

the observed change in vibration direction may represent a transition from a regime dominated by 

aeroelastic vibrations to one dominated by vortex-induced vibrations. The exact origin of the 

vibrations and the cause of their directional transition will require further mechanical studies.   

Regardless of the physical mechanism, the result is that vibration will cause ambiguity in single 

unit Vg coding of speed and direction, which can be resolved when the response of the entire 

population of Vg neurons is considered (Fig. 3.9).  

3.5.2 Average airflow and the local flow profile 

Given that vibrations are a physical consequence of a cantilever exposed to airflow, it seems likely 

that biology would exploit the information available from vibrations. In contrast to bending, which 

reflects the low frequency, time-averaged flow profile, vibrations could provide information about 

high frequency changes in local flow structure. This type of spectral division resembles how quasi-
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static bending information may be used to extract surface contours and shape, with vibrations 

providing information about texture.  

One use for local flow structure is that an animal could potentially determine an object’s size or 

shape based on the “bluff” around the object. Although vortices rapidly dissipate in air, flow past 

different objects will cause different flow profiles that could be sensed by rodents in a manner 

analogous to pinneped wake-tracking (Dehnhardt et al., 1998; Dehnhardt et al., 2001).  Given the 

close relationship between whisking and sniffing (Moore et al., 2013), local flow structure may 

also aid in refining olfactory search (Catania, 2013; Khan et al., 2012).  

Fast vibrations could also help enable rapid escape responses, as do many arthropod flow-sensing 

hairs (Casas et al., 2010; Jacobs, 1995). An important difference, however, is that each arthropod 

hair tends to rotate at its base as a rigid body (Albert et al., 2001; Humphrey et al., 2007; Magal et 

al., 2006), rather than bend as does a rat whisker. In addition, because arthropod hairs are much 

shorter than whiskers, they are generally immersed within the boundary layer; the hairs therefore 

tend to couple mechanically and a hair’s vibration frequency is not dominated by its intrinsic 

resonance (Humphrey et al., 2007). Equally important, arthropods often have distinct hair 

subtypes: tactile hairs, specialized for touch stimuli, are significantly longer than flow-sensing 

hairs (Albert et al., 2001; Barth et al., 2004). In contrast, rat whiskers serve a dual function as touch 

and flow sensors.   

3.5.3 Airflow versus touch stimuli 

Given that both airflow and touch cause whiskers to deform in a way that evokes Vg neural firing, 

an important question is how the animal might distinguish responses due to airflow from those due 

to touch. The two stimuli differ in several important ways. 
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During airflow stimulation, all whiskers in the array will bend in the same direction as the airflow. 

In contrast, a tactile stimulus will cause bending only for those whiskers that are touched, and their 

bending directions will not necessarily be the same as each other. Whisker curvature, the rat’s 

whisking trajectory, as well as object shape and surface roughness will all jointly cause each 

whisker to bend and slip in slightly different directions (Hobbs et al., 2016; Huet et al., 2016; Huet 

et al., 2015; Solomon et al., 2008; Solomon et al., 2010). 

In airflow, a distributed load is exerted along the whisker length, and its magnitude depends on the 

whisker’s diameter and airflow parameters including Re and airspeed. In touch, however, only a 

small whisker segment touches an object, and contact is generally intermittent rather than 

continuous. These two different loading conditions will generate  different mechanical signals at 

the whisker base.  

In airflow, all whiskers will simultaneously vibrate near resonance. These vibrations are 

superimposed on bending and will continue without damping if airflow is sustained. In touch, 

however, only those touched whiskers will vibrate. A number of parameters including the 

whisker’s intrinsic dynamics, the contact location along the whisker length, stick-slip, friction, and 

object surface texture, affect its vibration frequencies (Boubenec et al., 2012;Quist et al., 2014; 

Ritt et al., 2008; Vaxenburg et al., 2018; Wolfe et al., 2008). Additionally, as the whisker 

increasingly deflects against an object, these touch-induced vibrations will damp out (Boubenec 

et al., 2012; Hobbs et al., 2016; Quist et al., 2014). When deflecting past an object edge, whiskers 

will vibrate near their resonances (just as they do for airflow), but unlike in airflow, these post-

touch vibrations will damp and are not superposed on bending. Lastly, airflow will generate a 

unique relationship between bending and vibration across the whisker array– longer whiskers will 
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bend and vibrate more than shorter whiskers, but will vibrate at lower frequencies. Touch stimuli 

will not generate this systematic relationship across the array. 

3.5.4 Characterization of Vg neuron responses to airflow stimuli compared to touch 

Neural encoding of vibration and bending has been well studied at many levels of the trigeminal 

pathway using direct tactile stimulation; vibrissal deformation induces mechanical signals that are 

encoded by primary sensory neurons of the Vg. Vg neurons have high temporal bandwidth and 

respond strongly to both bending and vibration (Arabzadeh et al., 2006; Arabzadeh et al., 2005; 

Chagas et al., 2013; Gibson et al., 1983a, 1983b; Jones et al., 2004a; Jones et al., 2004b; Kwegyir-

Afful et al., 2008; Leiser et al., 2007; Lichtenstein et al., 1990; Lottem et al., 2009, 2011; Shoykhet 

et al., 2000; Stuttgen et al., 2008; Stuttgen et al., 2006; Szwed et al., 2006b). 

Given that rats can and do rely on their whiskers to localize airflow sources, we expected Vg 

neurons to encode information about airflow stimulus features. We further expected responses to 

be analogous to those obtained during tactile stimulation, as the underlying driver of neural 

responses – mechanics at the whisker base – ought to be grossly comparable between touch and 

airflow stimulation.  

This expectation was supported by a small set of Vg neural responses; all neurons responded 

robustly to airflow but had widely varying maximum firing rates (between 8 – 120 spikes/sec) and 

varying degrees of adaptation (Fig. 3.5). All neurons increase firing rate with airspeed, consistent 

with both the increased bending and vibration magnitude associated with higher airspeed. In 

addition, a neuron’s preferred airflow direction can change with airspeed, possibly because the 

whisker vibrates in a different direction at different airspeeds. Finally, neurons exhibit periodicities 

in their firing rate related to the predicted resonance frequency for their associated whisker.  
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This small set of recordings describes the major stimulus-response relationships that lay the 

groundwork for understanding neural representations of airflow. Comprehensive descriptions of 

airflow encoding by Vg neurons will require precise (and currently impractical) quantification of 

3D whisker motion during neural recording, in addition to a larger sample of neurons. High 

precision measurements of whisker motion will be required to distinguish small differences in 

response types across whiskers, and to investigate how the fast whisker dynamics relate to spiking. 

With the limited stimulus quantification available, we have characterized some primary response 

characteristics with a small sample; further investigation of this modality is better served when 

stimulus quantification is improved.  
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Chapter 4: Whisking mechanics and active sensing  

4.1 Abstract 

We describe recent advances in quantifying the three-dimensional (3D) geometry and mechanics 

of whisking. Careful delineation of relevant 3D reference frames reveals important geometric and 

mechanical distinctions between the localization problem (“where” is an object) and the feature 

extraction problem (“what” is an object). Head-centered and resting-whisker reference frames lend 

themselves to quantifying temporal and kinematic cues used for object localization. The whisking-

centered reference frame lends itself to quantifying the contact mechanics likely associated with 

feature extraction. We offer the “windowed sampling” hypothesis for active sensing: that rats can 

estimate an object’s spatial features by integrating mechanical information across whiskers during 

brief (25 – 60 ms) windows of “haptic enclosure” with the whiskers, a motion that resembles a 

hand grasp. 

4.2 Introduction  

The rodent vibrissal-trigeminal system is one of the oldest models for the study of active sensing 

in the field of neuroscience (Richardson, 1909; Simons, 1978; Vincent, 1912; W. I. Welker, 1964; 

Wineski, 1985). The past five years have seen several breakthroughs in the field of vibrissal 

research, including the discovery of the central pattern generating circuits responsible for rhythmic 

whisking (Moore et al., 2013) and their close association with sniffing behavior (Moore et al., 

2013; Ranade et al., 2013), as well as the elucidation of differential processing along parallel 

thalamocortical pathways (Moore et al., 2015; Yu et al., 2013). However, we still do not fully 

understand how to interpret the signals in these central structures, in part because we do not yet 
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fully understand the inputs: the tactile signals that drive the responses of primary sensory neurons 

in the trigeminal ganglion.  

Recent advances in three-dimensional (3D) whisker mechanics (Huet et al., 2016; Huet et al., 

2015; Knutsen et al., 2008; Yang et al., 2016) offer the opportunity to compute the complete set 

of tactile inputs transmitted by the vibrissae during active tactile exploration. The goal of the 

present paper is to review recent literature so as to establish a unified framework for describing 

the geometric and mechanical variables relevant to whisking behavior. Specifically, we develop 

formalisms for head-centered and whisker-centered reference frames and compare them with the 

more traditional resting-whisker reference frame. The whisker-centered reference-frame is well 

suited to describe mechanical information about the external world transmitted by the whisker, but 

it is geometrically unintuitive. The resting-whisker reference frame is well suited to describe the 

location of an object relative to a particular whisker, but is ill suited to describing mechanical 

variables and mechanoreceptor deformation.  

By carefully distinguishing between these reference frames, we argue that a whisking rodent will 

face two separate problems during tactile exploration. The first is how to localize an object in head-

centered coordinates based on tactile information that originates in whisker-centered coordinates 

(“where” is the object). The second is how to integrate information across multiple whiskers to 

estimate the object’s contour, independent of its location in head-centered coordinates (“what” is 

the object). In this review we focus on the rat whisker system, but the framework also applies to 

mice and other rodents. 
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Figure 4.1 Arrangement of the whiskers on the mystacial pad and reference frames 

relevant to whisking mechanics. A) The whiskers of the rat mystacial pad are organized in 

rows and columns. B) Whisker length and curvature vary systematically across the array. C) 

Panels illustrate a two-step process to transform between head-centered, resting-whisker, and 

whisker-centered reference frames. The translation moves the origin from the snout to a 

whisker basepoint with polar coordinates (𝑟𝑏𝑝,𝜃𝑏𝑝) in the head-centered reference frame; 𝜃𝑏𝑝 

is measured counterclockwise from the midline. The rotation results in a new reference frame 
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4.3 The geometry of whisking 

Whiskers are arranged in a regular array (rows and columns) on the rat’s face,and  

decrease in length from caudal to rostral (Fig 4.1AB). Each whisker has an intrinsic curvature that 

follows from approximating its proximal shape by a parabola (Knutsen et al., 2008; Towal et al., 

2011). Intrinsic curvature varies systematically across the array (Fig 4.1B); shorter whiskers tend 

to have larger curvature than longer whiskers and also a more variable curvature across whiskers 

(Quist et al., 2012a). 

Each whisker is held tightly within a follicle at its base (Bagdasarian et al., 2013; Ebara et al., 

2002). Each follicle is packed with mechanoreceptors, and is actuated by both intrinsic and 

extrinsic muscles (Deschenes et al., 2015; Haidarliu et al., 2012; Haidarliu et al., 2015; Haidarliu 

et al., 2010; Kim et al., 2012; Simony et al., 2010). Whisking behavior allows rodents to move 

their whiskers independently of the head, and it is therefore important to distinguish between head-

centered and whisker-centered reference frames.  

Because each whisker is held tightly by its follicle (Bagdasarian et al., 2013), and because the base 

of a whisker is relatively stiff (Hires et al., 2013; Quist et al., 2011; Quist et al., 2012a; Voges et 

al., 2012; M. Williams et al., 2010; Yan et al., 2013), the follicle and the proximal segment of the 

whisker move approximately as a single unit (a rigid body) relative to the head. Figure 4.1C 

describes the time-dependent position and orientation of this unit in a head-centered reference 

frame.  

in which the proximal segment of the whisker lies in the x”-y” plane and is tangent to the x”-

axis at its base. The y”-axis is perpendicular to the x”-axis, with positive defined as the 

direction in which the tip curves concave forward. D) The resting-whisker reference frame 

does not rotate with the whisker. In contrast, the whisker-centered reference frame rotates with 

𝜃_𝑤(𝑡). 
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The two-step process depicted in Figure 4.1C – namely, a translation of the head-centered 

reference frame to the location of the whisker basepoint and a rotation that aligns the translated 

reference frame to the proximal segment of the whisker – describes the location and orientation of 

the whisker with respect to a head-centered reference frame. This process results in the two new 

reference frames shown in Figure 4.1D: a resting-whisker reference frame and a whisker-centered 

reference frame.  

For the resting-whisker reference frame, the rotation considers the whisker at biomechanical rest 

and aligns the x”-axis with the proximal segment of the whisker at as it emerges from the mystacial 

pad. The y”-axis is perpendicular to the x”-axis, with positive defined as the direction in which the 

tip curves concave forward. This reference frame is now fixed. In contrast, the whisker-centered 

reference frame moves with the whisker. In this frame, the whisker always lies in the x”-y” plane 

and is tangent to the x”-axis at its base.  

This approach can be extended to the full three-dimensional (3D) case. In 3D, the base point 

coordinates (𝑟𝑏𝑝, 𝜃𝑏𝑝, 𝜙𝑏𝑝) for the translation include an additional angle, the elevation angle 𝜙𝑏𝑝. 

In 3D, three angles (𝜃𝑤, 𝜙𝑤, 𝜁𝑤) are needed to characterize the rotation, where 𝜃𝑤 is the horizontal 

Figure 4.2 Object coordinates in the head-centered, resting-whisker, and whisker-

centered reference frames. Here we drop the double prime notation used in Fig 4.1 to refer 

to the axes in the resting-whisker and whisker-centered reference frames. Object location in 

the head-centered reference frame (h) does not depend on the motions of the whisker. The 

resting-whisker reference frame (rw) stays fixed as the whisker rotates; object coordinates do 

not change during whisker motion. The angle 𝜃𝑝𝑢𝑠ℎ measures the change in 𝜃𝑤 from the onset 

of contact. The whisker-centered reference frame (w) rotates with the whisker; the angular 

location of the object changes continuously, both before and during contact. As in the resting-

whisker reference frame, 𝜃𝑝𝑢𝑠ℎmeasures the change in 𝜃𝑝𝑢𝑠ℎ from the onset of contact. In both 

resting-whisker and whisker-centered reference frames, whisker position at rest is shown as a 

thick grey dashed line, whisker position at contact as a thin grey dashed line, and whisker 

position when protracting against the object as a thin black line.   
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angle, 𝜙𝑤  is the elevation angle, and 𝜁𝑤 is the roll of the whisker around its own tangent at the 

base (Knutsen, 2015; Knutsen et al., 2008; Towal et al., 2011).  

The angle 𝜃w is measured in a horizontal plane and the angle 𝜙𝑤  in an elevation plane, both oriented 

relative to the plane that defines the pitch of the rat’s head. In physiological experiments, zero head 

pitch is defined by aligning bregma with lambda. An alternative, appropriate in the context of some 

biomechanical and behavioral experiments, is to define zero pitch such that the basepoints of the 

whiskers lie in horizontal rows (Towal et al., 2011), or such that the two eyes and the nose lie in 

the horizontal plane (Knutsen et al., 2008). Each choice offers distinct advantages and 

disadvantages, depending on the experimental questions asked. Once the zero head pitch plane, 

and thus the horizontal plane, has been identified, the elevation plane can be computed from 

projecting the whisker onto the horizontal plane: the tangent to the real whisker at its base and the 

tangent to the projected whisker at its base define the elevation plane.  

Finally, it is important to recall that all of these coordinates, (𝑟𝑏𝑝, 𝜃𝑏𝑝, 𝜙𝑏𝑝)  and (𝜃𝑤, 𝜙𝑤 , 𝜁𝑤), are 

functions of time, as they describe the position and orientation of the whisker’s base in the head-

centered reference frame.  

The position of an object relative to the rat can be described in any of the three coordinate systems 

of Fig 4.1CD: the head-centered, the resting-whisker, or the whisker-centered reference frame. 

Throughout the present work, we assume the object to be a vertical peg, as is often used in 

behavioral experiments (Knutsen et al., 2006; Mehta et al., 2007;  O'Connor et al., 2010; Pammer 

et al., 2013). For simplicity, the peg is assumed to have infinitesimally small radius, as if it were a 

line segment.  
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Object coordinates in each of these three reference frames are illustrated in Fig 4.2. Object location 

in the head-centered reference frame is self-explanatory; the position of the object in this frame 

does not depend on how the whisker moves. The other two reference frames require a few 

additional notes.  

First, if the basepoint location (𝑟𝑏𝑝, 𝜃𝑏𝑝, 𝜙𝑏𝑝)   changed with time, the origin of these two reference 

frames and the object coordinates in these two reference frames would translate accordingly. For 

the pure rotational motion illustrated in the examples of Fig 4.2, basepoint translation can be 

neglected; 2D object coordinates in the resting-whisker reference frame (𝑟𝑤𝑜𝑏𝑗, 𝜃𝑤𝑜𝑏𝑗) thus remain 

constant during the whisk. In contrast, while 𝑟𝑤𝑜𝑏𝑗 also remains constant in the whisker-centered 

reference frame, 𝜃𝑤𝑜𝑏𝑗 changes continuously and becomes negative after significant deflection 

against an object. Note also that as the whisker makes contact with and deflects against the object, 

its 2D rotation from the onset of contact is measured by a new angle, 𝜃𝑝𝑢𝑠ℎ. If the whisker were 

perfectly straight, 𝜃𝑝𝑢𝑠ℎ would be equal and opposite to 𝜃𝑤𝑜𝑏𝑗, but because the whisker has 

intrinsic curvature, their relationship is more complicated and depends on the radial distance 𝑟𝑤𝑜𝑏𝑗. 

Finally, we note that the characterization of object location from any of the three reference frames 

is easily extended to the 3D case; this simply requires an additional angle for elevation relative to 

the corresponding horizontal plane, namely (𝑟ℎ𝑜𝑏𝑗, 𝜃ℎ𝑜𝑏𝑗, 𝜙ℎ𝑜𝑏𝑗), (𝑟𝑤𝑜𝑏𝑗, 𝜃𝑤𝑜𝑏𝑗 , 𝜙𝑤𝑜𝑏𝑗), or (𝑟𝑤𝑜𝑏𝑗, 

𝜃𝑤𝑜𝑏𝑗 , 𝜙𝑤𝑜𝑏𝑗). See Section 4 for a more detailed analysis of the unexpected subtleties of 3D object 

location. 

4.4 The mechanics of quasi-static contact  
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When the whisker makes contact with an object, a mechanical transient is generated (a dynamic 

effect), and the whisker begins to bend. The quasistatic forces associated with bending are slower, 

but generally larger in magnitude than the transient forces associated with the collision (Boubenec 

et al., 2012;  Hartmann, 2015; Quist et al., 2014). Fig 4.3AB provide 2D and 3D illustrations, 

respectively, of the mechanical signals at the base of the whisker generated by contact (Clements 

et al., 2006; Hires et al., 2013; Huet et al., 2015; Kaneko et al., 1998; Pammer et al., 2013; Scholz 

et al., 2004; Solomon et al., 2006; Solomon et al., 2010). 

 

Figure 4.3 Mechanical signals in the whisker-centered reference frame. A) The 2D applied 

force F is decomposed into an axial component Fx along the whisker’s axis and a transverse 

component Fy. The bending moment Mz at the whisker base has magnitude |Mz|=𝑟𝑤𝑜𝑏𝑗 |Fy|. B) 

The 3D applied force is F decomposed into an axial component Fx and two transverse 
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Mechanical signals at the whisker base cannot be directly measured, because placing a sensor at 

the whisker base would interfere with its mechanics. Quantifying these contact variables requires 

either mechanical modeling (Bush et al., 2016a; Clements et al., 2006; Huet et al., 2016; Kaneko 

et al., 1998; Pammer et al., 2013; Quist et al., 2012a; Scholz et al., 2004; Solomon et al., 2008; 

Solomon et al., 2011; Yan et al., 2013) or the use of geometric proxies. For example, change in 

curvature near the whisker base during contact is sometimes an appropriate proxy for change in 

bending moment at the whisker base (Campagner et al., 2016; Chen et al., 2015). The quality of 

the proxy will depend on the exact method by which changes in curvature are computed (e.g., 

computing a spline vs. fitting a circle near the whisker base). Moreover, whenever the curvature is 

not computed precisely at the base, its actual value will depend on the somewhat subjective choice 

of a point “near the base” at which the curvature is computed.  

 

As noted, the diagrams in Fig 4.3AB use the whisker-centered reference frame; it is in this 

coordinate system that mechanical signals are transmitted to the follicle. To clarify this point, 

consider the whisker’s location relative to mechanoreceptor endings within the follicle (Fig 4.3C). 

Mechanoreceptors respond to deformations caused by the motion of the whisker within the follicle. 

These deformations activate Vg neurons, the “gatekeepers” of all vibrissal-related information to 

components Fy and Fz. The bending moment M at the whisker base is M = rwobj x F. Contact 

point coordinates in the whisker-centered frame are (𝑟𝑤𝑜𝑏𝑗, 𝜃𝑤𝑜𝑏𝑗 , 𝜙𝑤𝑜𝑏𝑗). C) During a 

protraction, the follicle and the whisker base rotate and roll as a single unit. The deformations 

on a mechanoreceptor (green dot) within the follicle are computed in the reference frame of 

the whisker. Whisker-centered coordinates maintain the geometric relationship between the 

whisker base and any given mechanoreceptor within the follicle at all times during a 

protraction. Resting-whisker coordinates cannot achieve this invariance because they are fixed 

in a single angular location, corresponding to the start of protraction. 
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the trigeminal pathway (Arabzadeh et al., 2006; Bale et al., 2015; Bale et al., 2013; Bush et al., 

2016a; Campagner et al., 2016; Jones et al., 2004a; Jones et al., 2004b; Leiser et al., 2006, 2007; 

Lichtenstein et al., 1990; Lottem et al., 2011; Whiteley et al., 2015). A meaningful physical 

description of how mechanoreceptors will deform, and thus how Vg neurons will respond, requires 

a reference frame in which the location of the mechanoreceptor relative to the whisker does not 

change as the whisker moves. Vg response to mechanical stimuli thus requires that these stimuli 

be characterized in the whisker-centered reference frame.  

4.5 The location of whisker-object contact points from different reference frames 

How might the rat localize an object in the context of reference frames and variables described 

above? 

Consider a rat whisking against a peg situated at two different horizontal angles (𝜃ℎ𝑜𝑏𝑗= 51° and 

𝜃ℎ𝑜𝑏𝑗= 79°) relative to its snout (Fig 4.4A and 4.4B, at time of initial contact). A 2D view from the 

top, further simplified by neglecting whisker curvature (see insets at top left), correctly indicates 

that all whiskers caudal to the peg will make contact with the peg at a single horizontal angular 

location in the head-centered reference frame (𝜃ℎ𝑜𝑏𝑗). However, the 2D view gives the misleading 

impression that there is a simple relationship between the angular location 𝜃ℎ𝑜𝑏𝑗of the object in 

the head-centered reference frame and the angle 𝜃w through which the whisker must rotate in order 

to make contact with the object.  

The 3D views reveal considerable more complexity. All three whiskers make initial contact with 

the object at different values of 𝜃𝑤, 𝜙𝑤 and 𝜁𝑤, because the orientations of each of the whiskers 

are different in the head-centered reference frame. Note that although 𝜃ℎ𝑜𝑏𝑗differs by exactly 28° 
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between Figs 4.4A and 4.4B, the 𝜃w values for the whiskers do not shift by 28°. The complex 

relationship between 𝜃𝑤 and 𝜃ℎ𝑜𝑏𝑗is due to the intrinsic curvature of the whiskers.  

In whisker-centered coordinates, all whiskers have different values of 𝑟𝑤𝑜𝑏𝑗 and 𝜃𝑤𝑜𝑏𝑗  at the time 

of initial contact, while 𝜙𝑤𝑜𝑏𝑗 is identically zero because the whiskers have not deflected out of 

their individual x-y planes. Also note that in head-centered coordinates, the coordinates of the 

whisker-object contact point 𝑟ℎ𝑜𝑏𝑗 and 𝜙ℎ𝑜𝑏𝑗 are different for each whisker, while 𝜃ℎ𝑜𝑏𝑗 stays 

constant because the peg is assumed to have infinitesimally small radius. If the peg had finite 

radius, then 𝜃ℎ𝑜𝑏𝑗 would change as the whisker slips along its length; this type of motion is termed 

“longitudinal slip” (Clements et al., 2006; Kaneko et al., 1998; Kim et al., 2012; Scholz et al., 

2004; Solomon et al., 2008; Solomon et al., 2010). 

Fig 4.4C and 4.4D depict the geometry of contact after all whiskers have protracted against the 

peg until 𝜃w has increased by 10°. Roll (𝜁w) and elevation (𝜙w) change with 𝜃w according to the 

kinematic equations for whisking motions developed by Knutsen et al., 2008 (Knutsen et al., 

2008). After this protraction, the coordinates (𝜃𝑤𝜙𝑤 , 𝜁𝑤) of whisker orientation relative to the head 

have changed, as have the coordinates (𝑟𝑤𝑜𝑏𝑗, 𝜃𝑤𝑜𝑏𝑗 , 𝜙𝑤𝑜𝑏𝑗) of the object in the whisker-centered 

reference frame. The value of 𝜙𝑤𝑜𝑏𝑗 is no longer zero, because the whiskers have now deflected 

out of their initial planes. 

It is interesting to note that the location of the whisker-peg contact points have also changed in the 

head-centered reference frame, both from whisker to whisker and during the protraction. These 

changes may seem unintuitive, because the location of the peg does not change relative to the head. 

Nevertheless, the location of the whisker-peg contact points have changed because the whiskers 
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slip against the peg, both vertically and along their length. In this example, the peg is assumed to 

have vanishingly small radius, and the value of 𝜃ℎ𝑜𝑏𝑗changes with protraction but not from whisker 

to whisker. In contrast, both 𝑟ℎ𝑜𝑏𝑗  and 𝜃ℎ𝑜𝑏𝑗  change considerably from whisker to whisker but less 

so as a given whisker protracts against the peg. If the peg had finite radius, 𝜃ℎ𝑜𝑏𝑗  would also vary 

considerably from whisker to whisker. 

The panels of Fig 4.4 summarize the significant challenges of the 3D object localization problem 

for the rodent, and also implicitly reveal an important “where/what” distinction in the vibrissal 

system. In panels 4A and 4B, the animal must localize the peg at two different angular positions. 

In panels 4C and 4D, as the whiskers deflect against the object the animal should have the same 

perception of the contour of the peg, regardless of whether the whiskers made contact with the peg 

at 51° or 79°. 

Our approach to this problem is based on the observation that object location (“where” is the 

object) is most easily expressed in the head-centered or resting-whisker reference frames. In 

contrast, it is the whisker-centered reference frame that provides an optimal and most natural frame 

for the calculation of the contact forces and moments that lend themselves to a description of object 

contour (“what” is the object). In the next section, we examine the sources of information available 

to the animal for determining object location as well as object contour.   

4.6 Where vs. what: determining object location and contour 

Consider first the problem of localizing the peg at either 51° or 79° (Fig 4.4AB). Both the resting-

whisker and the head-centered reference frames lend themselves to an intuitive description of 

object location ( Ahissar et al., 2011; Kleinfeld et al., 2011; Knutsen et al., 2009; Knutsen et al., 

2006; Mehta et al., 2007; O'Connor et al., 2010; Pammer et al., 2013). To localize an object, the 
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rat must detect the mechanical transients generated by collision with an object, determine the 

location of its whisker at the instant of contact, and determine the location along the whisker at 

which contact was made.  

 

 

Figure 4.4 The geometry of contact. A and B) The figures depict a rat whisking against a 

peg situated at two different horizontal angles relative to its snout: 𝜃hobj = 51° and 𝜙hobj = 79°. 

Whisker angular coordinates in the head-centered reference frame, and contact point 
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However, determining the whisker’s location at the instant of object contact is challenging because 

there are very few proprioceptors in the whisking muscles (Ebara et al., 2002; Moore et al., 2015). 

The rat has thus no direct access to (𝜃𝑤, 𝜙𝑤, 𝜁𝑤),  though some information may be available 

through the mesencephalic nuclei (Mameli et al., 2016; Mameli et al., 2010). Recent studies have 

suggested that reafferent signals reporting whisking phase could be combined with an efferent 

copy of whisking midpoint and amplitude to estimate angular whisker position 𝜃𝑤 (Fee et al., 

1997; Hill et al., 2011; Kleinfeld et al., 2011; Wallach et al., 2016). Given that the elevation and 

roll of the whisker are tied closely to protraction angle (Knutsen, 2015; Knutsen et al., 2008), the 

full 3D angular position of the whisker (𝜃𝑤, 𝜙𝑤, 𝜁𝑤) at the time of contact could in principle be 

determined.  

Several excellent review articles have recently surveyed the neurophysiological basis for the 

implementation of this type of localization scheme ( Ahissar et al., 2011; Diamond et al., 2008; 

Kleinfeld et al., 2006; Knutsen et al., 2009). From a purely mechanical standpoint, this localization 

approach is plausible because the whisker has very little mass, and its proximal region behaves 

like a rigid body during non-contact whisking (Knutsen, 2015; Knutsen et al., 2008). The rat would 

thus be able to monitor and control purely kinematic variables (i.e., phase, midpoint, amplitude) 

to obtain an estimate of whisker position during localization behaviors. However, this localization 

coordinates in both whisker-centered and head-centered reference frames, are shown for three 

different whiskers (red, green, and blue). C and D) Whisker angular coordinates and contact 

point coordinates in the same reference frames and for the same three whiskers, after all three 

have protracted against the peg until 𝜃w has increased by 10°. The changes in roll (𝜁𝑤) and 

elevation (𝜙𝑤) with 𝜃𝑤 were simulated according to the kinematic equations for whisking 

motions developed by Knutsen et al., 2008 (Knutsen et al., 2008).  
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scheme requires precise timing information to allow the computation of 𝜃𝑤 at time of contact. 

Moreover, values of 𝜃𝑤 must be monitored separately for each whisker.  

A complementary hypothesis emerges from considering 3D geometric and mechanical effects. 

Because the whisker rolls as it protracts, the orientation of the whisker varies systematically 

through the whisking cycle (Knutsen, 2015; Knutsen et al., 2008). In turn, the whisker’s orientation 

at the time of object contact will determine the direction in which it is deflected by the object (Huet 

et al., 2016; Huet et al., 2015; Solomon et al., 2008; Solomon et al., 2010; Yang et al., 2016). The 

direction of whisker bending could thus provide a mechanism for the rat to determine the 

horizontal angle at which the whisker has made contact with the object (Knutsen et al., 2008; Yang 

et al., 2016).  

Consider next the problem of extracting the contour of the peg. In principle, the rat could determine 

object contour by computing the location of each whisker-object contact point in head-centered 

coordinates; this would be done in the manner just described for object location (whisking phase, 

timing, etc…). The contour of the object could then be determined by comparing these contact 

point locations – in head centered coordinates – across the array of whiskers. Although this scheme 

cannot be ruled out, it is computationally expensive and error prone, because the correct 

computation of object contour would depend on the correct computation of several object 

locations. 

An alternative possibility is suggested by Figure 4.4CD, which indicates that after object contact, 

a new source of information becomes available to the animal: the contact forces and moments at 

the base of each whisker. The signals associated with contact mechanics tend to be much larger 

than the signals present during non-contact whisking (Boubenec et al., 2012; Campagner et al., 
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2016; Khatri et al., 2009; Leiser et al., 2007; Quist et al., 2014; Szwed et al., 2003; Szwed et al., 

2006b). Given the spatial invariance of a mechanoreceptor with respect to the follicle (Figure 4.3), 

the deformation of mechanoreceptors associated with contact is optimally expressed in whisker-

centered coordinates. Two recent studies indicate that this mechanical information is indeed 

encoded by primary sensory neurons of the trigeminal ganglion (Bush et al., 2016a; Campagner et 

al., 2016).  

We therefore propose that – just as during human exploration with fingertips (Tramper et al., 2013) 

– the rat exploits contact mechanics to determine object features such as contour. Although very 

few studies have examined whisker-object contact patterns, a few recent experiments provide clues 

as to how this computation is enabled by whisker motions. 

First, several studies have indicated that as rats perform haptic exploration tasks, they gradually 

increase contact durations with the object (Deutsch et al., 2012; Grant et al., 2009; Saraf-Sinik et 

al., 2015). Mechanically, this would have the effect of damping out vibrations associated with 

object collision and ensuring that the whisker enters a quasistatic regime in which bending is the 

dominant effect (Boubenec et al., 2012; Quist et al., 2014; Yan et al., 2013). In 2D, the mechanical 

signals associated with bending have been shown to uniquely represent the whisker centered 

geometry (𝑟𝑤𝑜𝑏𝑗, 𝜃𝑤𝑜𝑏𝑗) (Solomon et al., 2011). Moreover, recent work from our laboratory 

strongly indicates that a subset of forces and moments at the whisker base will also be sufficient 

to represent (𝑟𝑤𝑜𝑏𝑗, 𝜃𝑤𝑜𝑏𝑗 , 𝜙𝑤𝑜𝑏𝑗). 

Second, studies on orienting behavior have shown that rats tend to position their heads so as to 

maximize the number of whiskers in contact with a surface, given the expected orientation of the 
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surface (Hobbs et al., 2015; Mitchinson et al., 2007). The tendency to maximize the number of 

whisker-object contacts suggests that the integration of information across multiple whiskers will 

play an important role during contour extraction. 

Finally, a recent study employed a light sheet to directly visualize whisker-object contact patterns 

as naïve rats freely explored a flat, vertical surface (Hobbs et al., 2016). Results showed that every 

whisk exhibited brief windows during which many whiskers collectively made sustained (25 – 60 

ms) contact with the surface. The number of whiskers in contact depended strongly on the pose of 

the head, but averaged around 15 to 20. Furthermore, during this contact window (termed the 

“sustained collective contact interval,” or SCCI), all whiskers converged and moved more slowly 

on the surface.  

Taken together, we interpret these studies to suggest that the rat employs a strategy of “windowed 

sampling” during object exploration. As opposed to relying primarily on inter-vibrissal phase or 

timing cues to extract object spatial features (e.g., contour), the rat spatially integrates across 

whiskers the mechanical signals acquired during the SCCI. These mechanical signals can thus 

provide information about object identity through an integrative computation that does not depend 

on the object’s location in head-centered coordinates. 

4.7 Conclusions 

Three-dimensional investigation of vibrissotactile exploratory behavior is experimentally 

challenging, and simulations of 3D vibrissal geometry and mechanics are complex. Yet a 3D 

approach is critical if we are to begin understanding the input signals that drive activity at more 

central levels of the trigeminal system (Huet et al., 2016; Huet et al., 2015; Jones et al., 2004b; 

Lichtenstein et al., 1990; Yang et al., 2016). As the field progresses in its understanding of 3D 



141 
 

mechanics, geometry, and vibrissal-object contact patterns, it will be essential to ensure a 

systematic notation for each of the reference frames relevant to quantifying input variables.  

In particular, the head-centered and resting-whisker reference frames naturally lend themselves to 

a description of object location, while the whisker-centered reference frame provides a natural 

description of mechanics. We further suggest that by exploiting contact mechanics, the animal 

could obtain estimates of contact point location within the whisker-centered reference frame; 

object contours can then be determined by integrating mechanical information across vibrissae 

during a brief (25 to 60 ms) window of quasi-static deflection that lasts only a fraction of the whisk. 

We posit that rats perform a “haptic enclosure” (Klatzky et al., 1995; Lederman et al., 2009) with 

their whiskers, similar to a grasping motion of the human hand.  

Although this article has implicitly raised a host of interesting questions about the neural 

representations of these coordinate systems, we can only offer speculative ideas as to how and 

where those neural representations would emerge. By analogy to reaching and grasping (Graziano, 

2001), we suggest that rodents may employ a variety of reference frames (head-centered, 

unilateral-array centered, whisker-centered) depending on their behavioral goals. Some evidence 

for task-specific coordination of head and whisker movements has recently emerged in freely 

behaving mice. We suggest that a careful consideration of whisking motions may make the rodent 

system an excellent model for the study of neural transformations between reference frames, a 

choice that would complement work in primates.  
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Chapter 5: Continuous, multidimensional coding of complex tactile stimuli by 

primary sensory neurons of the vibrissal system 

5.1 Abstract 

To uncover the full representational capabilities of sensory neurons, it is crucial to observe neural 

responses to a variety of complex and naturalistic stimuli. In the rodent whisker system, 

mechanical information at the base of the follicle is known to drive the firing of primary sensory 

neurons of the trigeminal ganglion (Vg). Until now, studies of the encoding properties of these 

neurons have been primarily limited to 2D analyses, and often employ restricted stimulus sets. 

Here we quantify the full 3D shape and mechanics of whiskers during complex and naturalistic 

stimulation while recording from Vg neurons. The data is used to fit generalized linear models that 

predict with high accuracy the firing of these neurons in response to 3D mechanical information. 

Our results show that individual Vg neurons simultaneously represent multiple mechanical 

features of a given stimulus, and that the binary distinction between rapidly and slowly adapting 

populations does not hold during complex stimulation. A comparison of tuning properties across 

recorded neurons reveals that feature representations vary continuously and tile all available 

mechanical information without segregating into feature specific functional streams. 

5.2 Introduction 

The overarching goal of sensory neuroscience is to quantify how neurons encode and process 

fundamental physical stimuli: photons, pressure waves, chemicals, and mechanical forces. A 

common experimental approach is to use a highly controlled, reduced, and repeatable stimulus set 

to elicit consistent neural responses that can be averaged to reduce trial-to-trial variability (Jones 

et al., 2004b; Lottem et al., 2011; Shoykhet et al., 2000; Storchi et al., 2012; Stuttgen et al., 2008; 
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Szwed et al., 2006b).This method lends itself to a description of neural coding in which units are 

tuned to a small number of stimulus features in a manner well described by low-dimensional tuning 

curves (Bale et al., 2013), and to a categorization of units into functional classes (Zeng et al., 2017) 

based on differential responses to the stimuli presented (Kwegyir-Afful et al., 2008; Lichtenstein 

et al., 1990; Lottem et al., 2011; Shoykhet et al., 2000; Stuttgen et al., 2008; Stuttgen et al., 2006; 

Zucker et al., 1969). A problem with this approach is that the results are constrained by the stimuli, 

which are generally categorical themselves. The presented stimuli significantly underrepresent the 

stimulus space to which the neurons respond, the space of natural stimuli being larger in both 

extent and dimensionality. It is thus almost inevitable that the neurons will, in turn, exhibit simple 

tuning curves and categorical response types. Descriptions of neural representations of stimuli 

therefore remain incomplete. 

The rodent whisker system is one of the premier models for studying tactile processing and cortical 

function (Ramirez et al., 2014; Woolsey et al., 1970); however, most descriptions of the sensory 

inputs to this system —the responses of primary sensory neurons in the trigeminal ganglion (Vg) 

— are based on experiments that use reduced stimulus sets. Variations in the presented stimuli are 

discrete, involving only a few features or limited spatial directions, small in dynamic range, or 

presented only along the neuron’s preferred tuning. More recent work in awake preparations – 

both head-fixed and freely moving – has allowed for continuous variability in the stimulus due to 

the behavioral control of whisking (Campagner et al., 2016; Khatri et al., 2009; Leiser et al., 2007; 

Severson et al., 2017). However, these studies have been restricted to analyzing a 2D projection 

of the whisker. Although together these studies have led to a better understanding of crucial aspects 
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of Vg coding properties, such as directional selectivity and temporal precision, an integrated view 

of stimulus encoding remains elusive. 

During natural exploration, rodents whisk in stereotyped but non-repeatable 3D trajectories 

(Birdwell et al., 2007; Deutsch et al., 2012; Knutsen et al., 2008; Ritt et al., 2008). The whiskers 

contact objects actively via a combination of whisker, head, and body movements, and passively 

via extrinsic movement of the objects themselves. The result is a complex, 3D, and continuously 

varying pattern of physical stimuli that impinges on the whisker. The many components of these 

stimuli are often constrained to covary, calling into question the validity of categorical neural 

responses and traditional low dimensional tuning curves.  

In the present work we take inspiration from studies of the visual system in which stimulus sets 

are becoming increasingly natural and complex (Chichilnisky, 2001; Kayser et al., 2003; McIntosh 

et al., 2016; Touryan et al., 2005), and apply to the whiskers a manual, naturalistically varying 

stimulus set specifically designed for a rich exploration of tactile stimulus space. We introduce a 

stereo-vision 3D whisker imaging technique, apply a validated 3D model of whisker mechanics 

(Huet et al., 2015), and use state of the art statistical modeling techniques (Theis et al., 2013; 

Williamson et al., 2015) to characterize the full 3D input space available to the whisker system, 

and the subsequent response properties of Vg neurons to stimuli that covary along many 

dimensions. 

5.3 Results  

5.3.1 Acquisition of 3D stimulus information 

We recorded from 78 whisker-responsive neurons in the Vg of 22 anesthetized rats during manual 

tactile stimulation of single whiskers. During stimulation, high-speed video (300 or 500 fps) of 
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whisker motion was recorded in two views (Fig. 5.1A). Tactile stimulation methods were similar 

to those described previously (Bush et al., 2016a). Briefly, a graphite probe was used to repeatedly 

deflect the whisker at 2 or 3 different distances along the whisker length (Fig. 5.1C) in 8 cardinal 

directions (Fig. 5.1D). Stimulation speed varied across trials, but care was taken to ensure that two 

approximately distinct speeds (“fast” and “slow”) were used at each stimulation location. We 

recorded video and neural data for an average of ~500 seconds per neuron, with an average of 684 

individual whisker deflections across all conditions. Whiskers were tracked in both camera views 

(Clack et al., 2012), and the shape of the whisker was reconstructed in 3D (Fig. 5.1B), along with 

estimates of the 3D stimulus contact point. Established mechanical models (Huet et al., 2015) were 

then used to compute the quasistatic forces and moments at the whisker base in each video frame 

(Fig. 5.1E). 

In the anesthetized animal, exerting a force on the whisker not only causes the whisker to bend, 

but also causes the follicle to rotate within the mystacial pad (Bagdasarian et al., 2013; Bush et al., 

2016c). This rotation generates a force between the follicle and the surrounding tissue, which may 

excite mechanoreceptors and contribute to the Vg response. Follicle rotation within the tissue is 

especially pronounced for proximal stimulations. Because the mechanical properties of the 

follicle-cheek interface are unknown, we used the angular rotation of the whisker as it emerged 

from the cheek (Fig. 5.1E, Suppl. Fig. 5.1) as a proxy for the force of the mystacial pad on the 

follicle. All signals, including spike times, were interpolated and binned to a sampling rate of 1 

kHz. 

A notable feature of the stimulation procedure used here is that although the deflections differ from 

each other in detail, they all have a similar temporal evolution. Since the manual stimulation 
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method does not permit repeated delivery of an identical stimulation, time-locked responses could 

not be compared across trials. However, each deflection evolves similarly with time, as would 

naturally occur for a set of repeated whisks against an object. This temporal structure lends itself 

to analysis through “time-normalized” histograms created by normalizing the duration of all 

stimulations to be exactly equal to one, a procedure that resembles a temporal phase analysis 

(Leiser et al., 2007; Moore et al., 2015; Szwed et al., 2003), while retaining individual whisk 

dynamics and variability.  
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5.3.2 Most neurons are jointly tuned to direction and location of stimulation along the 

whisker arclength 

Multiple previous studies have demonstrated that Vg firing rate is strongly influenced by the 

direction of deflection (Gibson et al., 1983b; Jones et al., 2004a; Jones et al., 2004b; Lichtenstein 

et al., 1990; Woolston et al., 1983; Zucker et al., 1969) as well as the location at which the stimulus 

makes contact along the whisker length (Szwed et al., 2003; Szwed et al., 2006b). However, these 

studies have not quantitatively examined the joint effect of direction and stimulus contact location 

on firing rate. 

Here, we quantify the effects of changes in both arclength of contact (two or three groups) and 

direction (eight groups) simultaneously; when incorporating trial-to-trial variability, this set of 

stimuli covers a large region of the possible stimulus space. For each neuron, we computed the 

average firing rate across many deflections for each arclength/direction combination, and used it 

Figure 5.1: Acquisition of 3D stimulus information (A) Schematic of experimental setup. 

Two high-speed cameras are centered on the rat’s whisker array. A tungsten electrode is 

lowered to record activity from a single Vg neuron during manual deflection of a single 

whisker. (B) Example 3D reconstructions of a whisker. Mechanics are calculated in whisker-

centered coordinates based on the change in whisker shape (bending; yellow); rotational 

features are calculated based on the change in base segment emergence angles (green, Δ𝜃 on 

the x-y plane, Δ𝜙 on the x-z plane) compared to rest (black). See Methods for details. (C) 

Deflections were applied at 2 to 3 distances along the whisker arclength; whisker lengths were 

normalized to one. Unsupervised clustering algorithms grouped the contacts into three 

“distance groups”: proximal (P), middle (M), and distal (D). A histogram of the number of 

contacts at a given fraction of the arclength is shown across all neurons. When only two distinct 

clusters were found for a given whisker, the middle group was omitted; the middle group is 

thus underrepresented. (D) Deflections were applied in approximately 8 directions in the plane 

perpendicular to the main axis of the whisker. Unsupervised clustering algorithms labeled each 

deflection as belonging to one of eight “direction groups”. Trajectories described in terms of 

the two base angles are shown for all deflections of an example whisker; color indicates the 

assigned direction group. Qualitatively distinct groups are observed for this example and for 

all whiskers. (E) Traces of moments (orange; 𝑀𝑥 , 𝑀𝑦, 𝑀𝑧), forces (cyan; 𝐹𝑥, 𝐹𝑦 , 𝐹𝑧), rotation 

angles (magenta; Δ𝜃, Δ𝜙), and observed spikes for three successive deflections are shown for 

an example whisker/neuron pair. Scale bars are 0.1 𝜇𝑁𝑚, 0.5 𝜇𝑁, and 5° respectively.  
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to compute a Directional Selectivity Index (DSI) defined as (1 − 𝜎2), where 𝜎2 is the directional 

circular variance (Mazurek et al., 2014) (see Methods). Results of this analysis are shown in 

Figures 5.2A-D for one example neuron. This neuron’s firing rate increased as stimulation became 

increasingly proximal (Fig. 5.2A,C). The neuron had a best direction near 225° (Fig. 5.2B,C), and 

exhibited a moderately strong DSI of 0.54 for proximal stimulation and of 0.64 for distal 

stimulation (Fig. 5.2D). Notice that multiple combinations of arclength and direction can result in 

the same firing rate (Fig. 5.2C). Additionally, the directional tuning curve is broader for more 

proximal stimulation, indicating that this neuron’s directional tuning is weaker for more proximal 

deflections (Fig. 5.2C).  

These results are generalized over all neurons in Figures 5.2E,F. Of the 78 recorded neurons, 75 

had distinguishable arclength and direction groups. Although all 75 exhibited significant direction 

tuning, the DSI was found to be continuously and uniformly distributed across all neurons (Fig. 

5.2E; Kolmogorov-Smirnov test p=0.88). In other words, there is a continuum of directional tuning 

strength across the population. Nearly all neurons (72/75) were tuned for arclength, with stronger 

responses primarily occurring for more proximal stimulations. Importantly, the firing rate of most 

neurons (68/75) was modulated by both direction and arclength. Figure 5.2G shows the change in 

DSI for distal compared to proximal stimulations for all cells. Interestingly, approximately equal 

numbers of neurons become more/less directionally tuned as the stimulation is increasingly distal. 

Cells with (DSIdistal – DSIproximal) greater than zero were more directionally tuned for distal contacts 

(28/68 neurons). 

The results of Figure 5.2 indicate that naturalistic and complex stimulation can recapitulate the 

classical Vg responses observed during tightly controlled ramp and hold stimulation (Kwegyir-
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Afful et al., 2008; Lichtenstein et al., 1990; Shoykhet et al., 2000). In addition, these results also 

reveal an underappreciated feature of the response: when direction and arclength covary 

continuously and simultaneously, as they would during natural whisking, the firing rate is 

governed jointly by both stimulus features. These results suggest that it is not possible for the 

response of a single neuron to encode unambiguously a stimulus feature (e.g., arclength of 

contact), and that a population readout is required to accurately estimate these behaviorally 

relevant quantities.  

 

 

Figure 5.2: Most neurons have firing rates that correlate both with arclength of contact 

and deflection direction: (A-D) An example neuron whose firing rate is modulated by both 

arclength and direction. (A) Firing rate increases as stimulation becomes more proximal. (B) 

Firing rate modulation by direction group. The DSI for this neuron is 0.72. (C) Average firing 

rate and directional selectivity can depend on the arclength of contact. Average firing rate of 
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5.3.3 Temporal patterns of spikes during contact are complex and direction dependent  

The previous analyses characterized how direction and arclength of contact affect the average 

firing rate. However, it is well known that detailed temporal features of the Vg response are 

important in shaping responses in more central structures (Hires et al., 2015). We exploited the 

variability across individual deflections to quantify the variety of complex dependencies between 

temporal firing pattern and direction of deflection across the population of recorded cells 

(Supplemental Videos 5.1-5.3). Two examples are shown in the time-normalized histograms of 

Figure 5.3A. Cell 1 exhibits no change in temporal firing pattern, but does exhibit strong changes 

in average firing rate with direction. In contrast, Cell 2 exhibits strong alterations in firing pattern 

based on stimulation direction; some directions show a strong onset response, others a strong offset 

response, and yet others show neither.  

For both Cells 1 and 2, we found the time of maximal firing rate (“peak time”) for each direction. 

The center plots in the two examples of Figure 5.3A show time-varying firing rates as grayscale 

heatmaps for each direction, with peak times indicated as yellow asterisks to allow comparison 

across directions. The peak times for all cells and directions are shown in Figure 5.3B. Each cell 

has eight peak times, one per direction. Cells are ordered by peak time variance; cells with little 

directional modulation of peak time are at the top and those with strong modulation at the bottom. 

the example cell is shown as a function of deflection direction, for both proximal and distal 

arclength of contact. The lines indicate average firing rate for all deflections in each group, 

with line thickness indicating +/- S.E.M. (D) Quantification of the DSI for the example cell. 

(E) Number of cells with significant effects of arclength, direction, and their interaction on 

firing rate (one-way ANOVA). Red indicates significant effects. (F) Vg neurons range from 

not at all directionally modulated (DSI=0), to very strongly modulated (DSI=1). (G) 

Directional tuning strength is modulated by arclength of contact for most cells. 
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Figure 5.3C aggregates data across neurons and directions; peak times are most likely to occur at 

onset, less likely at offset, and least likely in the middle of the deflection.  

 

Figure 5.3: The temporal structure of the Vg responses can be complex and direction 

dependent. (A) Normalized peristimulus time histograms (PSTHs) grouped by deflection 

direction are shown for two example neurons. The horizontal axis of each histogram has been 

linearly normalized to a contact duration between 0 and 1, and each vertical axis is scaled to 

the maximum firing rate observed for that neuron. In each of the eight color panels surrounding 

the center, the color, position, and numerical label denote the direction group of the 



152 
 

We quantified how strongly the direction of stimulation influences the peak time by calculating 

the DSI of the peak time. The DSI for the example cells are given in the inset of the central plots 

in Figure 5.3A. Across all neurons, the DSI of peak time is normally distributed (Shapiro Test 

p=0.47), as shown in Figure 5.3D. The dependency of the temporal pattern of spiking on deflection 

direction is moderate, with few neurons being very strongly (DSI ≅ 1) or very weakly (DSI ≅ 0) 

modulated.  

Vg neurons are frequently classified as rapidly adapting (RA) and slowly adapting (SA) based on 

their response to ramp and hold stimulation (Kwegyir-Afful et al., 2008; Lichtenstein et al., 1990; 

Shoykhet et al., 2000; Stuttgen et al., 2006; Woolston et al., 1983). To implement a similar analysis 

corresponding PSTH. The central plot shows the same eight histograms, but firing rate is now 

represented as grayscale intensity and the y-axis indicates directions 1 – 8.  Times of maximal 

firing rates (peak times) are indicated as yellow asterisks superposed on the grayscale plot for 

each deflection direction. A peak time of 0 indicates maximal spiking at onset of contact, while 

a peak time of 1 indicates maximal spiking at offset of contact. Cell 1 shows little change in 

temporal pattern with deflection direction, while Cell 2 shows significant modulation of 

temporal pattern with deflection direction. (B) Time of peak firing rate(s) for all neurons in all 

directions. Each row represents a neuron; each row has eight points, one for the normalized 

time of peak firing rate for each direction group. Identical peak times for several directions 

appear as superimposed points, so fewer than 8 points may appear in a row. Cells are ordered 

by variance of peak time of firing. (C) Histogram of time of peak firing collapsed across 

neurons and directions (eight counts per neuron). (D) DSI of the time of peak firing rate as a 

function of direction for all neurons. If the time of peak firing rate is heavily modulated by 

direction, DSI≅1. (E) Example of adaptation index AI as a function of direction group for Cell 

2. Positive adaptation indicates that firing rate during the first 10 ms of contact is higher than 

the mean firing rate; negative values indicate that firing rate during the first 10 ms is lower than 

the mean firing rate. (F) Number of cells in each adaptation category. Category number 

indicates the number of directions in which a neuron exhibited RA-like responses (positive 

AI). (G) Adaptation index is shown in color for all neurons and direction groups. Negative 

infinity is represented as the darkest blue; directions in which no spikes were observed appear 

black. Cells are ordered by the mean adaptation index across all directions. Right column (PD) 

isolates the adaptation index for each neuron’s preferred direction; neurons are ordered by 

decreasing adaptation index. 



153 
 

with the present data set, in which there is no clear ramp or hold period, we introduce an 

“Adaptation Index” (AI) as the log ratio of the firing rate during the first 10 ms of contact to the 

average firing rate. An AI of 0 indicates that there is no difference between the onset firing rate 

and the overall mean firing rate; if there is no firing during onset, the adaptation index is negative 

infinity. We calculate the AI separately for each direction group. The AI for each deflection 

direction of Cell 2 is shown in Figure 5.3E, and aggregated for all neurons and directions as a 

heatmap in Figure 5.3G. Cells are ordered by the mean value of AI across all directions; of note is 

the smooth transition between cells that spike preferentially at onset (top, red cells), and those that 

spike less during onset than average (bottom, blue cells). The top cells could be considered as most 

RA-like, and the bottom cells as most SA-like. The smooth transition from positive to negative AI 

is maintained if one considers only the preferred direction (PD) for each neuron (Figure 5.3G, right 

column). Note that in this PD column neurons have been reordered by decreasing AI.  

Consistent with previous studies (Jones et al., 2004a), we found that RA-SA like response patterns 

were often strongly dependent on deflection direction; some cells exhibit a positive AI for some 

deflection directions and a negative AI for others. To describe these variable adaptation properties, 

Jones and Keller used the term “mixed” to indicate that a neuron could exhibit RA-like or SA-like 

responses depending on deflection direction. They use an “adaptation category” that quantifies the 

number of directions to which a neuron responds in an RA-like manner. We employ an analogous 

measure, by defining a neuron to be RA-like for a given direction if the AI for that direction 

exceeds 0. The number of directions for which a neuron responds in this RA-like manner is termed 

its “adaptation category” (Fig. 5.3F).  
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5.3.4 Neural responses are correlated with many components of the stimulus, but many 

components of the stimulus are themselves tightly correlated  

The stimulation protocol used here allows us to quantify the full 3D shape of the whisker, including 

both rotation and bending; this shape can then be used to model the mechanical signals at the 

whisker base. Decomposing the forces and moments into their x, y, and z components yields six 

quantities, while the two angular rotations, ∆𝜃 and ∆𝜙, are proxies for the forces associated with 

the follicle rotating within the tissue. These eight quantities and their derivatives form a total of 16 

dimensions that completely describe the mechanical state of the whisker. A tuning map from this 

16-dimensional input space onto the average firing rate of each neuron quantifies neural response 

during contact. The full tuning map for each neuron can be projected onto each individual input 

dimension; some of these one-dimensional tuning maps (tuning curves) are shown in Figure 5.4A 

for an example cell, and additional two-dimensional tuning maps are shown in Figure 5.4B. These 

tuning maps represent low-dimensional projections of the neuron’s tuning in the full dimensional 

input space.  

In general, tuning curves for all cells showed structure in most of the one-dimensional projections 

we observed, indicating that the firing rate of most Vg neurons correlates with most of the 

whisker’s physical quantities when their effect on average firing rates is considered individually. 

However, this correlation in responses could easily result from intrinsic covariation between 

individual input components – for instance, 𝑀𝑦 will covary with 𝑑𝐹𝑧 , where 𝑑 is the distance from 

the base of the whisker to the point at which 𝐹𝑧 is applied. To quantify these covariations, we 

performed PCA on the input space for each whisker, with and without derivatives. The cumulative 

percent variance explained is shown in Figure 5.4C for all neurons. Without the derivatives, three 
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components are required to explain 95% of the variance in the 8-dimensional space; with 

derivatives, eight components are required to account for 95% of the variance in the 16-

dimensional space.   
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Tuning maps can be obtained as a function of the principal components of the input space instead 

of the physical quantities. Example low-dimensional tuning maps for the two first principal 

components are shown in Figure 5.4D for the same neuron as in Figure 5.4B. Of note is that 

derivatives are included in the PCA decomposition, and that eigenvectors of the PCA tend to 

represent combinations of either physical quantities or their derivatives, but rarely both in a mixed 

manner (Suppl. Fig. 5.2). 

Because all the physical quantities are measured independently of the head (Bush et al., 2016c), 

we can compare how similar the leading low-dimensional PC representations of the input spaces 

are for different whiskers. This analysis is equivalent to asking whether different whiskers 

constrain the physical input spaces in a similar way. The overlap between two PC subspaces can 

be quantified using the “canonical angles” between them (Bjorck et al., 1973) (see Methods). By 

performing a pairwise comparison between the subspaces spanned by the first three principal 

Figure 5.4: State spaces for each whisker fall in a lower dimensional subspace. (A) One-

dimensional tuning maps: firing rate as a function of individual components of bending and 

rotation for an example cell. Units are degrees (top), Newton-meters (middle), and Newtons 

(bottom). (B) Two-dimensional tuning maps: firing rate as a function of pairs of components 

for the same neuron as in A. Color indicates firing rate, scale as in D; units as in A. (C) The 

cumulative percent variance explained by subsequent additions of ordered principal 

components for all whiskers (gray) and on average (red) when derivatives are included (left) 

and excluded (right). A 95 ms window LOESS smoothing was used before derivatives were 

computed. Dashed horizontal lines indicate 95% variance explained threshold; vertical lines 

indicate number of components needed to exceed the 95% threshold. (D) Two-dimensional 

tuning map of the neuron in B for the two first principal components of its input space, which 

includes derivatives. (E) Pairwise comparisons of the canonical angles between the 3-

dimensional subspaces spanned by the first 3 PCs for all whiskers. Axes are ordered by whisker 

identity (A0(𝛼)-E5). Shading is the value of cos(𝜃𝑖), where 𝜃𝑖 is the 𝑖th canonical angle. (F) 

Histogram of the number of pairwise comparisons with a given value of cos(𝜃𝑖). 
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components for every whisker, we quantified the similarity of input spaces across whiskers (Fig. 

5.4E). The majority of the first two canonical angles are similar: cos(𝜃) > 0.82 > 0.54 > 0.05 for 

95% of the three leading canonical angles. There is only a small amount of clustering, evidenced 

by the apparent groups in the third canonical angle. This result implies that the leading two-

dimensional input space is similar across different whiskers. 

5.3.5 GLMs reveal strong encoding of rotation and distributed tiling of explored stimulus 

space 

The preceding sections have shown that Vg neurons encode multiple stimulus features, and that 

the stimulus features themselves are strongly correlated. The one- and two-dimensional tuning 

maps of Figure 5.4A,B provide some intuition as to the neural representation of select stimulus 

features, but they fall short of describing the full response of each neuron to the presented stimuli. 

A full description would require knowing the average firing rate in response to any arbitrary point 

in the stimulus space, and thus fitting a tuning histogram as those in Figure 5.4A to the full 16-

dimensional stimulus space. This goal cannot by achieved by systematic and exhaustive 

exploration, and requires the use of a model.   

 

To this end, we implemented a recent formulation of Generalized Linear Models (GLMs) 

(Williamson et al., 2015) that allows for multiple input filters to be discovered, and thus allows 

modeled neurons to be excited by inputs in multiple directions within the 16-dimensional stimulus 

space. As described in detail in Methods, all models were fit with 3 filters (see Supplemental Figure 

5.4), each defined in the 16-dimensional input space. Only stimulus values at the current time bin 

are accessible to the models, which include no input history. A parametric nonlinearity (5 
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parameters) was fit for each filter, bringing the number of model parameters to 63=[(16 + 5) ∗ 3 

filters] per neuron; overfitting was minimized via 10-fold cross-validation. As illustrated for the 

example neuron in Figure 5.5A, we used the models to predict the spike rate with millisecond 

resolution, smoothed the observed spike train with a Gaussian kernel whose standard 

deviation 𝜎 was varied exponentially from 2 to 512 ms, and then compared the predicted rate to 

the smoothed rate for each value of 𝜎. The Pearson Correlations comparing the observed rate and 

the predicted rate are shown in Figure 5.5B; correlations are calculated only during contact periods. 

On average, models best predicted the observed spike rate for 𝜎=32 ms, but high prediction 

accuracies are observed for many neurons for 𝜎 as short as 2 ms. The dependence shown in Figure 

5.5B is nonmonotonic; as the value of 𝜎 increases the model performance drops, indicating that 

the models are accurately predicting temporal structure in the spike trains at a high temporal 

resolution rather than fitting the average spike rate. The median correlation value was 0.69 (IQR 

= [0.55,0.81]) for 𝜎=32 ms, with a min of 0.08 and a max of 0.91. 

We next asked how much information is gained by computing the full 3D whisker shape as 

opposed to a 2D projection (Fig. 5.5C,D). To answer this question, the 3D whisker shape was 

projected into the top camera view. The four mechanical variables associated with contact, 

{𝑀, 𝐹𝑥 , 𝐹𝑦, Δ𝜃}, were computed using a previously described 2D mechanical model (Huet et al., 

2016; Huet et al., 2015). We considered tuning maps from an 8-dimensional input space (including 

derivatives) onto the average firing rate of each neuron, and as in the 3D case we modeled each 

map using a GLM with three filters. 70 neurons were fit with both a 2D and 3D model. We again 

found a non-monotonic dependence between the accuracy of firing rate predictions and the value 

of 𝜎 used to smooth the observed spike trains. For 𝜎=32 ms, the performance of 2D models was 
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significantly worse than that of 3D models (Wilcoxon rank-sum test p<0.001; median=0.48, IQR 

= [0.37,0.60]). If we compare the 3D model for a given neuron with its 2D counterpart, we see 

most models (60/70) perform better with 3D information (Fig. 5.5D). The median performance 

increase from 2D to 3D was 29.8% (IQR = [13.0%,73.9%]).  

In order to determine the relative contribution of each input component to firing rate prediction, 

we performed a dropout analysis in which models had access to progressively less information 

(Fig. 5.5E). For these analyses, we used only the 𝜎=32 ms smoothed rate to compute correlations. 

Models without derivative information or rotation information perform significantly worse than 

the full model (Wilcoxon rank-sum test, p<0.001; median=0.61, IQR = [0.52, 0.72]; median=0.55 

IQR = [0.43, 0.69], respectively), indicating an important contribution of these physical quantities 

to firing rate prediction.  
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We then asked how well do models perform when given access to only one class of inputs: 

Moments, Forces, Rotations, or Derivatives (Fig. 5.5E). All models with access to only one class 

perform significantly worse than the full model (Wilcoxon rank=sum test p<0.001). Models with 

only rotation components perform only slightly less accurately than the full models (median=0.68, 

IQR = [0.52,0.80]), indicating that a majority of the variance in firing rates is accounted for by the 

rotational components of the input. Models with access to only derivatives perform worst of all 

dropout models (median=0.47, IQR = [0.36,0.54]), while those with access to just moments or 

forces perform moderately well (median=0.49, IQR = [0.37,0.64]; median=0.53, IQR = 

[0.40,0.67]). The percent difference (𝑅𝑓𝑢𝑙𝑙 − 𝑅𝑠𝑢𝑏𝑠𝑒𝑡) (𝑅𝑓𝑢𝑙𝑙)⁄  is used to quantify whether the loss 

of either rotation or derivative information is detrimental on a per neuron basis. As shown in Figure 

Figure 5.5: Statistical modeling of Vg neurons. Dots indicate individual models, bars are 

medians, boxes are median ± IQR unless indicated. For all panels except B, Pearson 

Correlation values are used to compare predicted firing rate to observed rate smoothed with a 

Gaussian kernel with 𝜎 = 32 ms. (A) Observed spiking (black vertical lines) is converted to an 

estimated rate by smoothing with a Gaussian kernel (green traces, light to dark: 𝜎 = [4, 16, 64] 
ms). Only three smoothing resolutions are shown, but nine are computed. Predicted rate is 

shown in purple. Inset shows an expanded plot of a single deflection. (B) Pearson Correlations 

for predicted rates based on a three-filter GLM model compared to the observed spiking 

smoothed with Gaussian kernels for different values of 𝜎 (coded by color intensity). Results 

shown for all recorded neurons. (C) Pearson Correlation measures the performance of models 

with access to either 2D or 3D physical information. (D) Pairwise comparisons of model 

performance given 2D or 3D physical information (Pearson Correlations). (E) Performance of 

models with access to subsets of the full input space. Asterisk indicates significant difference 

from full model (Wilcoxon rank-sum p<0.05, Bonferroni corrected). (F) Percent difference 

between the performance of the full model and that of a model without access to a subset of 

input components, (𝑅𝑓𝑢𝑙𝑙 − 𝑅𝑠𝑢𝑏𝑠𝑒𝑡) (𝑅𝑓𝑢𝑙𝑙)⁄ . (G) Pearson Correlations are used to compare 

the performance of models with access only to input components of a given class. (H) 

Comparison of performance of models with and without access to input derivatives for different 

values of the 𝜎 of the smoothing kernel. Models with access to derivative information perform 

better than those without for 𝜎<64 ms. Shown are means ± S.E.M. (I) For every neuron, the 

predicted firing rate is most correlated with the observed rate smoothed with a kernel using 

some optimal value of 𝜎. The models with access to derivatives (grey) are more frequently 

optimal at lower values of 𝜎 than those without (yellow).  
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5.5F, if we compare models with access to only one type of input, there is a strong correlation 

between the performance of models with access to different types of information, with the rotation 

only models performing better than either force-based or moment-based models. This result 

indicates that some neurons are more amenable to modelling than others, and that force and 

moment both carry important, but incomplete information about the response. 

Lastly, we compared the temporal precision of the full model with that of the model without 

derivative information. Unsurprisingly, including derivative information increases the temporal 

precision of the models. If we compare the average performance of the models with and without 

derivative information across the different values of 𝜎, we see that the models with derivatives 

perform better than those without them when their predictions are compared to spike rates 

smoothed with 𝜎<64 ms (Wilcoxon rank-sum test p<0.001 Bonferroni corrected, Fig. 5.5H). 

Moreover, if we consider neuron specific models and identify the value of 𝜎 for which the firing 

rate of the neuron is best predicted, we find that most neurons are best predicted at shorter 

timescales when derivative information is accessible to the model (Wilcoxon rank-sum test 

p<0.001, Fig. 5.5I). 

Lastly, we analyzed the coefficients that characterize the GLM filters to ascertain whether this 

representation of neural tuning aligns with the PC decomposition of the stimulus space. Neurons 

could either encode the low dimensional subspace within the full input space that captures most of 

the stimulus variance, or neurons could respond to directions in input space that are independent 

of the low dimensional structure in the stimulus distribution.  

The GLMs calculated here compute three linear combinations of the 16 input components in order 

to best predict the firing of each specific neuron. Thus, the response of each neuron is described 
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by three vectors within the full 16-dimensional input space, the neural vectors. Without reference 

to neural responses, PCA computes three orthogonal vectors in the 16-dimensional input space 

that best capture the variance of stimuli within that space, the stimulus vectors.  

 

For each cell, we calculated the canonical angles between the 3-dimensional subspace spanned by 

the stimulus vectors of the corresponding whisker and the 3-dimensional subspace spanned by the 

cell’s neural vectors. The neural vectors are first orthogonalized, as required by the canonical angle 

Figure 5.6: Neural tuning is well distributed across the population and covers the full 

input space. (A) Overlap between the 3-dimensional neural representation subspace and the 3-

dimensional subspace spanned by the three leading stimulus principal components for each 

neuron. The value of cos(𝜃𝑖) for the 𝑖th canonical angle between the PCA input subspace and 

the neural representation subspace is color coded. Each row is a neuron, ordered by the value 

of the first canonical angle. (B) Histograms of the values of cos(𝜃𝑖) over all neurons for the 

three canonical angles. (C) Pairwise comparison of neural representation subspaces across all 

recorded neurons. Axes are ordered by innervated whisker - A0(𝛼) to E5. Gray intensity 

indicates the value of cos(𝜃𝑖), where 𝜃𝑖 is the 𝑖th canonical angle between neural representation 

subspaces for each pair of recorded neurons. (D) Histograms of the values of cos(𝜃𝑖) across all 

pairwise comparisons of the neural representations.  
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calculation; the stimulus vectors are orthogonal by construction. Figure 5.6A shows the first three 

canonical angles for all cells, ordered by decreasing value of the first canonical angle. The 

corresponding histograms are shown in Figure 5.6B. There is little overlap between the low 

dimensional input space and the neural representation space: cos(𝜃) = [0.36 ± 0.13, 0.14 ±

0.07, 0.03 ± 0.03], mean ± S.D. for the three principal angles.  

Neural representation subspaces can be compared across neurons by computing the canonical 

angles between the 3-dimensional subspaces spanned by the corresponding neural vectors. 

Pairwise comparisons are shown in Figure 5.6C and the resulting histograms in Figure 5.6D. The 

neural representation subspaces overlap moderately: cos(𝜃) = [0.74 ± 0.12, 0.45 ± 0.15, 0.14 ±

0.11], mean ± S.D. for the three principal angles. Therefore, the neural representations of Vg 

neurons do not preferentially cover the low-dimensional representation of input space found by 

PCA, and their tuning spaces only moderately overlap, but do not cluster, suggesting a dense, 

uniform covering of the full input space (Suppl. Fig. 5.3).  

5.4 Discussion 

To fully characterize coding properties of a given Vg neuron, it is essential to quantify responses 

to complex stimuli that span the full extent of the stimulus space. The novel stereo-imaging and 

modelling techniques employed in the present work have allowed us to estimate the mechanical 

stimulus features present at the whisker base during complex, naturalistic, 3D passive whisker 

deflections. We have found that individual neurons simultaneously encode multiple features of the 

stimulus space, that rapidly adapting/slowly adapting properties fall in a continuum across 

neurons, and that neural representations of the stimulus overlap and thus provide a continuous 

tiling.  
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Together, these results suggest a view of Vg coding in which single stimulus features cannot 

unambiguously be determined by the activity of a single neuron; instead, features are represented 

across a population, and may be extracted by more central neurons that integrate across many Vg 

neurons. This view contrasts with proposed population codes that segregate behaviorally relevant 

quantities into separate streams (Knutsen et al., 2009; Lottem et al., 2015; Stuttgen et al., 2006; 

Szwed et al., 2003). During unrestricted exploration, the complexity of the stimuli encountered 

likely breaks structure that allows for simple feature readout. Continuous variation in mechanical 

tuning and adaptation properties emerges when the stimulus set is complex, suggesting a 

distributed representation of stimulus features.  

5.4.1 Classical Vg tuning curves are “slices” of possible neural responses to complex stimuli 

The present study has characterized the response of Vg neurons to complex, 3D, naturalistic 

stimulus.  In contrast, previous studies have used categorical or restricted stimuli to characterize 

the response of Vg neurons through tuning curves that vary as a function of one or at most two 

stimulus dimensions, obtained while holding the many other mechanical covariates constant. The 

Vg responses shown in earlier studies (Bale et al., 2013; Chagas et al., 2013; Jones et al., 2004a; 

Kwegyir-Afful et al., 2008; Lichtenstein et al., 1990; Shoykhet et al., 2000; Stuttgen et al., 2008; 

Woolston et al., 1983)  therefore correspond to slices through multidimensional tuning maps that 

describe the response of Vg neurons as a function of all relevant stimulus dimensions. Here we 

have shown how to use an extended GLM approach to characterize such tuning maps.   

As an example, our results show that the average firing rate of Vg neurons is strongly influenced 

by both the arclength of contact and the deflection direction. This is in agreement with earlier work 

(Jones et al., 2004b; Kwegyir-Afful et al., 2008; Lichtenstein et al., 1990; Szwed et al., 2003). 
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However, our results go further, to show that Vg neurons are jointly tuned to both of these stimulus 

features, so that arc length and direction cannot be disambiguated based on average firing rate 

(Figure 5.2). Similarly, the predictive performance of our Vg model decreases when derivatives of 

mechanical features are not included as inputs (Figure 5.5E), indicating joint tuning to features 

that would correspond to stimulus “amplitude” and “velocity”, as described previously(Bale et al., 

2013; Gibson et al., 1983b; Jones et al., 2004a; Shoykhet et al., 2000; Stuttgen et al., 2008; 

Woolston et al., 1983).  

We argue that Vg coding properties previously identified in responses to simple or categorical 

stimuli can be seen as specific cases of the general coding capabilities of these neurons, and that 

low dimensional tuning curves represent a projection of a high dimensional tuning map onto the 

subspace spanned by the fewer stimulus features controlled in each specific experiment. Our 

results argue against models of Vg neurons that use single stimulus features to predict Vg firing; 

the firing of a Vg neuron can be well predicted from its stimulus, but individual features of the 

stimulus cannot be determined from an individual Vg response.  

5.4.2 Vg neural responses tile the mechanical space  

Several recent studies based on 2D analyses of whisker shape have shown that Vg responses are 

more accurately described in terms of mechanical rather than geometric variables (Bush et al., 

2016a; Campagner et al., 2016; Severson et al., 2017). Note that rotations were considered in this 

work as mechanical variables because of their direct relation to the elasticity of the skin during 

passive deflections; rotations thus become a proxy for the force of the mystacial pad on the follicle. 

The Vg responses shown in these 2D studies fail to include some of the relevant mechanical 

variables, and can thus also be considered as “slices” of the tuning map that describes the Vg 
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activity observed in response to the 3D stimulation used here. The 3D analyses add crucial 

information about deflection direction, which strongly modulates the components of the applied 

forces.   

Statistical models of Vg responses to 3D mechanical stimuli show tuning to multiple features of 

the stimulus space (Figure 5.5), and indicate that the main driver of neural activity is the rotation 

of the follicle in the skin rather than the bending of the whisker. The predictive performance of the 

model degrades if information about rotation is omitted, but does not degrade if information about 

bending is omitted. Remarkably, models that have access only to bending information still perform 

moderately well.  That models still exhibit reasonable performance in the absence of the strongest 

predictor of neural firing (rotation) provides additional evidence for a broad, diffuse, and correlated 

tuning to mechanical features. 

Since bending is strongly related to rotation (Supplemental Figure 5.1), it is possible that neurons 

respond to some latent mechanical feature that includes both bending and rotation. Principal 

components of the mechanical stimulus space would represent such latent features. However, 

Figure 5.6 shows that neural vectors that describe preferential firing do not align strongly with the 

principal components of the input space. Thus, neurons do not specifically encode linear 

combinations of stimulus features along high variance dimensions, but rather respond to combined 

aspects both rotation and bending. Preferential encoding along dimensions that differ from those 

that characterize the variance structure of the stimuli is consistent with a diffuse and tiled 

representation of mechanical information.  
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We expect the neural coverage of the input space to remain stable regardless of whether 

exploration is active or passive. The tuning map that characterizes the firing response of Vg 

neurons cannot depend on context, as the Vg neurons receive no context information. What is 

likely to change is the statistics of the stimuli, such as the relative importance of the physical 

quantities of rotation and bending. In the experimental protocol used here, neural responses are 

likely to be dominated by rotations of the whisker because the muscles holding the whiskers are 

relaxed. In contrast, during active whisking against an object, the muscles contract around the 

follicle and resist its passive rotation within the skin. In this scenario, the whisker will tend to bend 

rather than rotate (Campagner et al., 2016; Whiteley et al., 2015). The resulting changes in the 

configuration of forces and moments at the base of the whisker will correspondingly alter the 

effective stimulus space for the awake animal; we expect bending to be a more prominent 

mechanical feature. However, the neural representation of the mechanical space itself, that is to 

say the tuning map, ought to remain unchanged, with the caveat that follicle stiffness may itself 

change in the awake animal. The firing response of Vg neurons to stimuli characterized by the 

value of mechanical variables and their derivatives calculated at the base of the whisker are 

described in a whisker-centered reference frame that moves relative to the head as the animal 

whisks (Bush et al., 2016c). Neurons at more central levels must therefore extract relevant features 

of the stimulus from a tiled and distributed representation in the Vg population, while allowing for 

the invariance of the map from stimulus space to Vg neural activity across a change in context 

from passive to active. 

5.4.3 Adaptation characteristics of Vg neurons lie along a continuum 
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Vg neurons are typically classified as rapidly and slowly adapting (RA/SA). This classification is 

conceptually intuitive, simplifies analysis, and is consistent with the presence of genetically and 

physiologically distinct mechanoreceptor types (Li et al., 2014; Maksimovic et al., 2014; Nakatani 

et al., 2015; Rutlin et al., 2014; Takatoh et al., 2018; Tonomura et al., 2015). A distinction between 

RA and SA classes appears to emerge when stimuli are themselves categorical (Chagas et al., 

2013). However, the complexity of natural stimulation renders this distinction less meaningful. 

Specifically, the present work provides further evidence for a continuous distribution of adaptation 

properties at the level of the ganglion (Jones et al., 2004a; Woolston et al., 1983; Zucker et al., 

1969), evident in part due to the complexity of the stimuli used. 

Trigeminal ganglion neurons are responsive to a host of mechanical features and their temporal 

derivatives with differential weights, such that some neurons respond very little to derivatives 

(very SA-like) and some neurons respond almost exclusively to derivatives (very RA-like). The 

precise balance of these weights is likely affected by various aspects of follicle configuration: the 

physiological class of the mechanoreceptors, the arrangement and location of the 

mechanoreceptors in the follicle, and the tissue dynamics of the follicle/mystacial pad system 

(Ebara et al., 2002; Tonomura et al., 2015; Whiteley et al., 2015). The diversity within and across 

classes of mechanoreceptors is likely to be an important factor in creating a diversity of responses 

in the population of Vg neurons, so as to more completely tile the space of possible stimuli and 

thus provide a complete representation without gaps in the information conveyed to more central 

neurons. In further support of this integration of information across the Vg population, multiple 

anatomical studies have shown that single Vg neurons ramify to all subregions of the brainstem 
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trigeminal nuclei, suggesting a high dispersion and mixing of information (Hayashi, 1980; Jacquin 

et al., 1986; Shortland et al., 1996). 

5.4.4 On the plausibility of a dense code 

To fully describe the trigeminal population code would require simultaneous recording from a 

large number of Vg neurons. In this study, many Vg neurons were individually and sequentially 

recorded across different animals. Nonetheless, in the absence of a simultaneous characterization 

of the population code, several lines of reasoning suggest that the most parsimonious interpretation 

of the present results is that the population of Vg neurons represents the stimulus space via a dense 

coding scheme. 

First, each Vg neuron responds to many different mechanical states of the whisker (Figure 5.5) 

and to many stimulus features (Figure 5.2), so that many Vg neurons are required to fully represent 

any given stimulus. Second, Vg coding properties are continuously distributed across all recorded 

neurons (Figures 5.3 and 5.6). Direction selectivity index, temporal adaptation patterns, alignment 

of the neural loadings with the stimulus principal components, and alignment between neural 

representations, all vary smoothly across the entire population of recorded neurons, indicating a 

smooth tiling of the representational space. Finally, Vg neurons exhibit a wide range of firing rates 

(Figure 5.2, (Leiser et al., 2007; Woolston et al., 1983; Zucker et al., 1969)), consistent with a 

dense coding scheme (D. J. Field, 1994).  

Several characteristics of Vg neurons suggest an analogy to retinal photoreceptors, including their 

proximity to the periphery, the absence of lateral or top-down inputs, and their projection to cells 

with extensive recurrent filtering. Computational work that evaluates the density of population 

codes given different receptive field structures (Willmore et al., 2001) suggests that the population 
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of photoreceptors may implement a dense code. It would be intuitive for peripheral populations 

that must accommodate a large physical stimulus space to share computational properties such as 

implementing a dense code across sensory modalities. The analogy to peripheral vision could be 

extended to more central structures: neurons of the trigeminal brainstem nuclei may be more 

similar to retinal ganglion cells (RGCs), in which more extensive feature extraction has been 

shown to occur (Wienbar et al., 2018). Single Vg neurons ramify to target neurons in many 

brainstem nuclei (Hayashi, 1980; Jacquin et al., 1986; Shortland et al., 1996), where individual 

features may be extracted from the same full stimulus representation by way of complex 

spatiotemporal receptive fields, as well as lateral brainstem and top-down inputs (Chakrabarti et 

al., 2018; Furuta et al., 2006; Furuta et al., 2008; Furuta et al., 2010; Timofeeva et al., 2005). 

Similarly, approximately 180 RGCs sample from the same point on the mouse retina, with distinct 

feature selectivity arising as a result of cell type, and of processing through bipolar cell and 

amacrine cell circuits (Demb et al., 2015). 

Neurons of the trigeminal ganglion must represent a large range of mechanical stimuli in multiple 

behavioral contexts, including active and passive touch, texture discrimination, abrupt collisions 

with objects, non-contact whisking, and airflow exploration (Jadhav et al., 2010; Moore et al., 

2015; Severson et al., 2017; Wallach et al., 2016; Yu et al., 2016a). A dense coding scheme such 

as the one proposed here would offer several distinct advantages. It offers robustness against noise 

in individual neurons, and even their loss.  It has a high representational capacity, a useful property 

given that there are only about 200 to 300 Vg neurons per whisker.  A distributed, dense code 

would allow for individual Vg neurons to be informative of stimuli under many contexts, without 

filtering out information at this early stage. In this way, the Vg population could represent arbitrary 
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stimuli in the space of all possible stimuli, and allow more central neurons to extract those features 

that are relevant in the context of the animal’s ongoing behavior and motor actions.   

5.5 Methods 

All procedures involving animals were approved by the Northwestern Animal Care and Use 

Committee. A total of 22 female Long Evans rats between 3 – 6 months were used. 

5.5.1 Surgical procedures and electrophysiological recordings 

Animals were anesthetized with a ketamine-xylazine-acepromazine cocktail administered 

intraperitoneally (60mg/kg ketamine, 3.0 mg/kg xylazine, 0.6 mg/kg acepromazine). After deep 

anesthesia was induced, the fur from the left whisker array was removed with depilatory cream 

(Nair) to increase contrast near the proximal region of the whisker close to the basepoint. Care was 

taken to minimize contact between Nair and the whiskers, and to wash off the Nair as soon as 

possible with saline. If the shape of a whisker was visibly altered by the fur removal procedures, 

it was removed from the array prior to recordings.  

The head was immobilized with ear-bars to a custom stereotaxic device, and three stainless steel 

skull screws were inserted on the dorsal aspect of the cranium. Prior to the surgery, a non-insulated 

silver wire had been soldered to one of the skull screws to serve as a ground wire for 

electrophysiological recordings.  

An approximately 1 mm diameter craniotomy was made over the left hemisphere, 2 mm caudal to 

bregma and 2 mm lateral to the midline. The skull was leveled to ensure that the bregma-lambda 

plane was horizontal, and a dental cement (methyl methacrylate) “bridge” was formed to connect 

the skull screws to the right side of the stereotaxic device. This procedure allowed for removal of 

the bite support and left ear bar while maintaining a level head position, giving free access to the 
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left whisker array for stimulation. Once the dental cement bridge had set, a single tungsten 

electrode (FHC 1-3 MΩ) was centered over the craniotomy and lowered to a depth of ~10 mm, 

until whisker responsive field potentials could be heard in audio monitoring of the amplified 

electrode signal during manual stimulation of the entire whisker array. We then waited ~5-10 

minutes to allow the brain to relax after the initial penetration before advancing slowly to isolate 

a single whisker-responsive unit.  

Once a single unit was isolated, the whisker associated with that neuron was visually isolated to 

ensure high contrast in both front and top camera views. A white paper background was placed 

behind the whisker to provide a uniform background for robust tracking in the front camera. 

Surrounding whiskers were either trimmed or placed carefully behind the paper background. Care 

was taken not to deform the whisker of interest or the surrounding mystacial pad.  

A custom LED sheet with a transparent white plexiglass diffuser was used as the background 

lighting for the top camera. An adjustable Neewer CN-160 LED array was used as foreground 

lighting in the front camera field of view. High speed video from two identical top and front 

cameras was recorded directly at either 300 fps (Teledyne Dalsa HM640) or 500 fps (Mikrotron 

4CXP) using StreamPix 7. Front and top cameras were synchronized by way of clocked 5V TTL 

to initiate exposure of each frame in both cameras from the same source. At the end of each 

experiment we recorded images of a checkerboard pattern with 2 mm squares in the field of view 

of both cameras; these images were later used for camera calibration and for calculation of the 3D 

whisker shape.  

Neural signals were amplified using a A-M systems 4 channel amplifier, with a 10 Hz to 10 kHz 

hardware filter, at 1000x gain. Amplified signals were acquired via Measurements Computing 
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DT304 card using Datawave SciWorks v8. After acquisition, signals were digitally bandpass 

filtered at 300-6000 Hz before spike sorting with KlustaKwik (Rossant et al., 2016).  

During recording, whiskers were manually deflected with a graphite probe (0.3 mm diameter) in 

8 cardinal directions with respect to the emerging axis of the whisker. Deflections were applied at 

2-3 distances along the whisker (arclengths), and at approximately 2 speeds, for a total of 

approximately 32-48 different categories of deflection. Each category of deflection was repeated 

~20 times for each whisker. Care was taken to minimize slip along the length of the whisker during 

a deflection. Neural signals and subsequent stimulus quantifications were analyzed using custom 

python and Matlab code based on the neo and elephant python packages. 

5.5.2 3D whisker reconstruction 

Whiskers were first tracked in 2D automatically using the software “Whisk” (Clack et al., 2012). 

All tracked videos were manually inspected to verify that the desired whisker was adequately 

tracked in each frame and view. Videos in which the whisker was not adequately tracked (e.g., 

background edges were labeled as the whisker, manipulator was tracked as the whisker, tracking 

did not extend sufficiently to the tip or to the base) were omitted from further analyses. In order to 

reconstruct the 3D whisker, the basepoint position needed to be accurate in both front and top 

images. Since tracking of the basepoint location was occasionally noisy or unreliable, particularly 

in the front view, a mask outlining the rat head was manually created for each video and view 

(Pammer et al., 2013). Any part of the tracked whisker that fell within the mask was then removed. 

The distance between the edge of the mask and the basepoint was calculated, and the whisker was 

linearly extrapolated back to the basepoint. This gave an accurate and temporally smooth re-

creation of the base segment and basepoint of the whisker in each view.  
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The two 2D tracked whisker shapes (one from each camera view) were cleaned by first removing 

and interpolating over mis-tracked basepoints via a median filter (window = 5 frames) and outlier 

deletion (Grubbs test 𝛼 < 10−8). Next, the entire 2D whisker shape in each frame was smoothed 

with a spatial LOWESS filter (span = 15% of whisker length).  

In order to create 3D reconstructions of the whisker, the two cameras had to be first calibrated. 

This involved computing the intrinsic properties of each camera (focal length, principal point, 

distortion, and skew), as well as the relationship of the cameras to each other (rotation and 

translation). These procedures were done with the Caltech Camera Calibration Toolbox, OpenCV, 

and custom Matlab and python code.  

Once the cameras were calibrated, it became possible to calculate the location of an arbitrary 3D 

point in an external reference frame based only on two “corresponding” points in the two 2D 

camera views. In the case of the tracked whiskers, however, the only two available corresponding 

points are the base and the tip of the whisker, as there are no features on the whisker itself that can 

be identified as the same point in both camera views.  

Therefore, in order to reconstruct the full shape of the whisker, we used an iterative optimization 

to find the best 3D whisker shape that minimized the back-projection error, where back-projection 

refers to the 2D projection of the estimated 3D whisker onto either camera. The back-projection 

error is simply the Euclidean distance between the back-projected whisker and the actual, imaged 

whisker, summed over all back-projected points. The basepoint is chosen as an initial 

corresponding point. We then randomly sample a 3D point at some distance 𝑠 from the basepoint 

in a random direction, and compute the back-projection error for that point. We continued to 

sample random 3D points at the same distance 𝑠 from the basepoint to find the point with the 
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minimal back-projection error. This optimal point became the next tracked point along the 3D 

whisker, and the origin for the next search over random 3D points at a distance 𝑠. Subsequent 3D 

points were added in the same manner, until either the cumulative back-projection error exceeded 

a preset threshold, or the whisker began to fold back on itself. The latter happened when the next 

optimal point was behind the previously fit point; this indicated that the whisker had been 

completely tracked and the folded point was then discarded. This process was carried out for each 

tracked frame for all videos. Quality of fits were inspected manually by observing the shape of the 

3D whisker over time, viewing the overlap of the 2D back-projections with the original tracked 

2D whiskers, and monitoring the temporal trajectories of the base and tip points for large 

deviations.  

5.5.3 3D contact point estimation 

We needed to calculate the 3D point of contact of between whisker and manipulandum, both to 

quantify the arclength at which contact occurred, and because the contact point is needed to 

compute the applied forces and moments in the 3D mechanical model (Huet et al., 2016; Huet et 

al., 2015). A difficulty was that the manipulator had no corresponding points, making the 3D 

reconstruction of the manipulator impossible. Instead, the manipulator was tracked as a 2D line in 

each frame via a custom written spatially and temporally constrained Hough line search. We then 

computed the intersection of that 2D manipulator line with the previously computed 2D back-

projection of the 3D whisker for the corresponding frame and camera view. This resulted in a 2D 

point in the camera view. Since the 2D back-projected whisker consisted of the same number of 

tracked points as the 3D whisker, the node of the 2D back-projected whisker that was closest to 
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the intersection point was designated as the 2D contact point. This point corresponded to a point 

on the 3D tracked whisker, which was then deemed the 3D contact point.  

This approach had the advantage that the manipulator needed to be tracked in only one camera 

view per frame, and that the 3D contact point was constrained to fall exactly on the reconstructed 

3D whisker. The latter would not be guaranteed if the manipulator was reconstructed in 3D in the 

same way as the whisker. Moreover, it was likely that for any deflection in any given direction, 

the manipulator was relatively perpendicular to the field of view in one camera, and so line 

detection was robust. Accurate tracking of the manipulator in all frames was ensured in two ways: 

first the custom written tracking software would warn the user if large spatial or temporal changes 

were detected, which prevented errant tracking in almost all cases; second, tracking quality was 

monitored online in all videos during tracking and confirmed as acceptable by a second user 

offline. 

5.5.4 Contact determination 

Because stimulation was manually delivered, the actual time of contact onset was not known, and 

there was no temporally repeatable stimulus onset. To determine contact manually, the most 

accurate method would be to observe the recorded video and determine the first frame in which 

the tip of the whisker moved significantly. It was infeasible to do this for every contact and cell 

recorded, so we extracted the tip position of the whisker from the two camera views, resulting in 

a 4D temporal trace of tip position coordinates (Top (x,y), Front (x,y)). Naïve techniques in which 

contact was assumed to occur when these traces crossed a threshold were not robust enough to 

adequately distinguish contact from non-contact. Instead, we trained a temporal convolutional 

neural network to distinguish between contact and non-contact for every frame. We first whitened 
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the 4D tip position within a video to have zero mean and isotropic unit variance. We then labeled 

a random selection of ~1 million frames (amounting to approximately 10% of all data) across all 

experiments as either contact or non-contact. Labeling was achieved by viewing the randomly 

sampled segments of the 4D temporal trace of the tip position. A user visually determined the onset 

and offset of a contact period, marked by a significant deviation in the tip position. Frames between 

onset and offset were labeled as contact, and the remaining frames in the segment were labeled as 

non-contact. We split the labeled data into a training and a test set, and chose the architecture of 

the network to be able to correctly classify 97.7% of the training set and 97.4% of the test set. We 

then applied the trained neural network to the remaining ~9 million frames to get a contact/non-

contact label for every frame, and manually verified the contact predictions by observing the 

labeled 4D temporal traces for all frames and correcting the predicted time of contact as needed. 

Ultimately, every contact was inspected manually based on the 4D temporal traces of the whisker 

tip, but the neural network drastically reduced the effort that would have been needed to manually 

label every one of the ~10 million recorded frames.  

5.5.5 3D mechanical models 

The mechanical models used here to calculate the three components of force and three components 

of moment at the base of the whisker have been described previously (Huet et al., 2017). All 

calculations were done in whisker-centered coordinates, in which the whisker basepoint is centered 

at the origin, and the whisker is rotated such that the approximately linear portion of the base 

segment of the whisker is colinear with the x-axis and the initial curvature of the whisker lies in 

the x-y plane. Mechanical models take the 3D shape of the whisker in the frame prior to each 

contact onset as the reference whisker for that contact. In each subsequent contact frame during 
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which the whisker is deformed, we estimated the forces and moments required to deform the 

reference whisker into the whisker shape observed during contact. 

As described in previous studies (Huet et al., 2016; Huet et al., 2017; Huet et al., 2015), the 

mechanical model approximates the whisker as a tapered, truncated beam. The three components 

of force and three components of moment {𝐹𝑥, 𝐹𝑦, 𝐹𝑧 , 𝑀𝑥, 𝑀𝑦, 𝑀𝑧} (Supplemental figure 5.1) were 

computed at the base of each whisker. Importantly, these computations were performed in whisker-

centered coordinates for each frame, so that the applied force takes into account only the change 

in shape of the whisker (i.e., bending). To calculate the rotational component during whisker 

deflection, we computed the rotation (𝜃, 𝜙) required to move the whisker from the camera-centered 

reference frame to the whisker-centered reference frame at every point in time. The rotation 

magnitude in each frame was then computed as the change in these angles (Δ𝜃, Δ𝜙) from the 

position of the whisker in the frame prior to contact.  

In some cases, we used two additional scalar physical mechanical quantities: the magnitudes of 

the bending moment 𝑀𝐵 and of the rotation moment 𝑀𝑅, given by  

𝑀𝐵 =  √𝑀𝑦
2 + 𝑀𝑧

2, (Equation 5.1) 

𝑀𝑅 = √Δ𝜃2 + Δ𝜙2 , (Equation 5.2) 

 

5.5.6 2D mechanical models 

In order to assess the amount of information gain when moving from 2D to 3D, we calculated the 

mechanics due to the bending and rotation of the whisker as if we only had information from the 
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top camera. Since the reconstruction of the 3D whisker is an estimation of the 3D shape, it was 

inappropriate to simply compare the 3D information with the information obtained from direct 2D 

tracking from the top camera, as the latter is likely more accurate. Instead, we back-projected the 

estimated 3D whisker onto the top camera, to get a 2D image of the whisker of comparable quality 

to that of the 3D reconstruction. The contact point was the same node along the whisker as 

identified during the 3D analysis and did not need to be recomputed. We used the back-projected 

2D whisker shape to calculate the angular rotation Δ𝜃 as for the 3D models, but now restricted to 

the 2D projection. We then applied a previously described 2D mechanical model (Quist et al., 

2012b; Quist et al., 2014), analogous to the 3D model already discussed, to calculate the bending 

magnitude 𝑀, the axial force 𝐹𝑥  directed into the follicle, and the lateral force 𝐹𝑦. The derivatives 

of these physical quantities were calculated as described for the 3D mechanical quantities. The 

resulting 8-dimensional stimulus space included {𝑀, 𝐹𝑥, 𝐹𝑦, Δ𝜃} and their respective derivatives. 

5.5.7 Smoothing, alignment, and upsampling 

Errors inevitably occurred at various points in the data analysis: when tracking the 2D whisker 

shape, when reconstructing the 3D whisker, when calculating the 3D contact point or the force 

applied to the whisker. These errors caused fluctuations in the calculation of the quantities that 

characterize the stimulus space. Of particular difficulty were temporal outliers in which data from 

a given single frame differed greatly from data from the surrounding frames. These outliers added 

erroneous temporal structure to the various quantities. To deal with this problem, we applied mean 

absolute deviation (MAD) filtering to remove points that deviated from the mean by more than 10 

times the mean deviation, and then applied a Hampel filter, a thresholded median filter with a 

window size of 5 frames and a threshold of 3 standard deviations (Liu et al., 2004). Lastly, we 



181 
 

performed Savitzky-Golay filtering on the data, with a span of 7 frames and degree 2, to smooth 

over high-frequency noise.  

Neural data was recorded at 40 kHz, and high-speed video was recorded at either 300 or 500 frames 

per second. In addition to the voltage from the extracellular electrode, the neural data acquisition 

system recorded a 5V signal from the top camera that was high for 100 μs at the start of the 

exposure for that frame. This allowed us to match each video frame to a sample in the neural data. 

Variables associated with the video images and tracked whiskers (e.g., mechanics, rotation) were 

linearly interpolated so as to be up-sampled to 1 kHz; spike times were rounded up to the nearest 

millisecond. 

5.5.8 Contact removal 

Due to occasional errors in tracking of the 3D whisker or contact point, there were sometimes 

entire contact periods that did not meet quality control and had to be removed. To deal with this 

problem we used the 3 components of moment to detect unacceptable contacts. First, gaps in 

moment information shorter than 10 consecutive frames were linearly interpolated, and a median 

filter with a window size of three consecutive frames was then applied to smooth over temporal 

outliers. Each contact interval was then given a score: 

𝐸 = ∑  ‖𝑴𝑡 − 𝑴𝑡−1‖2 

𝑇

𝑡=1

, (Equation 5.3) 

where 𝑴 is the 3D moment vector, and 𝑇 is the duration of the contact. If a contact interval had an 

𝐸 value greater than 100 times the median value of 𝐸 across all contacts for that given whisker, 

then the entire contact interval was discarded. We then manually inspected the moment versus 
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time traces for each video and discarded contacts in which the moment signal was dominated by 

noise. 

5.5.9 Derivative calculations 

Temporal derivative information has been shown previously to be of importance to Vg neurons 

(Bale et al., 2013; Jones et al., 2004a; Shoykhet et al., 2000). In order to calculate the temporal 

derivative of a physical quantity such as 𝑀𝑥, it is customary to temporally smooth the quantity to 

reduce the effects of sampling noise or small fluctuations in the calculation of the derivative. This 

procedure is analogous to performing a low pass filter on the quantity whose derivative is to be 

calculated. Since these quantities were defined to be exactly zero during non-contact, standard 

smoothing techniques such as Butterworth filters were inappropriate, in that they would have 

significantly altered the onset/offset boundaries and resulted in non-zero values during non-

contact. Instead, we performed a local linear regression (LOESS) smoothing operation on the 

physical quantities with a window size of 95 ms. After LOESS smoothing, we performed discrete 

derivative calculations on each of the smoothed quantities. 

5.5.10 Identification of direction and arclength groups 

Although the naturalistic stimulation employed here does not allow for repeatability of trials, the 

applied stimuli could be categorized. Stimulations were applied in 8 cardinal directions relative to 

the whisker axis, and at 2 to 3 distances from the base (arclengths). In order to average across 

similar deflections, we labeled each deflection as belonging to a particular direction group and a 

particular arclength group. To categorize deflections into direction groups, we used Δ𝜃 and Δ𝜙 to 

represent the angular trajectory of the base segment during a deflection. Since deflections had 

variable durations, we subsampled the trajectories down to 10 time points per trajectory, and 
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represented the trajectory as a point in a 20-dimensional space of coordinates {Δ𝜃𝑖, Δ𝜙𝑖}, 1 ≤ 𝑖 ≤

10. We then applied PCA to the set of 20-dimensional points that corresponded to all deflections 

of a given whisker, and reduced the dimensionality of this space from 20 to 2 by keeping only the 

two leading principal components. In this 2-dimensional space, each point provided an abstract 

representation of one specific whisker deflection. Each of these 2-dimensional vectors was then 

normalized to unit length, to eliminate the influence of deflection amplitude in the angular 

grouping. We then clustered all these normalized 2-dimensional vectors into 8 groups using a 

Gaussian Mixture Model unsupervised clustering algorithm (Windham, 1988). The procedure was 

implemented separately for each whisker, and the outcome was visually inspected by color coding 

all angular trajectories for a given whisker according to cluster label, as shown in Figure 5.1D. 

Although little overlap among clusters was observed, different direction groups were not always 

evenly spaced in angular separation, due to the manual nature of the stimulation. To characterize 

each deflection direction group, we calculated Δ𝜃 and Δ𝜙 at the apex of the deflection for each 

deflection in the group, and took the mean of these two maximal values to define the characteristic 

angular direction of that group. 

In each contact frame, we calculated the arclength of contact to be the distance along the whisker 

from its base to the point where contact was made. We observed only minimal slip of the point of 

contact along the whisker during a deflection (average slip along whisker during contact was 

±0.47mm). Given these small fluctuations in the arclength of contact, we used its median value 

during a deflection to characterize the whole deflection. We then used Gaussian mixture models 

to cluster the median arclengths into either 2 or 3 groups. Model selection between clustering into 

2 or 3 distinct arclength groups was based on the minimization of the corresponding Akaike 
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Information Criterion (AIC) (Akaike, 1974). If three clusters were found, the deflections were 

labeled as proximal, medial, or distal; if only two were found, the deflections were labeled as 

proximal or distal.  

5.5.11 Direction Selectivity Index (DSI) 

Several analyses in the present work involve modulation by an angular covariate. In order to 

quantify this angular influence, we calculated the Direction Selectivity Index (DSI) (Mazurek et 

al., 2014), defined as: 

DSI = |
∑ 𝑟(𝜃𝑗) exp(𝑖𝜃𝑗)𝑗

∑ 𝑟(𝜃𝑗)𝑗

| , (Equation 5.4) 

Here 𝑟(𝜃) is the response variable, typically a firing rate, and 𝜃𝑗  is the value of the angular 

covariate for the 𝑗th direction. The DSI is equivalent to 1 − 𝜎2, where 𝜎2 is the circular variance 

of the quantity in question. 

5.5.12 Adaptation Index (AI) 

The Adaptation Index (AI) was used to quantify how the firing rate of a given neuron changed 

over the course of a deflection. We defined the AI as the log of the ratio of the firing rate during 

the first 10 ms following deflection onset to the average firing rate during the entire deflection: 

AI = log (
1

10𝐾
∑ 𝑁10

𝐾
𝑘=1 (𝑘)) − log (

1

𝑇𝐾
∑ 𝑁𝑇

𝐾
𝑘=1 (𝑘)) . (Equation 5.5) 

Here 𝐾 is the number of deflections, 𝑁10(𝑘) is the number of spikes during the 10 ms following 

deflection onset for the 𝑘th deflection, 𝑁𝑇(𝑘) is the number of spikes during the entire 𝑘th 

deflection, and 𝑇 ms is the mean deflection duration, averaged over all deflections of the neuron 

being characterized by the AI. 
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5.5.13 Low-dimensional tuning maps 

Similar methods were used to calculate tuning maps in one and two dimensions. In one dimension, 

the stimulus variable was binned into 25 equal bins; in two dimensions, each of the two stimulus 

variables was binned into 50 equal bins. The resulting histograms sample the prior probability 

distribution of the stimulus, marginalized to the corresponding one or two dimensions within the 

16-dimensional stimulus space. Bins for which the corresponding stimulus value was observed 

less than five times were considered empty. For occupied bins, normalized counts were used to 

estimate the prior probability distribution of the stimuli. 

The evoked firing rate of the neuron being mapped was then computed for all occupied bins. The 

time-dependent spike rate was estimated by convolving the binary spike train with a Gaussian 

kernel with 𝜎 = 2 ms. For such small 𝜎, conversion to a rate provided smoothing without greatly 

altering the temporal information. These rates were used to create a new histogram that estimated 

the expectation value of the firing rate given the stimulus. To this end, an average spike rate for 

each stimulus bin was computed over all the times a stimulus value within that bin was observed. 

5.5.14 Generalized linear models (GLMs) 

The input space available to a model for predicting the firing response of a specific neuron was 

the 16-dimensional space consisting of {𝑀𝑥, 𝑀𝑦 , 𝑀𝑧 , 𝐹𝑥 , 𝐹𝑦, 𝐹𝑧 , Δ𝜃, Δ𝜙} and the temporal 

derivatives of these quantities. Each input variable was sampled at 1 ms resolution. The target 

output for training each neuron specific model was the corresponding binary spike train recorded 

during the experiment: either a spike was observed (1) or not (0) in each 1 ms bin.  

The input 𝑋(𝑡) consists of the values of the 16 stimulus variables at the time 𝑡 of prediction. Since 

Vg neurons are known to respond to stimulus on fast time scales, sometimes less than 1 ms, and 
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since the temporal resolution of the stimulus is the same as the temporal scale of the Vg response, 

the model does not need to incorporate a time lag between inputs and outputs or a stimulus history, 

as has been the case in previous applications ( Bush et al., 2016a; Pillow et al., 2008). The models 

implemented here were constructed using cylindrical basis functions (Williamson et al., 2015): 

�̂�(𝑡) = 𝑔 (𝑓1(𝐾1
𝑇𝑋(𝑡)) + 𝑓2(𝐾2

𝑇𝑋(𝑡)) + 𝑓3(𝐾3
𝑇𝑋(𝑡)))  . (Equation 5.6) 

Here 𝑋(𝑡),  the stimulus input at time 𝑡, is projected onto filters 𝐾𝑖, 1 ≤ 𝑖 ≤ 3. Each filter is a 16-

dimensional vector of weights assigned to each component of 𝑋; each 𝑓𝑖 is a nonlinearity that maps 

the corresponding projected stimulus into a firing rate. The function 𝑔 is an overall sigmoidal 

nonlinearity. The functions 𝑓𝑖(𝑥𝑖(𝑡)), 1 ≤ 𝑖 ≤ 3, each a function of a single scalar 𝑥𝑖(𝑡) =

 𝐾𝑖
𝑇 𝑋(𝑡), were parametrized as the linear combination of 5 cylindrical basis functions (Williamson 

et al., 2015): 

𝑓𝑖(𝑥𝑖) =  ∑ 𝛼𝑖𝑗
5
𝑗=1  𝜙𝑗(𝑥𝑖),       with     𝜙𝑗(𝑥𝑖) = exp  {− 

(𝑥𝑖−𝜇𝑖𝑗)

2 𝜎2 }  . (Equation 5.7) 

The coefficients {𝛼𝑖𝑗}, , 1 ≤ 𝑖 ≤ 3, 1 ≤ 𝑗 ≤ 5, that control the linear combinations of cylindrical 

basis functions, as well as the additional model parameters {𝐾𝑖 }, 1 ≤ 𝑖 ≤ 3, that specify the neural 

filters, were fit to minimize the negative log-likelihood of the observed spike train given the 

observed stimulus. All models were 10-fold cross-validated; 90% of the data was used for 

parameter fitting, and the resulting model was used to predict �̂� for the remaining 10% of the data. 

This was repeated 10 times, so that every 1 ms bin for which �̂� is predicted was at some point not 

part of the training data used to specify the parameters of the predictive model. Subsequent 
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analyses of the filter weights {𝐾𝑖}, 1 ≤ 𝑖 ≤ 3, for each neuron were performed on mean values 

obtained by averaging across the 10 cross-validation instances.  

For the dropout analysis to establish the relevance of the various input components, we fitted the 

corresponding predictive models as described above after removing some classes of input 

components. We found no evidence of overfitting due to too large a parameter space; for instance, 

the model with the fewest number of parameters (the rotation only model, with only four input 

components) performed as well as the full model, while other reduced models showed poorer 

performance than the full model. Models for the 2D whisker description were constructed in the 

same manner, but based on an 8-dimensional input space that included {𝑀, 𝐹𝑥, 𝐹𝑦 , Δ𝜃} and their 

temporal derivatives. 

We also investigated an alternative approach to modeling the input-output relation of individual 

neurons, the “spike-triggered mixture model” (Theis et al., 2013), based on similar input spaces 

and employing similar parameters. Results were both qualitatively and quantitatively similar; 

details about these models and their corresponding results are available on request. 

5.5.15 Pearson Correlations 

All models computed a probability of firing �̂�(𝑡) in a given 1 ms bin based on the fitted parameters 

{𝐾𝑖}, 1 ≤ 𝑖 ≤ 3 for the linear filters and the mixing coefficients {𝛼𝑖𝑗}, , 1 ≤ 𝑖 ≤ 3, 1 ≤ 𝑗 ≤ 5 for 

constructing the fitted nonlinearities 𝑓𝑖. This expected rate or firing probability within a 1 ms bin 

is a continuous variable with values between 0 and 1. The observed spiking 𝑦(𝑡) can be considered 

as a single observation of the response given an underlying rate 𝑟(𝑡). We computed the underlying 

rate 𝑟 by smoothing the observed spike train 𝑦 with a Gaussian kernel with standard deviation 

𝜎. The value of 𝜎 was varied to investigate the temporal precision of the models. We used 𝜎 = 
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[2,4,8,16,32,64,128,256,512] ms; this resulted in nine different estimates of 𝑟, one for each level 

of smoothing. The Pearson Correlation was then computed between each smoothed 𝑟(𝑡) and the 

model prediction �̂�(𝑡). The calculation of correlations was restricted to periods of contact, to avoid 

overestimation due to silent non-contact periods. 

5.5.16 Canonical angles 

The input space considered in the neural response analyses reported here was a 16-dimensional 

space consisting of the physical quantities {𝑀𝑥, 𝑀𝑦, 𝑀𝑧 , 𝐹𝑥, 𝐹𝑦, 𝐹𝑧 , Δ𝜃, Δ𝜙} and their temporal 

derivatives. At any 1 ms time bin during whisker deflection, the stimulus can be represented as a 

point in this space. For each whisker, the principal components decomposition of the cloud of such 

points accumulated over many deflections provides eigenvectors and eigenvalues that characterize 

the stimuli for that whisker, regardless of the response of a Vg neuron associated with that whisker. 

The eigenvectors are sorted in decreasing order of the eigenvalues, which measure the variance in 

the corresponding eigenvector direction. Dimensionality reduction to the subspace spanned by the 

leading eigenvectors maximizes the amount of variance accounted for. Since each whisker has 

different physical properties (arclength, intrinsic curvature, diameter), the pattern of covariation of 

the input components will be different for different whiskers, and so will be the resulting 

eigenvectors. We have kept the three leading eigenvectors for each whisker, effectively reducing 

the 16-dimensional input space to a 3-dimensional subspace that is whisker specific. We then asked 

how similarly oriented were the subspaces associated with different whiskers. The canonical 

angles (Bjorck et al., 1973) between two subspaces quantify this similarity. Given two 3-

dimensional subspaces A and B embedded in the full 16-dimensional input space, we considered 

their spanning vectors 𝐴 = [𝑎1, 𝑎2, 𝑎3], 𝐵 = [𝑏1, 𝑏2, 𝑏3]. Here {𝑎𝑖} and {𝑏𝑖} are the three leading 
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eigenvectors that span each subspace; each of them a 16-dimensional column vector. The 

canonical angles {𝜃𝑖}, 1 ≤ 𝑖 ≤ 3, follow from 

𝑈Σ𝑉𝑇 =  SVD(𝐴𝑇𝐵) , (Equation 5.8) 

where the diagonal elements of the matrix Σ are the cosines of the canonical angles,  

Σ = [

cos (𝜃1) 0 0

0 cos(𝜃2) 0
0 0 cos (𝜃3)

] , (Equation 5.9) 

with cos (𝜃1) ≥ cos (𝜃2) ≥ cos (𝜃3), or 𝜃1 ≤ 𝜃2 ≤ 𝜃3. 

In addition to comparing input subspaces across whiskers, we used principal angles to relate the 

3-dimensional input subspace associated with a given whisker to the 3-dimensional subspace that 

best predicted the response of a Vg neuron associated with that whisker. The GLM model for each 

neuron identified three vectors {𝐾𝑖}, 1 ≤ 𝑖 ≤ 3, each of them a vector in the 16-dimesional input 

space, and each associated with a preferred input direction for maximal neural response. The 

orthonormalization of these three vectors provided a basis for a 3-dimensional input subspace that 

accounted for preferred neural responses. Canonical angles allowed us to compare this 3-

dimensional subspace of neural responses to the 3-dimensional subspace that accounted for most 

of the input variance to the corresponding whiskers.  

5.5.17 Participation ratios 

The participation ratio quantifies how evenly distributed the components of a vector are. Given a 

𝑑-dimensional vector 𝐴 = [𝑎1, 𝑎2 … 𝑎𝑑], the participation ratio is defined as: 

𝑄 =  
∑ 𝑎𝑖

4
𝑖

(∑ 𝑎𝑖
2

𝑖 )2
 . (Equation 5.10) 
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When all the components of 𝐴 are equal, 𝑎𝑖 = 𝑎 for all 1 ≤ 𝑖 ≤ 𝑑, 𝑄 attains a minimum value of 

1/𝑑. When only one component of 𝐴 is non-zero, 𝑎𝑗 = 𝑎 and 𝑎𝑖 = 0 for all 𝑖 ≠ 𝑗, 𝑄 attains a 

maximum value of 1. Intermediate values of 𝑄 quantify the degree of inhomogeneity among the 

components of the vector 𝐴. 
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Chapter 6: Discussion 

6.1 Toward a more complete description of primary sensory representations 

Physical interactions between the whiskers and the tactile environment result in a rich, but 

complex, kaleidoscope of mechanosensory information. The work in this thesis leverages recent 

technical and computational advances in an attempt to generalize the field’s understanding of how 

whisker-object interactions govern the tactile sensory representation of the external world. 

Ultimately, the forces resulting from contacts are amplified and filtered through the physical 

instantiation of the whisker itself. The whisker acts as a lever that deforms the tissue in the follicle 

in which the mechanoreceptors reside, creating high-dimensional representations of whisker-

object interactions. The shape and material properties of the whisker also constrain the covariation 

between certain components of mechanical information.  

The accepted descriptions for primary sensory neuron coding of tactile information focused on 

how Vg neuron activity relates to object properties or external parameters of motion (Ahissar et 

al., 2008; Gibson et al., 1983b; Jones et al., 2004a; Jones et al., 2004b; Leiser et al., 2007; 

Lichtenstein et al., 1990; Shoykhet et al., 2000; Szwed et al., 2003; Szwed et al., 2006b; Zucker et 

al., 1969). Here we  attempt to shift the focus of primary sensory neuron encoding toward a view 

that describes interactions with the external environment as in terms that incorporate the whisker’s 

physical properties. All representations of the external world are acquired through the whiskers 

themselves, as the transduction machinery in the mechanoreceptors is physically tied to the follicle. 

This change of focus is particularly important given that whisker motion is under active control by 

the animal which will fundamentally dictate the sensory information that is acquired (Carvell et 

al., 1990). 
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The perception of the environment must be robust to the contextual changes that occur during 

active sensation. It follows that Vg neurons must represent the world in a way allows downstream 

neurons to recreate or interpret a stimulus under a variety of contexts. While certain behaviors or 

contexts may lie within constrained regions of the stimulus space (e.g., rostrocaudal whisking 

primarily represents features in the rostrocaudal plane), Vg neurons must be able to represent the 

entire possible space of contexts with the same neural substrate. 

The results of this thesis probe how the primary sensory neurons represents the full complexity of 

the available mechanical stimulus space. We show that these neurons are capable of carrying 

behaviorally relevant information about complex and non-canonical stimuli by describing 

systematic representation of features present during wind stimulation. This highlights the fact that 

reduced or artificial stimulus analyses can neglect important representational properties of Vg 

neurons that must simultaneously exist. In shifting the focus of stimulus quantification from an 

externally (or object) focused description, we show that Vg neurons represent the mechanical 

space of whisker states. We integrate this whisker-mechanical centric viewpoint with the need to 

address the shortcoming that whisker studies generally neglect motion in 3 dimensions (often due 

to technical limitations) by defining 3D coordinate systems and transformations from whisker-

centered to head centered coordinate systems. Lastly, we show that it is critical to appreciate this 

full, 3D space of mechanical stimuli available to the whisker to understand a given neurons 

representation of physical stimuli. When the full representation capacity of these neurons is taken 

into account, a vastly different view of how the population solves the problem of representing 

natural stimuli appears. Rather than observing functional cell categories, categorical response 

properties, or segregated information streams (Gibson et al., 1983a; Stuttgen et al., 2006; Szwed 
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et al., 2003), we observe smooth coverage and tiling of the available stimulus space. This, 

combined with the knowledge that every Vg neuron sends collaterals to all whisker representative 

ascending processing pathways (Hayashi, 1980; Jacquin et al., 1986) suggests that Vg neurons 

form a complete and high dimensional representation of mechanical inputs that serve all whisker 

mediated behaviors. This result places more demanding decoding constraints on downstream 

processing centers. 

One interesting aspect of this result is that the neural tuning does not seem to strongly align with 

the high-variance dimensions of the available stimulus space, suggesting that these neurons are 

not preferentially encoding what might seem to be “important” features of the stimulus space. 

Rather, the neurons are agnostic to the statistical distribution of the inputs. This may have the effect 

of enhancing flexibility of the stimulus representation in that mechanical features that are not 

frequently observed are not less important. In fact, they may indicate surprising or noteworthy 

interactions that ought to draw the attention of the animal 

6.2 Natural, multidimensional stimuli are required for complete sensory representations 

The work in this thesis places special emphasis not only on the representational capacity of Vg 

neurons, but also on appropriate stimulus choice and quantification. The animal’s nervous system 

did not evolve to perform the types of reduced tactile behavioral discrimination tasks frequently 

used to probe the capacity of the whisker system (Harvey et al., 2001; Knutsen et al., 2006; 

Mihailoff et al., 1989; Morita et al., 2011). Rather, through extensive training, the animal can be 

coerced to solve these artificial behaviors. These solutions likely reside within the natural 

capabilities of the system, but do not exploit the natural function of sensory processing.   
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During natural exploration, the mapping from raw stimuli to a behavior could be executed in an 

infinite number of ways. It is important to remember that when investigating a stimulus set, the 

neural processing that happens as a result of that stimulus set is not exhaustive—the same neural 

substrate must be capable of representing and acting on all possible sets of relevant stimuli in 

addition to the one probed.  

The reductionist approach would argue that one can isolate a particular dimension of the entire 

feature space to discern how the neurons respond along that dimension (Chagas et al., 2013; 

Lichtenstein et al., 1990; Shoykhet et al., 2000; Stuttgen et al., 2008; Szwed et al., 2003; Szwed et 

al., 2006b). One could then survey all the relevant dimensions available to that neuron and be able 

to recapitulate the neuron’s encoding properties by piecing together the tuning to these component 

dimensions. This approach is unsatisfying for the following reasons. First, the definition of 

“important” dimensions is determined by the researcher. As humans we have an intuition, guided 

for reasons that vary from known physics to our intuition, as to what might be important 

dimensions to survey. For concreteness, it is intuitive for us to consider the amplitude and velocity 

of a stimulus as being key features that Vg neurons might be responsive to. However, we cannot 

reject the possibility that these features, which to us are intuitive and have compelling 

mathematical or physical reasons to be complete descriptors of a space, are the ones that are driving 

the response of the neurons. There could be some driving latent feature that is related to our 

intuition, but is inaccessible to our imaginations. Our preponderance to try to map the responses 

of neurons onto simple, clean, and imaginable dimensions could possibly preclude us from being 

able to describe the responses of neurons. 
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Second, when one performs these reductionist studies and comes to some conclusion about how 

these neurons respond to a particular dimension, one often plays down the variability across 

neurons in favor of describing the function of a population. This minimizes the role individual 

neurons play in representing a space. What is lost however, is that the variability between neurons 

likely correlates to variability in other dimensions. Unless one allows multiple stimulus features 

to covary simultaneously, one misses structure in multiple dimensions. By analogy, one cannot 

recreate a multivariate joint distribution from two marginal distributions without knowing the 

covariance structure of those probabilities. Similarly, one does not fully understand the capabilities 

of sensory neurons to natural stimuli if we only know the marginal distributions. This idea is not 

novel in many systems (Pillow et al., 2008; Schwartz et al., 2002; Sharpee et al., 2003; Williamson 

et al., 2015), but has been largely ignored in the description of Vg neurons. 

The inability of past work to satisfactorily uncover these joint, high-dimensional tuning curves is 

understandable, as the computational and technical tools for describing them in the whisker system 

were not available until recently. The tools now exist, but it may be difficult going forward to 

conceptually accept high-dimensional and non-linear response properties, as it becomes difficult 

to make generalizable statements about the coding properties of a population, and it is conceptually 

difficult to understand the capability of a single neuron.  

6.3 Perceptual tasks may overlap during sensing  

Often, works attempt to create models of how a population might decode particular features such 

as texture, shape, or object location (Ahissar et al., 2011; Jadhav et al., 2010; Knutsen et al., 2009; 

Szwed et al., 2006a). It seems likely to me that there are not “texture” neurons, nor are there 

“shape” neurons or object position neurons, or even functional subsets of neurons that serve the 
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dimensions of these different types of tactile stimuli. All of these types of distinctions are likely to 

be performed simultaneously during natural exploration. Given the observation of this thesis that 

Vg neurons smoothly cover the mechanical stimulus space, it seems likely that most neurons would 

be active during any interaction during natural stimulation, and the different features would 

combine to confound any single task decoding scheme (Moore et al., 2015).  

No one to our knowledge has attempted to record from Vg neurons while quantifying responses to 

multiple stimulus set types. We think of texture, shape, and position as being very different 

categories of information, but they all have their basis in mechanical interactions with the 

whiskers. It seems therefore more reasonable that Vg neurons are mapping this more universal 

mechanical space, and texture, shape, and position live in different regions of that mechanical 

space.  

This idea is underscored in our work in Chapter 3. Wind is a complex tactile stimulus that has not 

been considered in the Vg literature until now. We see robust responses to airspeed direction and 

velocity, but this is not to say there are “wind” neurons. Rather, the mechanical consequences of 

these features are present in the Vg code. At some point in sensory processing, these features can 

be extracted, animals use their whiskers to localize an airflow source (Yu et al., 2016a). What is 

important is that the natural tactile scene encompasses a wide variety of possible stimuli (Hobbs 

et al., 2016; Huet et al., 2016), that all exist somewhere in the space of forces and moments 

experienced in the follicle.  

Certain “categories” of stimuli may live in low-dimensional manifolds of that space. It is likely 

that primary sensory neurons have the job of faithfully representing that mechanical space. More 

central regions have the benefit of complex circuits with top-down and lateral connectivity to be 
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able to infer where in that mechanical space the animal is sampling, and how to best interact with 

that situation.  

6.4 A little slow; missing the temporal code 

One major limitation of this work is the mismatch between the temporal precision of Vg neurons 

(on the order of 1ms) (Bale et al., 2015; Bale et al., 2013; Jones et al., 2004a; Jones et al., 2004b) 

compared with the temporal precision of the statistical models presented in chapters 2 and 5  

(~16ms). The limitation is a technical one. The manual stimulation protocol introduced in these 

works imparts a variability in the stimulus parameters, but in doing so, precludes the possibility of 

repeated trials. The variability in spike trains across similar, but slightly different stimuli, is most 

likely the result of slight variations on the stimulus itself, to which the Vg neurons are sensitive. 

Although the stimulus quantification techniques developed in this work are precise, it is likely that 

the precision of the vibrissal system exceeds that of the image processing used here. As such, we 

are unable to account for some variation in the neuronal response. By their construction, the 

statistical models implemented in the work will tend to model an “average” response of the neuron 

to stimuli that are quantitatively similar. This will reduce the accuracy of the model in predicting 

spiking behavior, simply because the features which are being used to train the statistical model 

are inadequate.  

In addition, the deterministic nature of these neurons prohibits us from implementing a 

probabilistic spiking model that can benefit from a “spike history” term (Pillow et al., 2008; 

Williamson et al., 2015). In practice, including these terms leads to a feedforward model in which 

presence of spiking in the previous time is predictive of spiking in later windows because the 



198 
 

autocorrelation present in the stimulus; once a neuron begins to fire, it does not cease to fire once 

the stimulus has disappeared (data not shown).  

We are thus forced to interpret the model’s prediction of a spiking probability that is then mapped 

to a rate function. It is not appropriate however, for us to draw spiking events from this probability 

because the uncertainty in knowing whether a spike occurs or not comes from the error in 

quantifying the stimulus, and not in some Poisson spike generation function that resembles 

biophysical mechanisms as it does in retinal or cortical systems (Pillow et al., 2008). In evaluating 

our models, we then compare the model’s rate prediction (a continuous quantity), with the actual 

spiking activity of the neuron (a series of discrete events). Since we cannot adequately map the 

model predicted rate to a spike train, we must conversely map the observed spiking to a rate 

function. This involves a loss in temporal information of the actual spike train. Since the models 

themselves are trained on the discrete spike events, it seems reasonable that our limitations in 

temporal prediction are due to the smoothing of the observed rate being an inadequate estimate, 

more so than the models themselves being inaccurate. 

Due to our inability to predict spike trains, we therefore cannot assess the information carried in 

the precise timing of spikes. It is likely that spike timing is important, but the rates that we predict 

only approximate that information. Undoubtedly, future work could benefit from the ability to 

investigate precise spike timing and how timing code information might be incorporated in the Vg 

representation. 

6.5 What defines a cell class?  

One major conclusion of this work is that Vg neurons are tuned to a wide set of mechanical 

components that are experienced at the base of the follicle. This includes the temporal derivatives 
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of these components. Many of the results of previous work which parse the Vg population into 

functional cell classes can be reframed as the neuron’s tuning to these mechanical features.  

The direction tuning shown in early work (Lichtenstein et al., 1990) can be interpreted as tuning 

to particular directional components of the 3D mechanics. The rapidly and slowly adapting results 

can (Gibson et al., 1983a; Zucker et al., 1969) be rephrased as being explained by sensitivity to 

the temporal derivative of a quantity (RA) or the quantity itself (SA). The fact the firing rate of 

neurons correlates with both amplitude and velocity (Shoykhet et al., 2000) can be explained by 

weighting on both derivatives and quantities. Putting this together, the complex adaption properties 

observed in our work and previous work in that the threshold and adaptation properties can vary 

as a function of direction can be explained by the conjunction of these ideas; neurons are tuned to 

multiple derivative and quantity features, with a preference for particular directional components.  

With the arguments in this work, we put forth the idea that there are no “functional cell classes” in 

the Vg representation of tactile stimuli. This claim must be carefully qualified in that we are not 

claiming that there do not exist cell classes of some sort. There are clearly distinct mechanoreceptor 

subtypes based on morphology, anatomical location in the follicle, and genetic markers (Abraira 

et al., 2013; Ebara et al., 2002; Maksimovic et al., 2014; Owens et al., 2014; Rice, 1993; Rice et 

al., 1986). In conjunction, the specificity with which Vg neurons innervate only one 

mechanoreceptor subtypes indicates some genetic distinction between Vg neurons (Rice, 1993; 

Rice et al., 1986; Tonomura et al., 2015).  

Moreover, detailed studies of mechanoreceptor stimulus-response properties clearly delineate 

different functional types of mechanoreceptors, with different biophysical filtering characteristics 

(Li et al., 2014; Nakatani et al., 2015; Owens et al., 2014; Woo et al., 2015). For example, it has 
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been recently shown that the phasic portion of a step depression if a Merkel afferent is due to the 

Merkel cell proper, and the tonic response is due to the intrinsic mechanoreceptive capabilities of 

the Vg neuron axon (Woo et al., 2015).  

The claim we make is somewhat different in that different genetic cell types will differ in the 

filtering properties they perform on the impinging mechanical stimuli, but the functional variability 

of Vg neurons of particular cell types is high enough that the between class variability is on the 

same scale. Therefore, the coding properties of the different subpopulations will overlap enough 

so as to make the classes indistinct when viewed with respect to naturalistic stimuli.  

The data in this thesis are not strong enough to prove this claim; one would need to record from 

Vg neurons as they respond to natural or naturalistic stimuli and subsequently identify the 

mechanoreceptor subtype from which they receive information. The first steps approaching this 

experiment have been performed using an optogenetic tagging technique (Severson et al., 2017). 

In this experiment, mice were genetically engineered to express channel rhodopsin in Merkel 

afferents. The experimenters could then isolate a whisker responsive Vg neuron and stimulate the 

follicle with blue light. If the stimulation elicited a spike in the isolated neuron, the experimenters 

were confident the neuron recorded from was receiving information from Merkel afferents. This 

study did not, however, find conclusive differences in coding properties between Merkel afferents 

and other (unidentified) afferents recorded in the study. Unfortunately, genetic targets for the other 

known types of mechanoreceptors do not yet exist, precluding the possibility of an exhaustive 

survey of coding properties on a per-mechanoreceptor type basis. 

An alternative approach involves recording from the neurons, backfilling with dye, and recreating 

the entire axon and mechanoreceptor. This technique is perhaps prohibitively difficult and low 
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yield, although the sparse data collected with this technique are quite powerful in mapping 

response type to mechanoreceptor (Tonomura et al., 2015). 

6.6 3D whisker motion and mechanical response invariance: future directions 

Much of the work in this thesis was performed on anesthetized animals, as this allowed for higher 

number of recordings per animal. In addition, the anesthetized approach offers the advantage of 

being able to systematically survey the entire space of possible inputs for system identification of 

these neurons response properties; during active exploration the prior distribution of stimulus 

inputs will be restricted by the common modes of the animal’s behavior (Arkley et al., 2014; Grant 

et al., 2009; Hobbs et al., 2016; Mitchinson et al., 2007; Towal et al., 2008). Although the ultimate 

goal of this line of research would be to understand the responses of these neurons during active 

touch, it is important to consider that not all awake touch involves whisking. Passive deflections 

of the whiskers will occur when a moving object encounters the array, or when the animal moves 

its head with respect to the environment without subsequently moving the whiskers.  

It is my opinion that the response of these neurons during an anesthetized state ought to be nearly 

identical to those during the awake state for the following reasons. First, since the Vg neurons are 

passive conductors of sensory information, it seems infeasible that conscious state should alter 

these neuron’s response properties. Second, these neurons have been shown to be exceedingly 

precise and invariable given a known stimulation (Jones et al., 2004a). This indicates that that the 

mapping between the mechanical information and the spike trains of these neurons is stationary, 

at least in the anesthetized animal.  

As such, one would expect the coding properties uncovered during passive stimulation would hold 

during awake exploration. The results from chapter X suggest that passive stimulation and awake 
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exploration fall in different regions of the mechanical stimulus space; that is, the mechanical 

implications of contact during active exploration may be different than passive stimulation. When 

the animal is awake, the intrinsic and extrinsic musculature will hold the whisker base rigid. This 

will incur more bending of the whisker, and less rotation of the follicle with respect to the cheek 

as seen in passive stimulation. An important caveat is that in the awake animal hydrostatic pressure 

in the blood sinus of the follicle may alter the tissue properties and fundamentally change the 

mechanical consequences of contacts (Ebara et al., 2002; Rice, 1993).  

As part of the future directions of this project, we have begun recording from Vg neurons in head-

fixed mice as they actively whisk into objects while simultaneously quantifying the 3D mechanics. 

We then acutely anesthetize the animal and repeat the stimulation protocol described in Chapter 5. 

In this experiment we aim to answer two main questions. First, we will perform similar statistical 

models as in Chapter 5 to model responses to the anesthetized stimulation protocol. We can then 

use those model parameters to predict the firing of Vg neurons during active contact. We expect 

the accuracy of these models to be similar to control models fit on data recorded from the awake 

contacts. Secondly, we can test the hypotheses put forth in Chapter 4 that the tuning properties of 

Vg neurons will rotate with the follicle as the whisker rolls during protraction. We would expect 

that the preferred direction of Vg neurons would change as a function of the protraction angle of 

the whisk.   

6.7 Simulation of Vg populations  

The work in this thesis have given us not only an appreciation for the fact that Vg neurons represent 

large regions of the available mechanical input space, but actual neural representations of that 

space in the form of model parameters. A future direction for this work would be to use the 
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knowledge of how real neurons represent the mechanical space to test hypotheses for encoding 

and decoding principles in artificial systems.  

First, we can use the model parameters computed in chapter 6 to create a psuedopopulation of 

simulated Vg neurons. This population would be statistical models of neurons that are of the same 

form as those computed, but with parameters drawn from the distribution of real neurons. We 

could then simulate the responses of an entire population of Vg neurons for a given whisker to a 

vast variety of tactile stimuli. Not being restricted by the necessity of recording and isolating the 

cell in vivo affords an infinite number of stimulations. We could ask questions about how the 

population of neurons encodes different types of features. For example, how many neurons are 

needed for accurate estimation of object contours, or discrimination of textures, and are the 

populations needed for these discriminations distinct? Finding out where the models fail can direct 

future Vg neuron recordings or inform us as to why this particular model structure is inappropriate 

for a given type of stimulus. We could even vary the mechanical properties of the whisker to see 

what morphological computation advantages are afforded by the real rat whisker. 

We can then simulate the Vg population for the entire bilateral array of 62 whiskers as simulated 

rat arrays investigate virtual environments. These simulations offer the ability to investigate 

possible mechanisms by which the whisker system may integrate information across whiskers 

during natural exploration. The simulation environments could very from being very simple – 

perhaps a single vertical surface with a given texture – to very complex. We have recently used 

3D depth cameras to collect surface maps of natural environments in which rats are found. 

Combining this with concurrent experiments in which we quantify head and body movements 

during natural exploration, we could ultimately simulate a virtual rat investigating real 
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environments, while estimating the entire primary sensory neuron population response to tactile 

stimuli. 
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7: Supplemental Information 

7.1 Supplemental Figures 

 

 

Supplemental Figure 2.1: Spike triggered averages. Examples of spike-triggered averages 

of the six input variables for the cell shown in Fig. 4C. Shaded regions are standard error of 

the mean, too small to be observed for most traces. 
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Supplemental Figure 5.1: Relationship between bending magnitude and rotation 

magnitude. (A) Schematic of the mechanical components of bending in whisker centered 

coordinates. The base of the whisker at rest (light grey) defines the origin. The x-axis is defined 

as colinear with the base segment of the whisker, the y-axis by the direction orthogonal to the 

x-axis into which the whisker curves due to its natural shape. The z-axis is orthogonal to the x-

y plane. A force applied to the whisker (red) bends the whisker into a new shape (dark grey). 

The resulting x,y, and z components of both force (cyan) and moment (orange) are experienced 

at the base of the whisker, as determined by the mechanical properties and shape of the whisker, 

and the force applied. (B) Bending precedes rigid rotation of the whisker. The ratio of the 
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magnitude of the bending moment to the magnitude of rotation is shown as a function of time 

after onset of contact. Shaded region is 10 times the S.E.M. Inset shows the same relationship 

on a longer time scale. Data averaged across all contacts and across all whiskers. (C) Ratio 

between the magnitude of the bending moment to the magnitude of rotation as a function of 

arclength of contact, for every contact. Arclength is the median value of arclength during a 

contact; ratio here is the median value of the bending-rotation ratio during a contact, estimated 

from the steady state achieved in (B). (D)  Slope of the linear regression of bending-rotation 

ratio against the arclength of contact for all contacts for each whisker. As the mechanical 

properties of the whiskers change with row and column identity, the relationship between 

bending and rotation changes. The slope of the linear regression is shown as a function of row 

identity (left), column identity (middle), and the whisker identity (right). Only datapoints with 

significant linear regression are shown; two datapoints with large negative regression slopes 

were removed as outliers.  
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Supplemental Figure 5.2: PCA descriptions of the input space. PCA was applied to the 

observed mechanical features to obtain whisker specific low-dimensional representations of 

a 16-dimensional input space that incorporated components of moment, force, rotation, and 

their temporal derivatives (calculated as discrete difference after LOESS smoothing with a 95 

ms window). (A) The squared loading of each mechanical component for the 16 PCs, shown 

as rows and ordered by variance accounted for. Shown left are averages across all reported 

whiskers; shown right are the standard deviations of the squared loadings across whiskers. 

(B) Histogram of the ratio of the L2 norm of the first half of each eigenvector, which 

comprises only the eight non-derivative quantities, to the L2 norm of the full eigenvector. The 

histogram includes all 16 eigenvectors for each measured whisker. The distribution peaks at 

0 and 1, indicating that each eigenvector had significant loads on non-derivative or derivative 

quantities, but not on both (C) Squared loading of each input component for each of the three 

leading eigenvectors, averaged across whiskers and labeled by the corresponding mechanical 

input variable. (D) The participation ratio is computed for each eigenvector, 16 per whisker, 

and reported for all whiskers. Eigenvectors were categorized as representing physical 

quantities (non-derivative) or their derivatives based on whether the summed norm of the 

squared loadings over all non-derivative quantities exceeded 0.5. Dashed line indicates a 

lower bound to the participation ratio, realized when all input components are equally 

weighted.  
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Supplemental Figure 5.3: Neural representations of the input space. (A) Visualization of 

the GLM weights that characterize the response of all recorded Vg neurons. The response of 

each neuron is characterized by three vectors {𝐾𝑖}, 1 ≤ 𝑖 ≤ 3,  each a 16-dimensional vector 

with components associated with each of the input components. Each row is a neuron, sorted 

by the participation ratio for the first vector, 𝐾1.Color represents each of the three vectors; color 

saturation represents the square of the corresponding component of the normalized 𝐾 vector. 

(B) Squared loadings of each input component for each of the normalized neural vectors, 

averaged across neurons and labeled by the corresponding mechanical input variable. (C) 

Overlap between normalized neural vectors; the pairwise cosines are shown, averaged across 

neurons. A value of zero indicates that the neural vectors are orthogonal; a value of 1 indicates 

collinearity. (D) Histograms of the participation ratio for each neural vector, for all neurons. 

Dashed line indicates a lower bound to the participation ratio, realized when all components 

are equally weighted.  A participation ratio of 1 indicates that only one component of the neural 

vector is nonzero, indicating that only one of the input variables affects the firing rate of that 

neuron. In contrast, these results indicate that Vg neurons fire in response to distributed 

combinations of input variables.  
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Supplemental Figure 5.4: Performance of the neural model as a function of the number 

of neural vectors.  Increasing the number of neural vectors increases model performance, 

which saturates at about four neural vectors in the full 16-dimensional input space. The 

Pearson correlation R is measured between the spike rate predicted by the model and the 

observed spike train smoothed with a gaussian kernel with 𝜎 = 32 ms. 
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7.2 Supplementary Videos 

Video 2.1: Comparison of active whisking with passive, manual deflection. 

Two seconds of high speed video (A) as an awake, body restrained rat whisks against a peg, and 

(B) as the whisker is passively deflected using manual stimulation in the anesthetized animal. 

Videos are slowed by factors of ~16 and ~15, respectively.  

 

Videos 2.2A – 2.2D: 3D visualization of mechanical and kinematic relationships in awake 

and anesthetized animals.  

Each of the four videos shows a rotating view of the corresponding neuon from Figure 3, with 

radial distance represented along the third axis. (A) Neuron shown in Figure 3A, active 

exploration. (B) Neuron shown in Figure 3B, active exploration. (C) Neuron shown in Figure 3C, 

manual deflection. (D) Neuron shown in Figure 3D, manual deflection. 

 

Video 2.3:Comparison of distal and proximal contact in the anesthetized rat. 

High speed video of distal and proximal contacts (3 seconds per clip, slowed by a factor of ~5) 

highlights the movement of the follicle relative to the skin when contact is made close to the 

whisker base.  

 

Video 5.1: Reconstruction of three-dimensional whisker motion with neural recording-

Example Cell 1 

Top: Raw high speed images of whisker motion (slowed ~16x) from front-on (left) and top down 

(right) cameras. The whisker and probe are visible, as well as a small portion of the mystacial 

pad. Bottom left: 3D reconstruction of whisker shape as tracked from the separate video frames 

above. Red dot is the emergence point at the follicle. Purple-white trail is the point of contact and 
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with 10-ms history. Bottom right: Mechanical components of applied force computed at the base 

of the follicle due to the observed whisker motion. Vertical gray lines are recorded action 

potentials. 

Video 5.2: Reconstruction of three-dimensional whisker motion with neural recording-

Example Cell 2 

Data as in 5.1, for example cell 2 

 

Video 5.3: Reconstruction of three-dimensional whisker motion with neural recording-

Example Cell 3 

Data as in 5.1, for example cell 3 
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