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ABSTRACT

Low Temperature Electrical Transport Behavior of

AlOx / KTaO3 Based Two Dimensional Electron Gases

Patrick W Krantz

Necessity is the mother of innovation. In the wake of the pandemic, with no flow of sam-

ples and limited fabrication techniques available, necessity demanded a new material platform and

adaptable methods to make complex oxide samples worth measuring. The material platform was

KTaO3, the younger successor to the mainstay of complex oxide work, SrTiO3, and the method

was in-house aluminum evaporation that generated a conducting gas on the surface of the unas-

suming crystal squares. The result of this innovation was the conducting gas at the interface of

the AlOx / KTaO3 heterostructure, fabricated into Hall bars to measure conducting properties and

search for novel physics. KTaO3 has previously been shown to host a number of interesting prop-

erties, including large spin orbit interactions due to the conducting 5d orbitals on the Ta atoms,

superconductivity on the (110) and (111) crystal terminated faces up to 2 K, and a readily tunable

set of conducting properties with an applied back gate voltage. These properties were confirmed in

two sets of conducting samples fabricated as described, and showed improvement in both carrier

concentration and carrier mobility compared to similar works in the literature. The samples also

showed a series of novel results, in particular the emergence of macroscopic magnetism evident

in hysteretic peaks observed in magnetotransport measurements. The second set of samples were

fabricated in such a way to induce superconductivity, and those samples showed peaks in carrier

concentration as a function of applied gate voltage, indicated the presence of a Lifshitz transition

in the nature of the conduction. This unexpected carrier dependence on gate voltage was reflected
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in the superconducting properties, which showed other novelties including an upper gate limit to

the superconductivity, a coexistence of the superconductivity with the macroscopic magnetism,

and non-trivial relationship between carrier concentration and Tc, which is a strict departure from

the literature. An analysis of the superconducting state followed, showing other peculiarities, and

the work extends to measurements of the quantum nonlinear Hall effect which do not agree with

theory for most of the samples investigated. In total, this work forms a broad basis for research

on the novel transport properties of the AlO3 / KTO interface, and suggests several experiments to

dive deeper into unexplained results encountered along the way.



5

ACKNOWLEDGEMENTS

There have been many people who have contributed in one way or another to my journey up

to this point. There are those who taught me invaluable lessons of physics or life, those who

supported me or believed in me when I didn’t fully believe in myself, and many people who have

shared meaningful experiences with me throughout the years. I would like to thank all of you for

your contributions to my life and to my career, I would not have been able to do it without you.

First and foremost I would like to thank my advisor, Prof. Venkat Chandrasekhar, for being a

wonderful advisor and for teaching me nearly everything that I learned in graduate school. You

are the reason I wanted to come to Northwestern in the first place and I would not have been let

in without your advocacy. You have accounted for nearly half of my classes and nearly all of

the experimental techniques I have learned here. I particularly appreciate your patience and even

judgement as I learned all of this. it was your suggestion to try to make devices on KTO, and it is

an enormous understatement to say that this work would not be possible without you.

I would like to thank my committee members, Prof. Vinayak Dravid and Prof. Pallab Goswami,

both of which I have had the privilege to work with on this and other projects, and to learn from in

my time at Northwestern. You expect great things from your students, and I hope I have lived up

to those expectations. I would also like to thank a few of the other Professors in the Department,

in particular Prof. Bill Halperin and Prof. Jens Koch, who were both generous with their time and

support, and who were patient with my many, and sometimes outlandish questions.

To the members of University Toledo’s PVIC, in particular Prof. Mike Heben, Prof. Randy

Ellingson, and Dr. Adam Phillips, you taught me a lot about solar cells, physics, and vacuum

systems, skills that I would be useless without. I would also like to thank Dr. Zhaoning Song, Jon

DeWitt, and Rosa Zartman who mentored me for years at UT, to Ammaarah El-Amin who believed



6

in me when I dared to want to return to graduate school, and to Dr. Bob Clark-Phelps who taught

me many things at First Solar. Similarly, I would like to thank Dr. Sam Davis, who tried valiantly

to teach me all he could before graduating from our group, and Dr. Andrew Zimmerman, who was

the closest thing I had to an older lab mate for a long time. I would not be the scientist I am now

without your tutelage.

My time at Northwestern would have been much worse also without the support and kindness

of the members of the Administration and Accounting Offices. In particular I would like to thank

Bud Robinson, who was both the first person I interacted with from the Department and was my

good friend for a number of years. I would also like to thank Julia Blend and Vaso Ventresca who

had to deal with me directly more than probably anyone else, and who were always willing to at

least entertain my creative purchase requests, or just talk about something for a few minutes on a

long day.

To my many friends I have made in my time at Northwestern, like Alex, Bianca, Maddy, Jovan,

John Scott, Abdul, Ingrid, Renée, Yizhou, Joey, Dylan, Anirudh, Clayton, and Max, I appreciate

you, your kindness, and your friendship. To my junior lab-mates, in particular Kevin Ryan and

Max Wisne, but also to the younger students Yan, Nanxi, Austin, and all the rest, thank you for

joining me on this journey, we have been through a lot and I wish you the best in your remaining

time here.

I would like to give special recognition to Dr. Samantha Huddleston, my partner. She has

been a wonderful friend for along time, my partner in exploration, my Frisbee teammate, and my

motivation for the last two years. Thank you for your support and patience while I finish this

work. I love you, and look forward to the adventures that we will find now. I would also like to

give special thanks to Dr. Christian Contreras, who was my friend and fellow Frisbee Fanatic for

many years, who introduced me to may Frisbee teams, and by way of them to Sam. You were a



7

wonderful roommate, and a wonderful confidant, and a lifeline when we both sorely needed it. My

youngest brother Ryan also deserves special thanks, as he took the chance to be my roommate here

in the Big City, during the pandemic, and has put up with many late nights and high stresses for

two years. For the three of you I am forever grateful.

I also would like to give a huge shout-out to all of my friends I have made through Frisbee,

both at Northwestern and before. In particular the members of Jurassic Shark, including Gilson,

Soldini, Chris, Danny, Poland, Peaches, TK, RJ, Drew Wood Attorney at Law, Austin, Watertower,

and many others; from Peanuts, our perennial Champion Intramural team, with Christian, Jamie,

Sam, and many more; and from Big Fun, our Chicago summer league team, with Sean, Ryan,

Camen, Carly, Karli, Madds, and all the rest. Your friendship and shared joy I could not have done

without.

And last but certainly not least, I would like to thank my parents David and Susan Krantz, who

taught me from an early age to think for myself, and who believed that it was not if I would earn

my doctorate, but when. Your love and support I could not have survived without, and I hope that

I can continue to make you proud as I move on to the next phase of this journey.



8

LIST OF ABBREVIATIONS

ac - Alternating Current

AlOx - Amorphous Aluminum Oxide

dc - Direct Current

DFT - Density functional theory

KTO - KTaO3 Potassium Tantalate

LIA - Lock-in Amplifier

LCAO - Linear Combination of Atomic Orbitals

LSAT - (La0.3Sr0.7)(Al0.65Ta0.35)O3

PLD - Pulsed laser deposition

s.c. - Superconducting (samples)

SOC - Spin-orbit Coupling

STO - SrTiO3 Strontium Titanate

Tc - (Superconducting) Transition Temperature

2DCG - Two Dimensional Conducting Gas

2DEG - Two Dimensional Electron Gas

QNLHE - Quantum Non-Linear Hall Effect

Vg - Backgate Voltage (Alternatively VBg)



9

TABLE OF CONTENTS

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Chapter 1: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Chapter 2: Prior Works: KTO and STO . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1 Material Properties and Band Structure . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2 Interfacial Two-Dimensional Conducting Gases . . . . . . . . . . . . . . . . . . . 27

2.3 Superconductivity in KTO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.4 Spin Orbit Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.5 Probes of Berry Curvature with Quantum Non-Linear Hall Effect . . . . . . . . . . 41

Chapter 3: Theoretical Background and Physical Understanding . . . . . . . . . . . . . 47



10

3.1 Conductivity at Complex Oxide Interfaces . . . . . . . . . . . . . . . . . . . . . . 48

3.1.1 Charge Transfer: The Polar Catastrophe Model . . . . . . . . . . . . . . . 48

3.1.2 Oxygen Vacancies and Their Consequences . . . . . . . . . . . . . . . . . 51

3.2 Brief Theory of Superconductivity . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2.1 Selected Results from Ginsburg Landau Theory . . . . . . . . . . . . . . . 56

3.3 Magnetoresistance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.3.1 Classical Magnetoresistance . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.3.2 Sources of Transverse Resistance . . . . . . . . . . . . . . . . . . . . . . . 70

3.4 Quantum Nonlinear Hall Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.4.1 From Time Evolution to the Berry Connection . . . . . . . . . . . . . . . . 74

3.4.2 Anomalous Velocity of an Electron . . . . . . . . . . . . . . . . . . . . . . 78

3.5 Berry Curvature in Bloch Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.5.1 Application to the Quantum Nonlinear Hall Effect . . . . . . . . . . . . . . 81

Chapter 4: Sample Fabrication and Experimental Setup . . . . . . . . . . . . . . . . . 87

4.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.1.1 Cleaning and Surface Preparation . . . . . . . . . . . . . . . . . . . . . . 88

4.2 Photolithography and Thermal Evaporation . . . . . . . . . . . . . . . . . . . . . 90

4.2.1 Aluminum Evaporation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.3 Mounting the Sample and Room Temperature Checks . . . . . . . . . . . . . . . . 94

4.4 Cryogenic Probes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95



11

4.5 Measurement Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.5.1 Magnetotransport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.5.2 Drift Corrections in Longitudinal Magnetoresistance . . . . . . . . . . . . 98

4.5.3 Second Harmonic Measurements . . . . . . . . . . . . . . . . . . . . . . . 99

4.5.4 Phasing for a Second Harmonic Measurement . . . . . . . . . . . . . . . . 102

4.5.5 Measurement Limitations and Experimental Artifacts . . . . . . . . . . . . 106

Chapter 5: Experimental Results and Interpretation . . . . . . . . . . . . . . . . . . . . 114

5.1 The Normal State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.1.1 Magnetoresistance in the Normal State . . . . . . . . . . . . . . . . . . . . 120

5.1.2 Magnetism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.2 Superconductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

5.2.1 Critical Temperature and Upper Critical Field . . . . . . . . . . . . . . . . 139

5.2.2 Analytical Characterization of the Superconducting State . . . . . . . . . . 142

5.2.3 Coexistence of Superconductivity and Magnetism . . . . . . . . . . . . . . 146

5.2.4 Hall Effect in the Superconducting State . . . . . . . . . . . . . . . . . . . 152

5.2.5 Parallel field Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

5.3 Measuring the Quantum Nonlinear Hall Effect . . . . . . . . . . . . . . . . . . . . 160

Chapter 6: Thesis Conclusion and Future Directions . . . . . . . . . . . . . . . . . . . . 169

6.1 Summary of Thesis Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169



12

6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

6.2.1 Critical Temperature vs Field . . . . . . . . . . . . . . . . . . . . . . . . . 172

6.2.2 Mesoscopic Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

6.2.3 Thin Film Heterostructures . . . . . . . . . . . . . . . . . . . . . . . . . . 175

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

Appendix A: Crystal Directory and Orientation . . . . . . . . . . . . . . . . . . . . . . 192

Appendix B: Additional Magnetoresistance Sets . . . . . . . . . . . . . . . . . . . . . . 194

B.1 Magnetoresistance of the (001) Superconducting Sample . . . . . . . . . . . . . . 198

Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200



13

LIST OF FIGURES

2.1 Crystal structure and band structure of bulk KTaO3 . . . . . . . . . . . . . . . 23

2.2 Spin-orbit splitting at the Γ - point in bulk KTaO3 . . . . . . . . . . . . . . . . 24

2.3 Band structure of the surface of KTaO3. . . . . . . . . . . . . . . . . . . . . . . 26

2.4 Spin texture and band mixing on the (111) surface. . . . . . . . . . . . . . . . . 27

2.5 Ionic liquid gating (001) KTO into superconductivity. . . . . . . . . . . . . . . 29

2.6 Gate voltage control of the conducting properties in (111) KTO. . . . . . . . . 31

2.7 Hysteretic parallel field magnetoresistance of EuO on KTO. . . . . . . . . . . . 33

2.8 Gate voltage tunability of the superconducting transition. . . . . . . . . . . . . 37

2.9 Evidence for a striped superconducting phase in EuO / KTO. . . . . . . . . . . 38

2.10 Schematic diagrams for experiments measuring the direct and inverse Edel-
stein effects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.11 Measured data from Edelstein effect investigations. . . . . . . . . . . . . . . . 40

2.12 Observation of the quantum non-linear Hall effect in WTe2 . . . . . . . . . . . 42

2.13 QNLHE where is should not be, observation of spontaneous Hall effect in
Ce3Bi4Pd3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45



14

3.1 Simplified schematic of possible interface combinations for the (001) termi-
nated LaAlO3 / SrTiO3 system. . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 Critical thickness of the LaAlO3 capping layer. . . . . . . . . . . . . . . . . . . 50

3.3 Critical thickness of the LVO capping layer on KTO. . . . . . . . . . . . . . . . 51

3.4 Charge generation from oxygen vacancies. . . . . . . . . . . . . . . . . . . . . 52

3.5 Surface states revealed by DFT calculations. . . . . . . . . . . . . . . . . . . . 53

3.6 Spin textures revealed by DFT calculations. . . . . . . . . . . . . . . . . . . . . 54

3.7 Spin polarization resulting from oxygen vacancies. . . . . . . . . . . . . . . . . 55

3.8 Tuning of weak localization to weak anti-localization in an LSAT / STO system
via varying backgate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.9 Observation of Ferromagnetic switching in a 2DEG of an LAO/STO heterostruc-
ture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.10 Calculated Berry curvature for the (110) surface. . . . . . . . . . . . . . . . . . 85

3.11 Calculated Berry curvature for the (111) surface. . . . . . . . . . . . . . . . . . 86

4.1 Preparation of the KTaO3 surface. . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.2 True color optical microcraph of the completed Hall bar with normal lighting. 91

4.3 Demonstration of drift correction procedure for a longitudinal magnetoresis-
tance trace taken at ∼ 30mK and Vg = 200V. . . . . . . . . . . . . . . . . . . . 99

4.4 Demonstration of low external magnetic field drift correction procedure. . . . 100

4.5 Experimental configuration for measuring the quantum non-local Hall effect. . 101

4.6 Complex response of the experimental setup. . . . . . . . . . . . . . . . . . . . 108

4.7 Saturation effects in large drive currents. . . . . . . . . . . . . . . . . . . . . . 109



15

4.8 Transport signatures from probe misalignment in the Hall bar configuration. . 110

4.9 Frequency dependence of the measured 1ω signals as a function of gate voltage. 112

5.1 Back gate voltage annealing curves for longitudinal sheet resistance, measured
at elevated temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.2 Back gate voltage annealing curves for transverse resistance, measured at el-
evated temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.3 Temperature dependent resistance of normal samples, 6 K to 25 mK. . . . . . . 119

5.4 Gate voltage dependence of transverse magnetoresistance for superconduct-
ing samples at 4 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.5 Example of symmetric and antisymmetric decomposition for the supercon-
ducting (110) sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.6 Gate voltage dependence of carrier concentration at elevated temperatures. . . 123

5.7 Gate voltage dependence of carrier mobility at elevated temperatures. . . . . . 124

5.8 Gate voltage dependence of electron mean free path. . . . . . . . . . . . . . . . 125

5.9 Symmetric contribution of RT for normal samples at 5 K. . . . . . . . . . . . . 127

5.10 Symmetric contribution of RT for superconducting samples at 4 K. . . . . . . 128

5.11 Gate voltage dependence of longitudinal magnetoresistance for the normal
samples at 30 mK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.12 Gate voltage dependence of longitudinal magnetoresistance of the normal sam-
ples for small applied magnetic field. . . . . . . . . . . . . . . . . . . . . . . . . 131

5.13 Gate voltage dependence of transverse magnetoresistance for the normal sam-
ples at 30 mK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.14 Temperature dependence of hysteretic peaks. . . . . . . . . . . . . . . . . . . . 134



16

5.15 Small field hysteresis in the longitudinal magnetoresistance of the (111) s.c.
samples at 4 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5.16 Magnetic field sweep rate dependence of hysteretic peaks, and parallel field
suppression. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.17 Transverse magnetoresistance under parallel magnetic field at 30 mK. . . . . . 137

5.18 Gate voltage dependence of R(T) traces for the (110) and (111) superconduct-
ing samples measured up to 1.5 K. . . . . . . . . . . . . . . . . . . . . . . . . . 140

5.19 Gate voltage dependence of perpendicular magnetoresistance for the (110)
and (111) superconducting samples measured at 30 mK. . . . . . . . . . . . . . 141

5.20 Combined critical temperature and upper critical field for both superconduct-
ing samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

5.21 Superconducting parameters from Ginsburg-Landau Theory. . . . . . . . . . . 143

5.22 Results from Halperin-Nelson form. . . . . . . . . . . . . . . . . . . . . . . . . 144

5.23 Magnetoresistance traces of the (110) superconducting sample measured at 30
mK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

5.24 Magnetoresistance traces of the (111) superconducting sample, [11̄0] direc-
tion, measured at 30 mK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

5.25 Magnetoresistance traces of the (111) superconducting sample, [11̄2] direc-
tion, measured at 30 mK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

5.26 Symmetric component of transverse magnetoresistance in the superconduct-
ing state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

5.27 Symmetric component of transverse magnetoresistance in the superconduct-
ing state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

5.28 Transverse RT (T) through the superconducting transition. . . . . . . . . . . . 154

5.29 Parallel field magnetoresistance in the superconducting states. . . . . . . . . . 157



17

5.30 Parallel field magnetoresistance of the (001). . . . . . . . . . . . . . . . . . . . 158

5.31 Critical current measurements in parallel field for (110) sample. . . . . . . . . 159

5.32 Critical current measurements in parallel field for (111) sample. . . . . . . . . 159

5.33 Longitudinal 1ω and 2ω voltage signals in response to ac drive, Iω, as a func-
tion of VBg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

5.34 Longitudinal 1ω and 2ω voltage signals in response to a Iω drive, as a function
of IDC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

5.35 Small Iω drive for the 2ω voltage signals at fixed VBg. . . . . . . . . . . . . . . 163

5.36 Transverse 1ω and 2ω voltage signals in response to a Iω drive, as a function
of IDC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

5.37 Transverse 1ω and 2ω voltage signals in response to a Iω drive, as a function
of IDC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

A.1 Standard Hall bar layout and lead labeling. . . . . . . . . . . . . . . . . . . . . 193

B.1 Gate voltage dependence of longitudinal magnetoresistance for normal samples.195

B.2 Gate voltage dependence of longitudinal magnetoresistance for superconduct-
ing samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

B.3 Gate voltage dependence of transverse magnetoresistance for normal samples
at 5 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

B.4 Magnetoresistance traces of the (001) superconducting sample measured at 30
mK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199



18

LIST OF TABLES

4.1 Deposition recipe for depositing AlOx films on KTO. . . . . . . . . . . . . . . . 93

4.2 Geometric contributions to the transverse response estimated for AlOx / STO
samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.1 Estimation of sheet resistance of the normal samples from two terminal mea-
surements at room temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.2 Estimation of sheet resistance from two terminal measurements at room tem-
perature for the superconducting samples. . . . . . . . . . . . . . . . . . . . . . 116

A.1 Crystal orientation for the normal metal samples, as determined by Laue
diffraction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

A.2 Crystal orientation for the superconducting samples, as determined by Laue
diffraction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193



19

CHAPTER 1

INTRODUCTION

Condensed matter physicists seek an understanding and control over material systems to use

them as tools to further probe our world, or to harness the power in technologies that transform

our daily lives. Like semiconductor research of the 1940s which lead to the digital revolution,

fundamental research of the modern era seeks the next advancement in fields like high temper-

ature superconductivity, quantum computation, or spintronics. These technologies often require

materials that combine different properties, making them challenging to study but scientifically

interesting as platforms to explore the interactions between disparate forces or to search for new

physics.

The family of complex oxide materials represent one such confluence of properties, and they

respond readily to external, experimentally tunable parameters. SrTiO3 (STO) is the preeminent

example of a material system hosting multiple competing electronic states including normal metal-

lic conductivity, superconductivity, and magnetism. The two dimensional electron gas (2DEG)

hosted on its interface has been exhaustively studied since its discovery in 2004. One worthy

successor to STO is KTaO3 (KTO), which boasts a number of improvements over STO including

stronger spin orbit interactions and higher transition temperatures for superconductivity. The work

presented here in this manuscript seeks to probe this new platform through electrical transport

measurements performed on the 2DEG formed at the AlOx / KTO interface, looking for signatures

of novel quantum phenomenon.

The results here focus on two sets of samples fabricated by the author; the first where the

2DEG is metallic but not superconducting down to the lowest measurement temperatures, the sec-
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ond which did go superconducting. Each set of samples included (001), (110), and (111) crystal

terminated KTO substrates, to compare the effects of crystal orientation on the transport proper-

ties, which are substantial. Both sets of samples show signatures of magnetism at low temperatures,

despite there being no magnetic constituents in the fabrication components. The magnetism even

persists in the superconducting regime of the second set of samples. On this largely phenomenolog-

ical bedrock we also explore more advanced experimental techniques to probe the Berry curvature

of the system, which manifests itself as an anomalous component in the second harmonic response

of the Hall effect at low temperatures. These findings inform future experiments which would look

for further signatures of topological transport and potentially topological superconductivity.

The remainder of this thesis is organized as follows:

Chapter 2 discusses in detail the previous experimental results that informed this work. KTO

cannot escape comparison to STO, and many of the works in STO find parallels in the current work

on KTO. Examples of these parallels include works on heterostructure construction using similar

materials, works on spin-charge conversion and other manifestations of the spin-orbit coupling

(SOC), and the coexistence of superconductivity and magnetism. This chapter will also discuss

recent experimental work on KTO and potential applications.

Chapter 3 establishes a theoretical foundation for many of the phenomenon observed in KTO

devices. It discusses the origin of the conduction seen at the interface of complex oxide heterostruc-

tures, introduces some selected results from Ginsburg-Landau theory that describe physical char-

acteristics of the superconductivity, delves deeper into magnetoresistance, covers the Hall effect,

and finally introduces the quantum non-linear Hall effect (QNLHE). This will inform the analysis
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conducted on experimental results later in the manuscript, and is not meant to be an exhaustive

discussion of these topics.

Chapter 4 describes the experimental techniques used to produce our results. Special attention

is paid to novel procedures developed to prepare superconducting samples, and to probe the quan-

tum non-linear Hall effect in those samples. Additionally, a discussion of specific experimental

artifacts is included, with examples and explanations so future experimentalists can avoid pitfalls

common to these type of measurements.

Chapter 5 is the core of the thesis, where the experimental studies on the normal metal and

superconducting KTO sample sets are presented and interpreted. This chapter is generally broken

into two parts, one discussing the transport properties of the AlOx / KTO system in the normal and

superconducting state, and one focused on the quantum non-linear Hall effect and its implications

for the system.

Chapter 6 summarizes the findings of the thesis, details future experiments to be conducted on

these systems, and predicts the results of those experiments.
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CHAPTER 2

PRIOR WORKS: KTO AND STO

KTaO3 is a cubic perovskite material first appearing in the literature in a Physical Review

article detailing the Proceedings of the American Physical Society1 from the April 28th - 30th

Meeting, 1949. There, B. T. Matthias of Bell Labs gave a talk about the ferroelectric Curie tem-

peratures of a number of newly synthesized materials, including KTaO3. For the next few decades,

experimental interest focused on the optical and ferroelectric properties2–4 of KTO and its solid

solutions.4–6 It took until 1965 that the transport properties of the material came of interest7 in the

wake of the discovery of bulk superconductivity8 in Nb doped SrTiO3. Superconductivity remained

elusive in KTO despite attempts at doping9 or modifying the material with oxygen vacancies.7 Re-

search into the material continued, still tightly bound to the fate of STO, and many of the seminal

works on STO include KTO as a reference, e.g. the establishment of STO as an intrinsic quantum

paraelectric also incriminates KTO.10

Work on the surface of KTO accelerated in 2004 when Ueno et al.11 investigated the poten-

tial of the KTO surface, constructing FET devices showing n-type semiconducting behavior, once

again extending work that had already been done on STO substrates.12 The two dimensional elec-

tron gas (2DEG) was later shown to be metallic down to cryogenic temperatures,13 but it was not

until 2011 that Ueno et al. showed that the system could be gated into superconductivity14 using a

polyethylene oxide/ KClO4 top gate. From there the field expanded to include many different het-

erostructure top layers including LaAlO3,15,16 EuO,17,18 and LaVO3
19 among others. The material

remains a promising platform for a number of potential applications due to its high superconduct-

ing transition temperature, large spin-orbit interactions, and potential topological qualities.
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2.1 Material Properties and Band Structure

KTaO3 is a body centered cubic (BCC) perovskite with the Pm3̄m space group,20 as shown in

Fig. 2.1 (a). It is a 3.64 eV indirect band gap n-type semiconductor with the smallest direct gap of

4.35 eV,21 as shown in Fig. 2.1(a) and (b). KTO also has a large dielectric constant that increases

from a few hundred at room temperature to ∼5000 at low temperatures.6 At these temperatures

KTO is a quantum paraelectric material, also referred to as incipient ferroelectric material, where

quantum fluctuations suppress a true ferroelectric phase transition.10 This transition can be recov-

ered through defect engineering,22,23 or by creating polycrystalline films, where it shows a Curie

temperature24 of 60 K.

Figure 2.1: Crystal structure and band structure of bulk KTaO3 (a) Unit cell of the bulk body-
centered-cubic perovskite KTaO3, (b) orientation description of the first Brillouin zone, and (c)
bulk density functional theory calculation color coded by band character. Figure generated by
Alex Tyner, (unpublished).

All of these properties mirror findings in SrTiO3, which has the same crystal structure,20 a

smaller indirect band gap25 of ∼3.2 eV, and a low temperature dielectric constant10 of ∼ 30,000.
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Figure 2.2: Spin-orbit splitting at the Γ - point in bulk KTaO3 A direct comparison of the band
splitting between the J = 3/2 and J = 1/2 bands in KTaO3 and in SrTiO3, along with color coded
band mixing. Figure adapted from Bruno et al.32

STO is also a quantum paraeletric material at low temperatures,10 but unlike KTO it undergoes

a cubic to tetragonal distortion26 at ∼105 K. This structural transition contributes to many of the

transport properties of STO at low temperatures, most notably due to the prevalence of tetragonal

domains which have been shown to be polar,27 magnetic,28 and to host preferential conducting

channels.29,30 These domains are also responsible for some of the reproducibility problems in mea-

surements of STO based systems, as the domains randomly order as long fingers with the primary

axis along [001] crystal direction when passing through the structural transition at 105 K.29,30 The

domains can be moved with strain,31 and can be modulated or diluted with gate voltage sweeps.27

Without this added complication and random ordering, KTO boasts improved stability and repro-

ducibility in its transport behavior, a characteristic that the author is quite thankful for.

The band structure of KTO has been a subject of investigation since at least the early 70s,

when L.F. Mattheiss33 and D.R. Edmondson34 independently published calculations of the bulk
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band structure using a modified linear combination of atomic orbital (LCAO) model, a method

introduced by Slater and Koster35 in 1954. The results identified Ta 5d and O 2p orbitals as the two

main contributing conduction bands for electrons and holes respectively, and fit the band gap to

the experimentally observed 3.6 eV value obtained from optical transitions. Fifty years later, this

result holds qualitatively, though the precision of the result has improved with the advancement of

computing power. Fig. 2.1 (c) shows DFT results for the bulk band structure of KTO calculate by

Alex Tyner, showing color coded contributions to the conduction band agreeing with Edmonson’s

result that Ta 5d and O 2p orbitals dominate. These results have been corroborated by Fermi

surface reconstruction through high magnetic field measurements of bulk KTO in 1987 by Uwe et

al.,36 and spectroscopic ellipsometry in 2006 by Jellison et al.21 amongst other measurements. The

Ta 5d bands also feature very strong spin-orbit coupling, which results in a 400 meV gap between

the J = 3/2 and J = 1/2 bands at the Γ - point, as reproduced from Bruno et al.32 in Fig. 2.2. The

figure also shows the more modest 17 meV splitting in STO, arising from the much lighter Ti 3d

bands. In summary, bulk KTO is a standard band insulator that can be doped in to conductivity,7

but is otherwise only notable for its large spin-orbit splitting.

In contrast to the bulk, the surface of KTO has proven to be a significantly more interesting

physical system, partially because of differences in symmetry. The three major crystal terminations

of the BCC crystal group are the (001), (110), and (111) surfaces, corresponding to a cut along the

face of the BCC bulk cell, along one facial diagonal, and along the major diagonal cut respectively.

Each of the resulting surfaces boasts a distinct symmetry: the (001) has C4 rotational symmetry

with a = 3.99Å, the (110) elongates one of the sides and breaks the symmetry into two fold C2

symmetries with a = 3.99Å and b = 5.64Å, and the (111) has C3 rotational symmetry with a =

5.64Å. A reflection of these differences can be seen in the reciprocal space surface states, as

shown in Fig. 2.3. These symmetry difference coincide with a crystal direction dependent mixing
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Figure 2.3: Band structure of the surface of KTaO3. From left to right: surface states of the
(001), (111), and (110) crystal terminations, with insets showing details of the spin-split Rashba
bands. Figure generated by Alex Tyner, (unpublished).

of the Ta 5d orbitals,37 which can lead to distinct transport behaviors for each surface.

On each of the crystal faces the strong spin-orbit coupling of the Ta 5d electrons form Rashba

spin-split bands heavily dependent on crystal direction. This has been studied in a number of

angle-resolved photo-emission spectroscopy (ARPES) measurements and subsequent band recon-

structions.32,37–39 The studies identified the contributing sub-band structure of the surface conduct-

ing gases,37,38 and highlighted the complex band mixing of the surface gas, which contrasts sharply

with the structure of STO.37 As shown in Fig. 2.4 all three of the t2g orbitals (dxy, dxz, and dyz)

contribute with varying weights to the nature of the conducting bands at the surface.37 Moreover,

the mixing of the bands creates interesting spin textures at the surface due to the large spin-orbit

coupling, an effect that is most prominent for the (111) surface,32 as shown in Fig. 2.4 (a). This

band mixing is directional, with the maximal mixing in the [11̄0] surface crystal direction, as shown
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(a) (b) (c)

Figure 2.4: Spin texture and band mixing on the (111) surface. (a) Spin texture with out of
plane component for the (111) KTO surface. (b) Band dispersion along the [11̄0] direction, where
band mixing is maximized, (c) band dispersion along the [11̄2] direction where band mixing is
minimized. All figures adapted from Bruno et al.32

in Fig. 2.4 (b), which results in a large out-of-plane spin texture.32 In contrast, the orthogonal sur-

face direction [11̄2] has both the mixing and out-of-plane contribution minimized, Fig. 2.4 (c).

This combined symmetry and spin-orbit effect results in anisotropic transport18,40,41 and nearly two

orders of magnitude difference in superconducting transition temperatures depending on crystal

termination.14,18 These results, and many others, are the subject of the next section.

2.2 Interfacial Two-Dimensional Conducting Gases

The first probes of interfacial conductivity in KTO sought to use electrostatic gating to induce

a surface charge,11 following the procedure that showed success in STO.12 This simple field effect

transistor was constructed on (001) KTO and serendipitously featured a 50 nm thick Al2O3 rf-

sputtered overlayer separating the surface of the KTO from a gold paint top gate. The device

showed moderate ON/OFF ratios of 104, with low mobility of only 0.4 (cm2 / V s), in sharp
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contrast to the behavior of the 10,000 (cm2 / V s) shown in LaAlO3 / STO shown by Ohtomo and

Hwang,42 earlier that year. Nevertheless, the result marked the start of a number of studies seeking

to improve the technique of generating a two dimensional gas at the interface of complex oxides.

In 2008 Ueno et al.43 demonstrated superconductivity in (001) STO gated with an ionic liquid gel:

a mixture of polyethylene oxide/ KClO4. Such a technique takes advantage of the large electric

fields induced by the electric double layer formed from ionic ordering at the surface of the ionic

liquid gel when a gate voltage is applied, and would later be used to great effect in doping van

der Waals thin films like MoS2.44 This approach was soon applied to KTO, when in 2011 Ueno

et al.14 applied the same top gate to (001) KTO substrates and showed superconductivity at 50

mK, the only (001) terminated KTO system to do so. The sample configuration and the report of

the superconducting transition are presented in Fig. 2.5. These superconducting devices showed

dramatic improvement in conducting properties over the earlier Al2O3 topped samples, with carrier

concentrations of 2.3 x 1014 to 3.7 x 1014 (e / cm2) and an improved mobility of 7,000 (cm2 / V

s). This was far from the end of attempts to engineer two dimensional conducting gases at the

interface of KTO though, and further investigation highlighted the impact of crystal termination on

the conducting properties.

Once again following previous works on STO, other oxide capping layers and surface treat-

ments have been applied to KTO in hopes of generating a conducting gas with tailored properties.

In an effort to probe the natural electronic structure of KTO, a (001) sample was lightly doped

with Ba and then cleaved to reveal a polar conducting gas on the surface, which was probed with

ARPES.38 This work had followed previous studies on STO which showed the generation of a

2DEG by vacuum cleaving45 or exposure to UV light.46 Similar results have been shown with Ar+

ion bombardment, which allowed for the generation of both 2D and 3D conductivity in (001) KTO

as probed by Shubnikov–de Haas oscillations measured at 2 K.47 The practice of directly probing
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(a) (b)

Figure 2.5: Ionic liquid gating (001) KTO into superconductivity. (a) Schematic of the KTO
sample with ionic liquid top gate. (b) Temperature dependence of the superconducting transition,
low field magnetoresistance, and I - V characteristics of the KTO sample. All figures adapted from
Ueno et al.14

crystal surfaces was extended to (111) KTO samples, which were cleaved in ultrahigh vacuum

to reveal a six-fold symmetric Fermi surface with the suggestion that such a surface could host a

topological 2D-metal due to the odd parity of the electron wave function at a pair of M̄ points.39

Other methods of generating 2DEGs involve the deposition of capping layers directly onto

the KTO via pulsed laser deposition (PLD), molecular beam epitaxy (MBE), or sputtering. The

resulting device generated a conducting gas at the intersection of two dissimilar layers, in a config-

uration called a heterostructure. The first heterostructure to be fabricated this way was made from

a LaTiO3 over-layer in 2015 by Zou et al.48 They showed a very poor carrier mobility of 21 (cm2

/ V s) with a carrier concentration between 5 x 1013 and 1.5 x 1014 (e / cm2). They explained their

data in terms of a polar discontinuity model resulting in charge transfer at the interface, which at

the time was the predominant theory for conductivity in LAO/STO, and will be discussed in detail

later. Soon better systems were realized for conductivity at the KTO interface, revealing a wealth

of new physics to probe.
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The next most obvious choice of capping layer is LaAlO3 (LAO) given its success in STO

heterostructures,42 and indeed devices were successfully fabricated15 with an amorphous LaAlO3

over-layer deposited on (001) KTO via PLD. The study reported similar transport properties to

those previously discussed, with lower carrier concentrations of 2 x 1012 cm−2 and mobilities of

∼ 2,000 (cm2 / V s). A later study15 on LAO / KTO showed that the spin relaxation time could be

tuned by nearly two orders of magnitude by the application of back gate voltage, an improvement

over STO that reflects the larger spin-orbit interactions.32 Ironically, amorphous LAO has also been

used as a mask for ionic liquid gel doping of KTO surfaces. In 2021 Rubi et al.49 used PLD to

deposit amorphous LAO to define a negative Hall bar which was doped into conduction using the

popular ionic liquid gel (DEME-TFSI). Their study probed the nature of the resulting 2DEG using

angle dependent magnetotransport down to 80 mK, revealing sub-band structure in the 2DEG and

the existence of a 3D conducting band similar to those shown through Ar+ bombardment.47

Crystalline LAO has also been used as a capping layer for KTO. The first observation of su-

perconductivity on (110) oriented KTO was made in an LAO heterostructure by Chen et al.16 in

2021. They report a transition temperature of ∼ 900 mK for carrier concentrations of ∼7 x 1013

(e / cm2), with an estimated superconducting layer thickness of ∼ 8 nm and coherence length of

∼ 30 nm. Interestingly, they note that similar samples made on (001) and (111) KTO showed

amorphous LAO due to lattice mismatch, potentially accounting for the results shown earlier by

other groups. Furthermore, studies looking at the critical thickness of LAO capping layers on (111)

KTO show a ∼3 nm critical thickness below which conductivity is extinguished.50 This is despite

several computational studies suggesting the formation of a two dimensional hole gas formed at

KO terminated surfaces without a critical thickness.51 Indeed, all reported conducting samples of

KTO have electron like character at the time of writing.

One significant difference between work on KTO and prior works on STO is the importance
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Figure 2.6: Gate voltage control of the conducting properties in (111) KTO. (a) Res vs Temp
demonstrating the gate voltage tuning from superconductivity to insulator at low temperatures, (b)
transition temperature and (c) carrier concentration and mobility as a function of back gate voltage.
Figure adapted from Chen et al.16

of strain from lattice mismatch. Significant attention was paid to the effect of strain in epitaxial

thin films, both as a method for tuning film properties,52 but also as a consideration for tuning the

qualities of the two dimensional gas in epitaxial heterostructures. In particular, efforts to improve

the carrier mobilities53 at the STO interface sought alternative capping layers with lower crys-

talline mismatch, leading to work on (La0.3Sr0.7)(Al0.65Ta0.35)O3 (LSAT) / STO. The improvement

from 3% strain in LAO / STO to 1% strain in LSAT / STO accounted for improvements in per-

formance evident in Kondo scattering studies,54 and detailed magnetoresistance studies.55–57 Such

efforts have been largely unexplored in KTO systems, partially due to the mixture of amorphous

and epitaxial heterostructures. There may still be room for studies like this though, as reported

mobilities for KTO systems remain significantly lower than those reported in STO, as discussed in

this section.

One of the most important experimentally tunable parameters is back gate voltage, and the
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transport properties of KTO are pliable in that regard. Chen et al.16 demonstrated this for a

LAO/KTO system in 2021. Their study showed that back gate voltage could be used to tune

the carrier concentration, mobility, and superconducting properties of a 2DEG generated at the

interface of a crystalline LAO/KTO (111) interface, results which are reproduced in Fig. 2.6. The

maximum upper critical field, Hc2, and maximum superconducting transition temperature, Tc, re-

ported were∼2.2 T and∼2 K respectively, corresponding to a backgate tuned carrier concentration

of ∼8 x 1013 (e / cm2). Additionally, they showed that a full superconductor-to-insulator transition

could be realized with gate voltage swept from +150 V to -200 V. This study followed closely on

the heels of the large comparative study of Liu et al.18 who looked at the transport properties of

both LAO / KTO and EuO / KTO, boasting a maximum Tc of 1.47 K in LAO / KTO for a carrier

concentration of 8.9 x 1013 cm−2. The EuO system proved to be the more fruitful than LAO for

the results in that study, but it was not the first time that it had been used to create heterostructures

with KTO.

The first report of a conducting gas formed at the interface of EuO and KTO was by Zhang

et al.17 in 2018. Their study reported a moderate mobility of 111.6 (cm2 / V s) but identified sig-

natures of magnetic order in hysteretic parallel field magnetoresistance up to 30 K, a result which

is shown in Fig. 2.7. This hysteretic behavior they attributed to an induced magnetism in the

conducting gas from the ferromagnetic ordering of the EuO film, which is an in-plane easy axis

ferromagnet with a measured magnetic moment of 6.8 (µB / Eu), and a measured Curie tempera-

ture17 of 71K. This is in sharp contrast with other heterostructures made on KTO which generally

do not have intrinsically magnetic constituents, and interestingly, EuO is the only heterostruc-

ture fabrication process known to generate both oxygen vacancies and inter-diffusion of Eu into

K sites.18 Surprisingly, this does not seem to deter superconducting transitions in the resulting

2DEG, which show transition temperatures as high58 as 2 K for a normal carrier concentrations of
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Figure 2.7: Hysteretic parallel field magnetoresistance of EuO on KTO. Left: Scanning trans-
mission electron microscopy image of the interface between EuO and KTO, adapted from Liu et
al.18 Right: hysteretic magnetoresistance, adapted from Zhang et al.17(a) Parallel field magnetore-
sistance showing emerging hysteretic peaks, shifted for clarity. (b) Low field focus of the 25K
data for field aligned with the current. (c) MR measured at 2 K with the in-plane fields that are
perpendicular to the current.

7.4 x 1013 to 2.4 x 1014 (e / cm2). The study58 also reports the existence of a Griffith’s Phase, a

quantum phase transition of disparate superconducting puddles with divergent dynamical critical

exponent, which is also a finding with precedence in STO systems.59 Other studies have shown

strong spin-orbit effects coexisting with superconductivity,60 exotic forms of magnetoresistance,61

and striped superconductivity18 believed to be a result of a magnetic stripe phase.41 It seems that

the magnetism is inextricably tied to the nature of the superconductivity in EuO heterostructures,

and as a result this system boasts the highest observed critical temperature18 of 2.2 K for the (111)

direction.

Another prominent option for a KTO heterostructure partner is LaVO3 (LVO), which was first

shown to be a candidate material for STO heterostructures by Hotta et al.62 in 2007. LVO first at-

tracted attention due to the multiple valence states for vanadium, which is stable for formal charges
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between 2+ and 5+. The flexibility promised a large phase space to generate a conducting gas in

STO,62 but was soon adapted for its large, tunable spin orbit interactions.63 The same reasoning

led to the adaptation for KTO systems by Wadehra et al.19 in 2020. Their study found many

manifestations of the large spin orbit coupling, including planar Hall effect, and anisotropic mag-

netoresistance for gases of ∼1014 (e / cm2). Further studies demonstrated photo-sensitivity and

gate voltage tuning of the 2DEG,64 and suggestions of a realized chiral anomaly have also been

seen in parallel field magnetoresistance,65 though the data an analysis were not definitive. Super-

conductivity was also recently demonstrated66 in epitaxially grown films of LVO on (111) KTO,

but with a modest Tc of only 510 mK. The system remains an active area of research, with some

advantages over the growing list of competing overlayers.

Many other materials have been used as a capping layer for heterostructures to varying suc-

cess. LaCrO3 and TiOx heterostructures were grown by MBE by Al-Tawhid et al.67,68 to look

at the interplay between weak localization, superconductivity, and potential Kondo physics. The

TiOx forms a conducting gas by gettering oxygen from the surface, much in the same way as Al

getters oxygen in results reported in this thesis. Other works have explored this same mechanism,

in particular Mallik et al.69 who showed gate tunable superconductivity up to 600 mK in (111)

AlOx / KTO, complete with a minimum critical carrier concentration of 1 x 1013 (e / cm2) for host-

ing superconductivity.69 They also report high frequency ac measurements to probe the superfluid

stiffness, and calculate a gapped superconductivity with Tc of 2.2 K, well above the experimental

observation. A similar technique was used by Vicente-Arche at al.70 to generate thin conducting

layers on KTO for spin-charge conversion studies. There are also reports of using γ - Al2O3 as a

top layer,71 but conductivity measurements were only conducted down to 5 K as the study focused

on photo-activated conductivity and made ambitious claims about Kondo effects in the upturn

of resistance at low temperatures.71 Similar controversial claims have been made about potential
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topological signatures from heterostructures using LaTiO3 and EuTiO3 as capping layers,72 and

theoretical predictions have identified LaGaO3 / KTO and NdGaO3 / KTO (001) as potentially in-

teresting conducting platforms with no critical over-layer thickness,73 though at the time of writing

these systems have not been realized.

The realm of potentially conducting heterostructures seems to grow unrestricted, limited only

by practicality of the conducting mechanism and the promise of the properties brought out by the

surface engineering. The only requirements for conductivity seem to be adherence to one of the two

main generating mechanisms for the 2DEG: charge transfer and oxygen vacancy generation, which

will be discussed in detail later. Importantly, all heterostructure fabrication methods in the literature

required a high temperature, high vacuum anneal prior to, or as a part of material deposition. The

resulting gas routinely has a areal charge density of 1013 to 1014 (e / cm2), larger than similar gases

seen in STO by about an order of magnitude but with modest carrier mobility by comparison. The

gas is thus an attractive platform for harnessing a number of physical phenomenon, with an eye

toward practical application in devices. This is especially true of superconducting devices, due to

KTO’s comparatively high superconducting transition temperatures and large upper critical fields,

which are the topics of the next section.

2.3 Superconductivity in KTO

As was made plain by the previous section, the correlation between conductivity and super-

conductivity in KTO based 2DEGs has less to do with the material completing the heterostructure

and more to do with the crystal termination. Unlike STO, the highest observed transition temper-

atures in KTO exist in the (111) direction18 with only one system14 showing superconductivity in

the (001). This is in sharp contrast to STO, where only a few instances of superconductivity in

the (111) were observed,74,75 due to differences in band structure between STO and KTO. What



36

follows here is a discussion of some of the properties of the superconductivity that resides at the

surface of KTO.

Many studies have characterized the superconductivity at the surface of KTO, with a focus

on the high superconducting transition temperature in the (111) direction. These systems boast

transition temperatures above 1 K for several heterostructure materials in both the (110) and (111)

crystal directions,18,58,60,66,69 with the highest transitions measured for EuO capping in both direc-

tions.18,60 The dimensionality of the superconductivity is unanimously considered to be two dimen-

sional,16,18,60,66,76 owing in large part to the lack of superconductivity in the bulk, but verified with

fits to the shape of the Tc vs. Hc2 curve,60,66 or to the shape of the Berezinskii-Kosterlitz-Thouless

transition in I-V measurements.77 Estimates of the thickness of the superconducting layer40,60 of

∼8 nm are thinner than seen in LAO / STO 2DEGs,78,79 but consistent with interfacial mechanisms

for generation.77 Estimates of coherence length are larger, with values as high as∼30 nm, which is

much larger than the thickness,77 indicating that the superconductivity in KTO is two dimensional.

It has been widely reported that the superconductivity in KTO is strongly gate voltage de-

pendent, allowing for study of superconducting-to-metal,58,66,69 superconducting-to-insulator,16 or

Griffith’s phase transitions.58 While the nature of the tuning does not appear to depend on one

factor in all cases,16 there are independent findings of lower critical carrier densities69 with linear

scaling with increasing density66, as presented in Fig. 2.8. There are even some hints of band

dependence hidden in Lifshitz transitions,60 though it was not officially identified as such. Both a

Lifshitz transition, and an upper critical carrier density are presented in the results of this thesis,

and at the time of writing have no precedent.

The superconductivity in KTO has also been shown to be anisotropic, hosting a striped super-

conducting phase identified from magnetoresistance data in both EuO18 which is shown in Fig.

2.9. There have also been reports of critical field anisoptropy in LaSrMnO3 heterostructures built
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Figure 2.8: Gate voltage tunability of the superconducting transition. (a) Temperature depen-
dent resistance through the superconducting transition, measured as a function of gate voltage.
(b) Phase diagram of the superconducting transition as a function of carrier concentration. (c)
Comparison of transition temperature and carrier concentration for AlOx / KTO and EuO / KTOs.
Figure adapted from Mallik et al.69

on (111).40 The origin for this effect has been explained as a striped magnetic phase41 in the case

of EuO, which would result in a superconducting phase similar to a pair-density wave. Arnault et

al.40 sought to explain their anisotropy in terms of the band mixing at the (111) surface, where the

maximal Rashba mixing has been shown80 to enhance Tc by a factor of
√
2. These results once

again mirror similar findings in STO, which showed anisotropic transport in the (111) samples due

to more modest, but similar effects.81,82

The work presented in this manuscript expands on the anisotropic effects in KTO, as will be

discussed in detail later. This work will also demonstrate the first coexistence of superconductivity

and magnetism in KTO. This coexistence was once thought to be impossible but has abundant

precedent in high temperature superconductors83 and in LAO / STO.84 Indeed, the success of EuO

as a capping layer, and the emergence of the striped phase discussed above,18,41 is due to symbiosis
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Figure 2.9: Evidence for a striped superconducting phase in EuO / KTO. (a) Temperature
dependent resistance through the superconducting transition, measured along perpendicular crystal
directions. (b) illustration of the striped phase (c) Magnetoresistance of striped phase measured at
100 mK. Figure adapted from Liu et al.18

of the two disparate states. The signatures of coexistence discussed in the results of this manuscript

are markedly different than those seen in EuO / KTO, but similarly result in anisotropies in the

nature of the superconductivity.

2.4 Spin Orbit Effects

One of the most attractive qualities of KTO is the strength of the spin-orbit interactions due to

the Ta 5d electron bands and their prominence in interfacial conduction.32 These interactions show

up in magnetoresistance, and have been shown to be readily tunable via backgate voltage.13,60,85

As a consequence, KTO has been identified as a promising platform for spintronic applications, a

topic that is discussed in detail by Gupta et al. in their 2022 review article.86 The same spin effects

that cause the spin textures, Rashba splitting,32 and anisotropic transport properties18,40 discussed

above can also be used for easily fabricated next-generation spintronic devices.

Many studies looked at the spin-charge effects in STO for its relatively large Rashba coefficient

and high mobility gas. In 2016 both Lesne et al.87 and Chauleau et al.88 demonstrated efficient spin

charge conversion using the inverse Edelstein effect89 with a NiFe overlayer on LAO / STO. Spin
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currents themselves were the subject of study by Jin et al.90,91 in 2017 and 2021, when LAO / STO

Hall bars were used to detect nonlocal spin currents via the spin Hall effect, under the application of

an applied magnetic field parallel to the surface. Similar schemes were used previously by Reyren

et al.92 to measure spin precession lengths in STO by way of the Hanle and inverted Hanle effects.

Each of these measurements used the native spin-charge conversion of STO to detect charge signals

resulting from spin effects at the interface. Those same effects were predicted to be larger in KTO,

given the improvement in spin orbit coupling and comparable electron mobilities.

Figure 2.10: Schematic diagrams for experiments measuring the direct and inverse Edelstein
effects. Left: Experimental design for detecting the inverse Edelstein effect. Combine a dc mag-
netic field H and a radio-frequency driving field hrf to induce ferromagnetic resonance in the fer-
romagnet with magnetization M . The result is a spin current JS injected by spin-pumping from the
ferromagnet into the adjacent Rashba 2DEG. A transverse charge current JC is generated through
the IEE. Right: Experimental design for detecting the direct Edelstein effect. Pass a charge current
into the Rashba 2DEG to produce a transverse spin gradient. When an in-plane magnetic field is
applied perpendicular to the current it generates a unidirectional magnetoresistance which is de-
tected by measuring the longitudinal resistance as a function of angle ϕ with respect to the current
JC . Figure adapted from Vicente-Arche et al.70

Indeed, preliminary experimental results in KTO have shown great promise. In 2017 Zhang et

al.15 demonstrated that the spin relaxation time could be modulated by nearly 70x by backgating

LAO / KTO. In 2018, another group of Zhang et al.17 claimed to have evidence of a spin polarized
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gas at the EuO / KTO interface, a conclusion supported by analysis of an anomalous Hall effect

emerging below the Curie temperature of EuO, and coexisting with an onset of in-plane hysteretic

magnetoresistance. In 2019 the same group demonstrated93 a realization of the inverse Edelstein

effect94 using ferromagnetic resonance in EuO / KTO samples, which is a direct demonstration of

spin-charge conversion.

Figure 2.11: Measured data from Edelstein effect investigations. Left: Ferromagnetic reso-
nance induced current as a function of an applied, in-plane dc magnetic field. Center: Angular
dependence of bilinear magnetoresistance for various field strengths. Right: Angular dependence
of quadratic magnetoresistance for various field strengths. Figure adapted from Vicete-Arch et
al.70

These results were only the beginning though, as Vicente-Arch et al.70 demonstrated in 2021 in

a thorough study of spin charge conversion at the KTO interface. Their study used several different

fabrication methods to make samples to explore the direct Edelstein effect and the inverse Edelstein

effect, schematically described in Fig. 2.10, which allowed for a calculation of the spin-charge and

charge spin conversion lengths, and by extension the magnitude of the Rashba coefficient. These

measurements were extracted from fits of the magnitude of the current induced by ferromagnetic

resonance, and by the ratio of the magnitudes of the bilinear and quadratic magnetoresistance, as
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shown in Fig. 2.11. They found the negative Rashba coefficient to be -70 meVÅ from this method

and compared it to the value extracted from fits to bilinear magnetoresistance measurements which

gave a higher value of -280 meVÅ, significantly higher than that seen in STO, as expected. These

values were used to calculate the spin-conversion efficiency, given in terms of conversion length

as -5 to -25 nm, which was one of the highest reported values at the time. These results strongly

support the potential for KTO to be employed in spintronic devices in the future, and tease the

possibility of further topological behavior to be found at the interface.

2.5 Probes of Berry Curvature with Quantum Non-Linear Hall Effect

While many established transport phenomenon can be explained in terms of manifestations

of Berry curvature, sometimes it takes a more complicated probe for more conventional materials

to betray their hidden topological nature. Such a probe was suggested by Sodemann and Fu95 in

2015, when they predicted the existence of a signal in the second harmonic (2ω) Hall response for

materials hosting a Berry curvature dipole. The resulting anomalous Hall signal was dubbed the

quantum non-linear Hall Effect (QNLHE), as the response is due solely to the orientation of the

Berry curvature dipole, its coupling to an oscillating probing field (current) Iac, and the scaling of

the voltage of the second harmonic transverse signal: V 2ω
T ∝ (Iac)

2. This prediction has spawned

a deluge of measurements claiming to have discovered higher order topologies because of a 2ω

signal, ignoring coincident effects and the history of cumulant measurements. This section will

discuss some of the important results involving Berry curvature dipole measurements, and some

limitations of the technique, while leaving a detailed discussion of the theory for the next chapter.

The genesis of the era of QNLHE may have been in 2015, but the first experimental test of

the prediction came in 2019 when Ma et al. published an observation96 of the QNLHE in WTe2,

a result which is reproduced in Fig. 2.12. This first paper on realizing the QNLHE built heavily
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Figure 2.12: Observation of the quantum non-linear Hall effect in WTe2 Left: Measurement
schematic for inducing a Berry curvature dipole Λ which generates the quantum non-linear Hall
response. Center: Gate voltage dependence of the V 2ω

T ∝ (Iac)
2 signal. Right: Magnitude of the

V 2ω
T signal as a function of carrier density, compared to the longitudinal resistance (pink). Figure

adapted from Ma et al.96

on earlier works97 characterizing the Berry curvature dipole using circular polarized mid-infrared

photogalvanic techniques, which used circularly polarized light to selectively excite a current re-

sponse from either side of the Berry curvature dipole. Both of these studies came on the back of

work describing potential experimental schemes for breaking the required symmetries in transition

metal dichalcongenides to be able to see the effect. In particular, the 2018 paper by Zhang et al.98

showed that the nonlinear anomalous Hall effect could be realized in monolayers of WTe2 and

MoTe2 through the application of an out of plane electric field. This is a particularly attractive sug-

gestion for experimentalists because of the advancement of technology around graphene in recent

years,99 where charge tuning100 and perpendicular electric field are easily applied through graphite

top and bottom contacts built into heterostructures.101–103

The necessity of this technique is rooted in the requirements of the theory of Sodemann and Fu:

there is a maximum allowable symmetry to realize a Berry curvature dipole. In three dimensions

this means that only point group with a polar axis95 can host an uncompensated Berry dipole and

show the second harmonic effect, while in two dimensions the maximal symmetry is a single
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mirror line.95 Very few materials can meet these criteria intrinsically, but additional symmetries

can be broken for experimental systems, which is the case with the out of plane electric field in the

experiments on WTe2. This electric field breaks the inversion symmetry of the crystal, resulting

in a gap opening at the Dirac point which is polarized in Berry curvature.96 When the ac probing

field is passed along the resulting Berry curvature dipole, which is perpendicular to the remaining

mirror plane, the system produces a transverse current that manifests in both the zero frequency

(0ω) and 2ω Hall response.

A perpendicular field is not the only way to break this additional symmetry though. Another

study on WTe2, Kang et al.104 showed the existence of the QNLHE in few-layer samples as a func-

tion of in-plane angle with respect to the mirror plane. There the mechanism for breaking the added

symmetry is discussed in terms of a current induced perpendicular magnetic field in the paper,104

but has also been speculated to be due to symmetry breaking at the surface of the sample.105 In

either case, the effect was seen to match the expected relation to the symmetry of the crystal and

was shown to be independent of potential confounding mechanisms such as ratchet scattering95 by

comparing the temperature scaling, and by extension, the scattering time dependence.95,104

This technique of using fields to break added symmetries has been extended to in-plane fields

too. Ye et al.105 showed that thicker pieces of WTe2 can realize Berry curvature dipoles by breaking

the extra mirror symmetries by applying a floating dc electric field along one of the two crystal

symmetry axes. The resulting Berry curvature dipole is perpendicular to the applied field and to

the remaining mirror line, which means the NLQHE is maximum for a field passed along the pair

of Hall probes. The strength and sign of the Berry curvature dipole is tuned with the strength of

the dc field up to some saturation limit, and Edc ≪ Eac to preserve the (Iac)
2 dependence. This

is the scheme that was adopted to results presented in this manuscript, where a floating dc voltage

is applied along Hall probes to modulate the sign and strength of the NLQHE response. A more
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detailed discussion of the experimental technique can be found in Chapter 4.

Recently, the use of the QNLHE has blossomed to a number of systems that are not WTe2,

and any attendee at the 2023 March Meeting will tell you that the 2ω technique has graduated to

the level of popular proof of topological behavior. This claim may be premature, but the number

of materials that have been shown to demonstrate the effect is significant, and should include any

suitably low-symmetry conductor. In this spirit, the technique has been applied to the ”magic”

system of twisted bilayer graphene,106 which showed a massive second order Hall response (∼ 500

µV) tunable by filling factor, that the authors attributed to skew scattering effects. MoTe2, the sister

compound of WTe2, has also been shown to host a non-linear Hall effect107 in a paper suspiciously

reminiscent of Kang et al.104 published three years earlier. This result should come as no surprise

as the material was exposed along with WTe2 in the same perpendicular electric field paper98 that

informed Ma et al.96

Similar mechanisms have been seen in topological semimetals such as SrIrO3, whose room

temperature second order Hall response could be tuned directly with applied in-plane magnetic

field and was thus attributed to spin-charge conversion processes.108 Other room temperature obser-

vations have come from Dirac semimetals such as BaMnSb2 which showed109 somewhat confusing

results to temperatures up to 400 K. It remains to be seen if these temperature ranges are compatible

with the explanation that the effect arises from Berry curvature. Back at cryogenic temperatures,

the list of materials continues to grow, including the van der Waals ferromagnet Fe3GeTe2,110 an

organic conductor (BEDT-TTF)2I3,111 and the trigonal superconductor PbTaSe2.112 Important for

the results discussed here, the effect has also been shown in LAO / STO, with the claim that both

spin and orbital effects contribute to the Berry curvature dipole in the system supported by a com-

pellingly detailed volume of magnetoresistance measurements.85

This field is not without pitfalls though, and more work will need to be done to disentangle con-
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Figure 2.13: QNLHE where is should not be, observation of spontaneous Hall effect in
Ce3Bi4Pd3. (a) Temperature dependence of zero field spontaneous Hall effect. (b) Spontaneous
DC Hall conductivity σxy vs. longitudinal conductivity σxx. Data for the DC response of the sam-
ple (black) and for the 1ω response (red), both in zero magnetic field. (c) Symmetric contribution
to the transverse magnetoresistance as a function of temperature. Figure adapted from Dzaber et
al.113

founding effects from bonafide signatures of Berry curvature. In this vein, Dzaber et al.113 reported

signals of the QNLHE not in 2ω response but in the 1ω Hall signal for a candidate Weyl-Kondo

semi-metal Ce3Bi4Pd3. Their result showed a giant spontaneous Hall effect at low temperatures,

an effect which combines a zero field transverse signal that arises in the absence of magnetic or-

der, so is distinct from the anomalous Hall effect, and a symmetric contribution to the Hall signal

upon the application of a field. This result is corroborated with by 0ω and 2ω measurements show-

ing the appropriate scaling, with the explanation that the Weyl cones quickly break the system

out of the ”probing field” limit of the derivation in Sodemann and Fu,95 resulting in a 1ω signal.

Other sources of anomalous signals can also arise though, as demonstrated by Schade et al.114 who

showed an emergent 2ω simply due to circular conducting paths in graphene, or Ho et al.115 who

showed that simply corrugating graphene can produce a 2ω response through strain modification

of the Dirac cone.

The take-away message should be to proceed with caution. The quantum non-linear Hall effect
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is certainly a potent tool to help characterize the topological transport response of materials, but it

is not proof in itself. This can be seen in the the works from the late 1980s on mesoscopic physics

systems of normal metals, where higher cumulant measurements116 showed distinct non-linearities

up to the 10th harmonic. Even Sodemann and Fu warned about potential added corrections to the

second order response intrinsic to band structure, or from inversion asymmetric scattering.95 These

considerations will become all the more important as the technique becomes more common, and as

higher order effects are predicted117 to keep up with the ever-increasing complexity of topological

material classification.
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CHAPTER 3

THEORETICAL BACKGROUND AND PHYSICAL UNDERSTANDING

This chapter seeks to provide a theoretical framework for understanding the transport behav-

iors demonstrated in the experimental results discussed in Chapter 5. As such, particular focus will

be paid to theories which have experimentally relevant predictions, or that allow experimentalists a

rigorous framework for interpreting results. The goal is to inform the understanding of the 2DEG

at the KTO interface and to provide a framework for a physical interpretation of the experimentally

observed quantities.

The discussion starts with a review of the mechanisms that generate a conducting gas at the

interface, and the consequences of those mechanisms. This will lead into the discussion of band

structure, with a focus on the interfacial conductivity and coincident effects. Since the 2DEGs at

the interface go superconducting, there will be a somewhat superficial discussion of the Ginsburg

Landau theory of superconductivity and the resulting physical quantities that can be derived from

experimental measurements. The primary tool for probing these quantities is the application of

a magnetic field, so there will be a review of magnetoresistance and its components for both the

longitudinal and transverse (Hall) signals. This then forms a segue to the last part of the chapter,

which gives a more detailed derivation of the quantum non-linear Hall effect, a manifestation of

Berry curvature dipoles interacting with an oscillating probing electric field. In all, this chapter

will inform the analysis performed later in Chapter 5, the discussion of experimental results.
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3.1 Conductivity at Complex Oxide Interfaces

As discussed in the previous chapter, the genesis of this field of complex oxide based 2DEGs

started with the discovery of a conducting gas at the interface between resistive oxide layers by

Ohtomo and Hwang42 in 2004. Since that work a multitude of effort has been levied into un-

derstanding the exact mechanism by which a conducting gas actually forms between two bulk

insulators. The resulting explanations center around two primary ideas: charge transfer via the po-

lar catastrophe model, and crystal defects donating carriers. Both of the models enjoy support from

experimental findings and each play a role in understanding the emergent physics of the resulting

conducting gas.

3.1.1 Charge Transfer: The Polar Catastrophe Model

One of the first explanations for the conductivity complex oxide heterostructures is the polar

catastrophe or polar reconstruction model.42 This model is rooted in the inescapable consequences

of broken translational symmetry at the surface of a crystal, coupled with the bulk charge distribu-

tion of perovskite materials. In the case of SrTiO3, a crystal can be described as layered material

made of SrO and TiO2 sub-layers with a perpendicular axis aligned along the (001) direction of

the full cell. The valence state of the Sr and Ti are expected to be +2 and +4 respectively, but at

the interface these formal charges are modified by the transition to sub-layers of the heterostruc-

ture capping material. The details of this are discussed by many papers including by Nakagawa,

Hwang, and Muller118 in their 2006 paper on the possible interfacial constructions of LAO / STO.

Fig. 3.1 demonstrates some of the potential configurations for LAO / STO, many of which run into

the “polar catastrophe” problem encountered in the 2DEGs in semiconductors investigated in the

1970s.119 This model predicts that an interface between a polar and a non-polar crystal can only
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Figure 3.1: Simplified schematic of possible interface combinations for the (001) terminated
LaAlO3 / SrTiO3 system. Bulk (001) SrTiO3 has neutral planes of SrO and TiO2, but the (001)
planes in LaAlO3 have alternating net charges (ρ). (a) If the interface is LaO/TiO2, this produces
an electric field (E) associated with an electric potential (V ), that diverges with thickness. (b) If
the interface is instead AlO2/SrO, the potential diverges in the other direction. (c) The divergence
at the LaO/TiO2 interface can be avoided if half an electron is added to the last Ti layer, creating
an interface dipole hosting a conducting gas. (d) The divergence for the AlO2/SrO interface can
also be avoided by removing half an electron from the interface. Figure adapted from Nakagawa
et al.118

occur under certain reconstruction conditions or the charge accumulation would be too energeti-

cally costly for interface stability. The solution is the addition of a 1/2 charge to balance the two

divergences118 as shown in Fig. 3.1 (a) and (b). As a consequence, most interfaces would need to

be stabilized by the growth of facets or terraces in order to support a two dimensional conducting

gas.

This interpretation is supported by the observation of a critical thickness of the LAO overlayer

to maintain the conducting gas. Fig. 3.2 reproduces the work of Liu et al.120, who demonstrated

both a generation of a conducting gas through layer growth and a destruction of the gas with ion

milling. For crystalline layers this agrees with the prediction that 3 uc are needed to stabilize the
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Figure 3.2: Critical thickness of the LaAlO3 capping layer. Left: Sheet resistance of amorphous
LAO/STO interfaces as a function of LAO thickness and partial pressure of oxygen during growth.
Right: Critical thickness of crystalline and amorphous LAO overlayers as progressively thinned
with argon plasma. Figures adapted from Liu et al.120

charge transfer, providing support for the polar catastrophe model.118,120 However, for amorphous

layers less than the critical thickness of 6 nm milling did not destroy the conductivity, suggested

an alternative mechanism for generating the gas. It is likely that multiple mechanisms contribute

to the generation of a conducting gas for any overlayer, though the leading mechanism can often

be deduced from context clues.

This same principle of charge sub-layers has been applied to KTaO3, but instead of neutral

layers of SrO and TiO2 the crystal is made up of polar layers of KO−1 and TaO+1
2 . This change

can be used to generate interesting gases at the interface, as was the case of LaVO3 / KTO studied

by Wadehra et al.19 Their interpretation of the charge reconstruction is reproduced in Fig. 3.3,

once again accompanied by a critical overlayer thickness of 3 unit cells. As mentioned, there are

alternative methods for generating conducting gases for systems that do not clearly agree with the

polar catastrophe model. One of those ways is oxygen vacancy formation, which is the method
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Figure 3.3: Critical thickness of the LVO capping layer on KTO. Left: Schematic of atomic
layers and their formal charges. Right: Resistance vs temperature curves as a function of capping
layer thickness, demonstrating the critical thickness of . Figures adapted from Wadehra et al.19

used to generate conducting samples in this work, and which is the subject of the next section.

3.1.2 Oxygen Vacancies and Their Consequences

The other common mechanism for inducing a conducting gas at the interface of complex

oxides is the generation of carrier donor sites either from crystal defects or oxygen vacancies.

The mechanism is similar to the origin of carriers in intrinsic semiconductors, and has the added

benefit of being confined to the interface. Oxygen vacancies are at least partially responsible for

the conductivity in all amorphous heterostructures overlayers, and are a major mechanism for EuO

/ KTO systems. The work in this manuscript is based on oxygen vacancy formation by aluminum

gettering, and it comes with some distinct consequences.

Surface treatments that generate oxygen vacancies are numerous, including argon plasma treat-

ments,47 UV exposure,46 and any thin film depositions of strongly reducing elements like Al30,69,121

or Ti.68 Many of these were discussed in the Chapter 2 as applied to STO and KTO, but similar

treatments have been used on any number of complex oxides, which will not be covered here.

The suggestion of using oxygen vacancies for conductivity in STO goes back to Tufte et al. 1967
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Figure 3.4: Charge generation from oxygen vacancies. Carrier density change from the intro-
duction of one oxygen vacancy on the (a) (001) and (b) (111) surfaces. The result is a net charge
mostly localized on the vacancy cite. Figures were generated by Alex Tyner, (unpublished).

paper122 for conduction in the bulk, and the general mechanism for double electron donation has

not changed since then. Fig. 3.4 shows the charge distribution generated on the surface of KTO

from the introduction of one oxygen vacancy for the (001) and (111) surfaces. These distributions

were calculated using density functional theory by Alex Tyner. Because the presented data are for

the change in charge (ρnormal − ρvacancy), a large positive charge (red) denotes a negative charge

accumulation due to the vacancy. Thus, as expected, the vacancies result in an electron donation to

a conducting gas, which is most closely localized on the Ta atom nearest the vacancy. Importantly,

the maximum effective charge is very nearly the 0.5 electrons per unit cell after relaxing multiple

configurations of possible vacancies, in agreement with the prediction for the charge singularity

discussed before. As a side note, carrier densities calculated from Hall data of two dimensional

gases formed on complex oxides are usually closer to 0.25 electrons per unit cell, potentially due

to compensation from multiple bands, localization of additional carriers, or competing charge gen-

eration mechanisms.118

Once the gas is generated on the surface, the resulting surface band structure respects the sym-
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Figure 3.5: Surface states revealed by DFT calculations. Surface states for the (001) (left), (111)
(center), and (110) (right) crystal terminations reflecting the symmetries of the surface. Insets
show spin split bands at the point of largest splitting. Figures were generated by Alex Tyner,
(unpublished).

metry of the crystal cut. This can be seen directly in Fig. 3.5, in DFT calculations performed by

Alex Tyner. The density is shown for arbitrary units, for a slab with surface oxygen vacancies

hosting a conducting gas, which reveals the symmetry-respecting patterns consistent with previ-

ous ARPES results.32,37–39 The splitting strength due to the surface Rashba spin-orbit interactions

is shown in the inset for the highest splitting parts of each surface. This splitting can be seen

more clearly in the spin polarization texture shown in Fig. 3.6. The spin-split bands account for

significant in plane spin-texture for the (001) and (110) surfaces, with an additional out of plane

contribution for the (111) surface due to band mixing. These textures have an impact on the con-

ducting properties of the surface, especially if they couple to additional magnetic components in

the sample. It is important to reiterate that the direction with the largest spin orbit splitting on the

(111) surface is the [11̄0] direction, which will be important later. The (110) surface also shares
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the [11̄0] direction, but the maximal splitting there is at the pinch point halfway between the [11̄0]

direction and the [001] direction. This is the same for the (001) surface, where maximal splitting

is between the [001] and [010] directions.

Figure 3.6: Spin textures revealed by DFT calculations. Surface state spin polarization for the
(001) (left), (111) (center), and (110) (right) crystal terminations. The (001) and (110) surface are
polarized in plane but the (111) has an appreciable component out of plane due to the band mixing.
Figures were generated by Alex Tyner, (unpublished).

The same oxygen vacancies that generate the conductivity at the interface can also generate

magnetic moments. This is due to local moments on the transition metal ion, and is a phenomenon

that was described at least as far back as 2012, when Pavlenko et al.123 calculated the local mo-

ments due to band reconstruction induced by oxygen vacancies at the SrTiO3 interface. These

local moments have also been shown to order, resulting in hysteretic signatures of long range mag-

netic order in LAO / STO, as demonstrated by Brinkman et al. in their 2007 paper.124 Subsequent

works measured magnetic localization along tetragonal domain walls31 and demonstrated the co-

existance of magnetic order with superconductivity.84 The same effect can occur in KTaO3, and

long range magnetic order was observed in transport data for the first time in work presented in

this manuscript. The suggestion of local magnetisation due to oxygen vacancies in KTO is not
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new, however. In 2022 Al-Tawhid et al.125 reported the observation of increased paramagnetism

and an Anomalous Hall effect signal in reduced KTO samples, results that suggest the presence of

local magnetic moments but not long range order.
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Figure 3.7: Spin polarization resulting from oxygen vacancies. Net spin polarization generated
from one oxygen vacancy on the (a) (001) and (b) (111) surfaces. Figures were generated by Alex
Tyner, (unpublished).

Confirming this result, density functional theory calculations performed by Alex Tyner show

local spin polarization generated by the oxygen vacancy slabs used to calculate charge generation

in Fig. 3.4. These polarization maps are shown in Fig. 3.7, and as before show net spin polarization

resulting from the oxygen vacancy on the surface. The effect is strongest on the (111) surface due

to the mixing of the Ta 5d orbitals, resulting in a calculated 6.67 µB per two Ta atoms, compared

to only 0.56 µB per two Ta atoms in the (001), per Alex Tyner’s calculations. The result is a

substantial local moment, which can order with other moments at low temperatures to generate

hysteresis and other effects in transport data, as will be shown.
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3.2 Brief Theory of Superconductivity

Superconductivity remains an area of intense focus in condensed matter physics for theoretical

and practical purposes. The complex oxides became a player in this field following the demon-

stration of superconductivity126 in the 2DEG formed in (001) LAO / STO. KTaO3 based systems

represent an improvement over STO due to much higher superconducting transition temperatures

with values as high as 2.2 K.18 Combining these high transition temperatures with strong and tun-

able spin-orbit interactions makes KTO a promising potential platform for realizing more exotic

forms of superconductivity, especially when combined with coincident magnetism. To begin to

understand such a complicated system one should start with a foundational understanding of su-

perconductivity. Here we will review some basics of superconducting theory and their implications

for describing the superconducting observations in complex oxides. Most of this section is adapted

from Tinkham’s Introduction to Superconductivity127 or notes from Professor Chandrasekhar’s se-

ries of Condensed Matter classes128, unless otherwise stated.

3.2.1 Selected Results from Ginsburg Landau Theory

Ginsburg-Landau (GL) theory129 appeared in 1950 as a macroscopic description of the super-

conducting state in terms of a quantum mechanical pseudo wave function Ψ. This pseudo wave

function describes the superconducting state, defining the density of the superconducting electrons

by the expectation value of Ψ as ns = |Ψ|2. This macroscopic theory starts with a treatment of the

thermodynamic properties of the superconductor in terms of changes to the free energy, and yields

observable characteristics of the superconducting state, like the penetration depth, λeff .

λ2
eff =

m∗c2

4π|Ψ|2e∗2
=

m∗c2

4πnse∗2
(3.1)
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which we can estimate by taking measurements of the normal state carrier concentration. Here,

m∗ and e∗ are the effective mass and charge of the supercurrent carriers, and λeff is the effective

superconducting penetration depth. It should be noted that all of these formula use CGS unit

conventions, and it is necessary to multiply the term on the right of Eq. 3.1 by ϵ0, the vacuum

permittivity. Here, λeff estimates how far an external magnetic field penetrates into the bulk of

the superconductor before being completely screened. A related parameter is the superconducting

coherence length given by

ξ(T ) =
hc

4
√
2eπHc(T )λeff (T )

=
Φ0

2
√
2πHc(T )λeff (T )

(3.2)

where Φ0 = hc/2e is the flux quantum and Hc is the thermodynamic critical field. Combining

λeff and ξ gives the Ginsburg-Landau parameter κ as

κ =
λeff (T )

ξ(T )
=

2
√
2πHc(T )λ

2
eff (T )

Φ0

(3.3)

which is the parameter that describes the difference between Type I (κ < 1/
√
2) and Type II

(κ > 1/
√
2) superconductors. All of the superconductivity on the 2DEG of KTO are in the Type

II regime, where the application of external fields create vortex lattices of quantized flux, Φ0. This

leads to the description of the upper superconducting critical field Hc2, which is the highest per-

pendicular applied field at which superconductivity can nucleate inside a superconducting sample

in a decreasing external field. This field is related to the coherence length of the superconductor as

Hc2 =
Φ0

2πξ2(T )
(3.4)

which is equivalently the largest field that can be screened by a given coherence length ξ(T ) in

units of the flux quantum. This relationship can be recast in terms of the thermodynamic critical
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field Hc or in terms of κ as

Hc2 =
4πλ2

effH
2
c

Φ0

=
√
2κHc (3.5)

A similar expression can be derived for the critical field applied parallel to the plane of a two

dimensional conducting gas:

Hc∥ = 2
√
6
Hcλeff

d
(3.6)

This allows for an estimation of the thickness of the superconducting gas, d, when combined

with measured values of the perpendicular upper critical field:

d =

√
6Φ0

π

√
Hc2

Hc∥
(3.7)

This completes the brief discussion of the time-independent consequences of GL theory. There

are more theoretically definable parameters such as the lower critical field Hc1, but many of these

parameters are not easily detectable in transport measurements, so they will be ignored here. The

takeaway is that from a set of experimentally observable parameters, ne, Hc2, and Hc∥, many

characteristic parameters of the superconductivity can be extracted. Furthermore, the nature of

these parameters can be tested as a function of other experimental parameters like back gate voltage

Vg to draw inferences about the superconductivity in a system.

These are all static descriptions of superconductors, to describe further properties like the shape

of the superconducting transition requires time-dependent Ginsburg-Landau theory (TDGL), in

particular the contributions to conduction due to superconducting fluctuations in the normal state.

Starting from the linearized TDGL (Equation 8.46 in Tinkham127) for T > Tc and no electromag-

netic potentials:
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∂Ψ

∂t
=

1

τ0
(1− ξ2∇2)Ψ (3.8)

where the relaxation time for static modes with momentum k = 0 is given by

τ0 =
πℏ

8kB(T − Tc)
(3.9)

and higher energy, moving modes with momentum k > 0 decay faster, based on the relation-

ship

1

τk
=

(1− k2ξ2)

τ0
(3.10)

These equations describe the existence of superconducting fluctuations above TC that decay

over the relaxation time τk. These fluctuations have significant impacts on the material properties

of superconductors near the transition, and have been expanded to explain changes in conductivity

of thin films by Aslamasov and Larkin130 (AL theory) and by Maki131 and Thompson132 (MT Fluc-

tuations). The AL modification of the normal state conductivity describes the drop in resistance

near (and above) Tc as

σAL(q = 0) =
e2

16ℏd

(
Tc

T − Tc

)
(3.11)

where d is the thickness of the film and is constrained as d≪ ξ for the form to be valid. There

is a discrepancy between the original expression obtained by Aslamasov and Larkin130 in their

original, brief paper, and those presented in Tinkham,127 so the author is deferring to the original

AL form. Equation 3.11 has side-effect of diverging when T = Tc, but infinite conductivity is a

characteristic of the superconducting state anyway, so the result is sound. There is a restriction of
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the validity of this form, as discussed by Aslamasov and Larkin, which gives the constraint T−Tc

Tc
>

2τ0, and τ0 is small, 0.467 × 10−3. If Tc = 2, this restricts the AL form to be at least 1 mK above

Tc as a lower bound, while the upper bound of the form can be defined by (T −Tc)/Tc ≪ 1, which

would restrict the effect to only temperatures very near, but strictly above the superconducting

transition temperature.

An additional correction to the AL form was pointed out by Maki131 and later refined by

Thompson132 gives a similar correction but instead of an increase in conduction from supercon-

ducting pairs, it describes the increase in normal electron conduction from scattering off supercon-

ducting fluctuations:

σMT (H = 0) =
e2

πℏ

(
kBTτGL

1− (τGL/τi)
ln

(
τi
τGL

))
(3.12)

where τGL is the GL relaxation time described in Eq. 3.10 above, τi is the inelastic scattering

time. This form does not have the same strict temperature range of validity as the AL term, and can

be used to fit changes in conductivity due to superconducting fluctuations (relatively) far above the

transition temperature. The overall conductivity is generally approximated by assuming parallel

conducting channels and collapsing the two terms, now in terms of resistance:

R−1
s = R−1

n + (R−1
c )

(
Tc

T − Tc

)
(3.13)

where Rn is the resistance of the normal conductor, Rc is the change in resistance from the

superconducting fluctuations usually given by the AL term above as 16ℏd/e2, but can be left free

to vary to allow for better fits.

The AL and MT terms account for drops in resistance above the superconducting transition,

but there is just as much structure to account for fluctuation induced residual resistance below the
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transition. This is the realm of the Kosterlitz-Thouless transition and I invite the curious reader to

look at Manan Mehta’s thesis133 for a more thorough investigation of this in LAO/STO systems.

Instead, this work will just introduce the Halperin-Nelson formula134 which describes residual re-

sistance as a function of temperature below the superconducting transition due to vortex formation,

as opposed to the normal V ∝ I3 scaling at the edge of the superconducting transition predicted

by Kosterlitz and Thouless135. The form of the Halperin-Nelson Formula chosen here is

R(T ) = Rn

[
1 +

4

A2
sinh2

(
b

√
TBKT

T − TBKT

)]−1

(3.14)

In this case A and b are material parameters which are somewhat constrained by physical

arguments, and TBKT is the critical temperature of the Kosterlitz-Thouless transition defined as

TBKT = κ
2kB

. κ in this expression is not the GL κ, but instead a parameter of the system that can

be defined as a relevant energy scale. Equation 3.14 expression is only valid at temperatures above

TBKT , which is at the foot of the superconducting transition, and can accurately describe both

the contributions from vortex fluctuations in the superconducting state and the superconducting

fluctuations described by the AL term. Both of these sources model the change in conduction due

to the emergence of excitation pairs, either flux vortices in the superconducting state due to external

fields or superfluid flow, or bound superconducting pairs in the normal state. In this way the two

forms can be viewed as a uniform effect, or as Halperin and Nelson put it, for superconducting

thin films ”the distinction between the normal and superconducting states is blurred, and it seems

likely that no true phase transition occurs.”

One useful consequence of this formula is the ability to calculate TBKT without doing V-I mea-

surements, though comparing the results of the two measurements would also allow an estimation

of the parameters A and b which are related to the energy of the vortex core in the superconducting

state and the phase stiffness of the superfluid. The extracted value of TBKT can also be compared
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to the critical temperature Tc to characterize the 2-dimensional-ness of the conducting gas, via the

relation136 TBKT/Tc = (1 + 0.173RN/Rc)
−1 where Rc = ℏ/e2.

This completes our discussion of the Ginsbug-Landau theories, both time independent and

time-dependent. All of these theories allow for quantitative statements about the nature of the

conducting gas and the superconductivity that it hosts. An emphasis was placed on experimentally

measurable parameters, in particular those detectable with transport measurements, which is a

theme that will be extended to the next section.

3.3 Magnetoresistance

One of the oldest and most established transport techniques for probing the nature of con-

ductivity in materials is magnetoconductance. Most of the electronic structure of a material can

be reconstructed directly from magnetoconductance measurements, and many exotic quantum me-

chanical signatures show up as deviations from expected dependencies on applied electric and

magnetic fields.

This section will review the origins of some common contributions magnetoconductance (or

inversely, magnetoresistance) and their experimental realizations. Particular attention will be paid

to some of the components of longitudinal magnetoresistance and the difficulty of disentangling

the sources without some some corroboration from other sources. This contrasts to the effects

seen in transverse magnetoresistance, principally the Hall effect, which is easier to separate into

constituents simply due to symmetry arguments. Particular attention will be paid to the interplay

between magnetoresistance in normal metals and the convolution that occurs for superconducting

samples.
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3.3.1 Classical Magnetoresistance

Semi-classical descriptions of electron transport in materials invariably start with the Boltz-

mann transport equation, which should be familiar to every student in condensed matter, and de-

scribes steady state transport in the presence of external driving fields. In its most fundamental

form the Boltzmann equation states137

∂f

∂t

∣∣∣∣
diffusion

+
∂f

∂t

∣∣∣∣
fields

+
∂f

∂t

∣∣∣∣
scattering

= 0 (3.15)

where here f is the Fermi distribution, the first term is the change in the distribution due to

diffusion processes, the second due to external fields, and the third due to scattering processes.

Substituting for each of the terms in Eq. 3.15 grants more concrete forms. Diffusion can be

described as a melting of a volume in phase space, giving ∂f
∂t
|diffusion = − ∂f

∂ #»r
· vk. The effect

of external fields can be written as ∂f
∂t
|fields =

(
e

#»
E
ℏ + e

ℏc
#»v × #»

H
)
·∇kfk, and the relaxation time

approximation gives ∂f
∂t
|scattering = −gk/τ where gk = fk − f 0

k is the small deviation from the

equilibrium Fermi function, and τ is the scattering time. Taken together these give the updated

Boltzmann equation as

− ∂f

∂ #»r
· vk +

(
e

#»

E

ℏ
+

e

ℏc
#»v × #»

H

)
·∇kfk =

gk
τ

(3.16)

From Eq. 3.16 a number of improvements can be made to describe electronic behavior for

certain limits of external fields and simple electron correlations. In the case of partially open orbits

in the presence of an external magnetic field,
#»

H , electrons will assume a cyclotron orbit along

a ”tube” of Fermi surface, resulting in changes in conductivity between directions perpendicular

to the applied magnetic field. By defining an cyclotron orbital frequency ωc = dϕ
dt

one can write

down that the orbital angle ϕ = ωc
ℏc
eH

∫ k dk
v⊥

where H is the applied field and v⊥ is the velocity
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perpendicular to the applied field. This can then be applied to the Kubo Formula for linear response

given by

←→σ =
1

4π3

e2τ

ℏ

∫
FS

#»vk
#»vk
|vk|

dSf (3.17)

in this case a single matrix element of←→σ can be defined by breaking #»vk into the orbital com-

ponent described by ϕ and the part traveling along the tube, k∥. Substituting in the definition of the

cyclotron effective mass m∗
H = eH

ωcc
and breaking up #»vk culminates in the dreaded Shockley Tube

Integration Formula, given by

σαβ =
1

4π3

e2

ℏ2

∫
m∗

H

ωc

[∫ 2π

0

∫ ∞

0

vα(ϕ, k∥)vβ(ϕ− ϕ′, k∥)e
−ϕ′/(ωcτ)dϕ′dϕ

]
dk∥ (3.18)

Here the only parameters that explicitly depends on the external field are ωc and ϕ′. In the limit

of low H fields ωcτ is small, so the angular change in ϕ′ is small, we can expand vβ(ϕ − ϕ′, k∥)

in powers of ϕ′ giving vβ(ϕ − ϕ′) ∝ vβ(ϕ) − ϕ′
(

∂vβ
∂ϕ

)
which gives an extra power of H in the

integral. Separating out the field independent integrals as Aαβ and evaluating Eq. 3.18 for three

dimensions gives the conductivity tensor in response to small magnetic H||ẑ as

←→σ (H) =
1

H2


Axx −AyxH −AzxH

AzxH Ayy −AzyH

AzxH AzyH AzzH
2

 (3.19)

Given that←→ρ (H) = ←→σ (H)−1 we can write down the longitudinal resistance ρxx in response

to small magnetic field as
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ρxx(H) =
AyyAzz + A2

zy

AxxAyyAzz + AxxA2
zy + AyyA2

zx

H2 (3.20)

which shows the classical H2 dependence of longitudinal magnetoresistance. This result only

holds for partially open orbitals or inhomogeneous carrier character. In the case of a perfect,

spherical Fermi surface there is no low field magnetoresistance and the in high field limit the

magnetoresistance saturates. In the completely open orbit case this longitudinal magnetoresistance

can continue to grow indefinitely, as the added resistance grows with the path length of a single

orbit. All of the experiments in this work were conducted for relatively low values of applied

magnetic field, so the focus here will reflect that.

Another major contribution to low field longitudinal magnetoresistance is weak localization or

antilocalization. In this mechanism, otherwise reversible paths around a defect can pick up a quan-

tum mechanical phase that results in either constructive or destructive interference. Constructive

interference from these scattering paths increases the likelihood of back-scattering off the defect,

creating an increase in low-field resistance known as weak localization. Destructive interference

does the opposite, effectively decoupling the defect from the scattering and resulting in a drop in

low field resistance known as weak anti-localization. The zero field form of the contribution due

to weak localization in a two dimensional system is given by138

Rloc = −
R2

0e
2

2π2ℏ
p ln

T

T0

(3.21)

in which p is a factor that describes the scaling of the phase coherence length and T0 = ℏ/kBτ .

Weak anti-localization has the opposite sign, resulting in a decrease in resistance below T0. The

phase picked up between the two scattering paths is identical in the absence of magnetic field or

local magnetic moment, so scattering off non-magnetic particles normally results in weak local-
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Figure 3.8: Tuning of weak localization to weak anti-localization in an LSAT / STO system
via varying backgate. Weak localization results in an increase of low field resistance at positive
gate bias, while weak antilocalization results in a dip in low field resistance for negative gate bias.
Image adapted from Bal et al.56

ization and the increase in low field magnetoresistance. In the presence of spin orbit coupling, the

phase winding around a defect takes on an extra character which can tune to strength of the weak

localization or cause the constructive interference to switch to destructive interference, resulting in

weak antilocalization. This shift from weak localization to weak anti-localization can be tuned by

changing experimental parameters like temperature or backgate. An example of this tuning can be

seen in Fig 3.8 for a system of (La0.3Sr0.7)(Al0.65Ta0.35)O3 (LSAT) / SrTiO3 measured by Varada

Bal. For a more detailed discussion of weak localization and the efforts to fit it in complex oxides,

please refer to Varada’s Thesis.139

The magnetic dependence of weak localization in two dimensional systems was worked out by

Hikami et al140 and takes the form

Rloc(B) = −R2
0e

2

2π2ℏ

[
−3

2
Ψ

(
1

2
+

B2

B

)
+

1

2
Ψ

(
1

2
+

B1

B

)
+ ln

B0

B

]
(3.22)

where Ψ is the digamma function, B0 is the field associated with elastic scattering time, B1 is

defined as B1 = Bϕ + 2Bs, B2 is similarly defined by B2 = Bϕ + (4/3)Bso + (2/3)Bs, where
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Bs is the field associated with magnetic scattering, Bso is the characteristic field of the spin orbit

coupling, and Bϕ is the field required to destroy coherence. Close to zero applied field B this

disaster of an equation simplifies to

Rloc = −
3

2
f(B,B2) +

1

2
f(B,B1) (3.23)

where the function f is defined by

f(B,Bα) =
R2

0e
2

2π2ℏ

[
Ψ

(
1

2
+

Bα

B

)
− ln

Bα

B

]
(3.24)

where in turn Bα is the magnetic field for the relevant contributing length scale. The result is a

magnetic field and temperature dependent change in low field resistance that depends directly on

the temperature scaling of the coherence times of the physical mechanism considered. Fitting all

of the contributing factors requires experimental handles that decouple them, and can be estimated

by effective lengths defined by the fields listed above.

The trouble with weak-localization beyond the difficulty in fitting is that the experimental sig-

natures are nearly identical to other contributions to low temperature resistance. In particular, it

can be prohibitively difficult to disentangle resistance changes due to superconducting fluctuations

mentioned earlier from those due to weak antilocalization. These experimental signatures are even

further confounded by electron-electron interactions. Corrections to resistance due to exchange

interactions can be written as141:

REEI =
−m∗

4π2ℏnτ

(
2− 3F

2

)
×
[
1− (ωcτ)

2
]
ln

(
kBTτ

ℏ

)
(3.25)

This term once again scales with ωcτ , which means for high mobility systems this effect is large

even at low fields and is therefore difficult to distinguish from weak localization and superconduct-
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ing fluctuations. F in this case is a function of the Coulomb potential, with magnitude close to

unity. The difficulty in distinguishing electron-electron effects from other sources of resistance

makes it hard to categorize them analytically, even for simple systems. The value of identifying

it lies in the explanation for secondary effects, like increases in Hall signal or variations in coher-

ence length independent of the cleanliness of the lattice. These effects require careful experimental

planning and are nearly impossible to distinguish after the fact.

There are other contributions to high field magnetoresistance that are easier to identify and can

be used to infer the nature of carriers in a conductor. One prominent contribution is the change in

resistance due to the quantization of Landau levels at low temperatures. This quantization can be

seen in oscillations in the longitudinal resistance, known as Shubnikov-de Haas oscillations. The

magnitude of these oscillation in a two dimensional system is given by Ando et al.142

∆Rxx = 4R0
χT

sinhχT

e
− π

ωcτq (3.26)

where R0 is here defined as the zero field resistance, χT = 2π2kBT/ℏωc, the cyclotron fre-

quency ωc = eB/m∗ as before, and τq is the scattering time or, alternatively, the quantum lifetime.

If we rewrite this in terms of B to demonstrate the scaling we can define χ∗
T = 2π2m∗kBT/eℏ and

rewrite Equation (3.26) as

∆Rxx = 4R0
χ∗
T/B

sinh(χ∗
T/B)

e
− πm∗

eBτq (3.27)

which reveals the scaling with B. At very high field the contributions saturate, at intermediate

fields the oscillations occur with periodicity depending on 1/B. Taking into account broadening of

the quantized Landau Levels with temperature and the effects of carrier density we have a version

of the Lifshitz-Kosevich Formula143
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∆Rxx = 4R0

χ∗
T

B

sinh
(

χ∗
T

B

)e− ξ∗TD
BT sin

[
2π

(
F

B
− 1

2

)
+ ϕ

]
(3.28)

where TD = kBℏ/2πτD, is the Dingle temperature defined by τD the Dingle scattering time

which captures the effect of scattering on the Landau levels139. The second factor defines the effects

of carrier density by way of the shape of the Fermi surface and is characterized by F = 2πℏn/Nse

where n is the carrier density and Ns is the spin degeneracy.

Other magnetic effects include disruptions of conductivity due to ferromagnetic domain switch-

ing, which have a basis in the anisotropic magnetoresistance effect. This effect shows that144

Rϕ = R⊥ + (R∥ −R⊥) cos
2 ϕ (3.29)

where ϕ defines the angle between the current and the magnetization, R⊥ is the resistance when

the magnetic field is perpendicular to the current while R ∥ is the resistance when the magnetic

field and the current are in the same direction. In practice the resistance is minimized for applied

field perpendicular to the current, and varying the angle between the two results in an oscillatory

magnetoresistance.

This same effect can be seen in ferromagnetic samples where applied field causes switching of

magnetic domains or local magnetization. In the high field limits, where the internal magnetization

is a aligned with an externally applied field, the conductivity through the sample follows the same

behavior as previously described, with a resistive minimum when the magnetization is perpendic-

ular to current flow. In the low field limit, when the externally applied field opposes but does not

overcome the internal magnetic moment, the magnetization in the sample can wander or switch,

resulting in a signature peak in resistance. Of course the inverse can also happen, when switching

causes a break in alignment of the magnetic moment, resulting in a dip in resistance. The second
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Figure 3.9: Observation of Ferromagnetic switching in a 2DEG of an LAO/STO heterostruc-
ture. Panel (a) shows a full magnetic field sweep showing symmetry and the peak of magnetic
switching, with a single direction displayed in (b). Images taken from Dikin et al145.

defining characteristic is a hysteresis as a function of applied field due to the switching of the inter-

nal magnetization. This effect can be seen in Figure 3.9 in a two dimension electron gas (2DEG)

of an STO based system, and is similar to results in KTO discussed later in this manuscript.

3.3.2 Sources of Transverse Resistance

The first contribution to transverse resistance is generated by the Hall effect, the buildup

of charge carriers on edges of longitudinal current resulting in a finite voltage. Classically this

contribution can be calculated from the Lorentz force given by F = e(E + v ×B). For a current

flowing in the x̂-direction and an applied magnetic field in the ẑ-direction, the buildup of carriers

results in a finite transverse field Ey = Vh/w where w is the width of the sample. Assuming steady

state and substituting in the definition of current Ix = ntwev, where n is the carrier density, and t

is the thickness of the sample, we have the first expression of Hall voltage:



71

VH =
IxB

nte
. (3.30)

Dividing by the longitudinal current Ix gives us the contribution to transverse resistance from

classical Hall effect as

RHall =
B

nte
= −RH

B

t
(3.31)

and also defines the Hall coefficient RH = −1/n|e|, which is particularly useful because the

sign of the Hall coefficient for a single carrier type gives information on the charge of the dominate

carrier. A negative Hall coefficient corresponds to negative charge carriers, positive to positive. In

the case of multiple bands of carriers the Hall coefficient gives the net charge, i.e. for two bands,

one electron and one hole we have RH = −1/(ne − np)|e| where ne is the number of electrons

and np the number of holes contributing to the conduction.

This same effect can be seen in samples that have effective magnetic fields inside the material,

say from magnetic impurities like those discussed in the magnetic scattering section, strong spin

orbit coupling in the conducting bands which give an effective moment to the carriers, or simply

a net magnetic moment due to ferromagnetism or ferrimagnetism. In these cases the derivation

can be completed in much the same way as in Equations 3.30 and 3.31 but with an effective field

instead of B. In semiconductors a Hall signature can arise due to a difference of mobility between

electron-like and hole-like carriers which gives a Hall Coefficient with form

RH =
pµ2

h − nµ2
e

e(pµh + nµe)2
(3.32)

where p is the concentration of hole-like carriers, n is the concentration of electron-like carri-

ers, µh and µe are the mobilities of the holes and electrons respectively. Two band transport has
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been reported in (111) LAO / STO systems,81 with high-density, low-mobility electron-like band

coexisting with a low-density, high-mobility hole band. Even in the case of multiple bands of the

same charge character, bands with large variations in effective mass or carrier mobility can modify

the Hall coefficient resulting in ”non-linear” Hall signals, as is the case at the surface of KTO.32

It is useful to be able to fit measured data directly to a two band form, for which we need the

magnetic field dependence. For two carriers with density n1 and n2 the form of the transverse

magnetoresistance is given by Luo et al.146 as

ρxy =
H

q

(n1u
2
1 + n2u

2
2) + (n1 + n2)u

2
1u

2
2H

2

(n1u1 + n2u2)2 + (n1 + n2)2u2
1u

2
2H

2
(3.33)

where µ1 and µ2 are the corresponding carrier mobilities, q is the charge of the carriers, and H

the applied perpendicular magnetic field. It is not necessary for the carriers to be of different type,

bending of the Hall signal can occur from different mobilities of similar carrier type as is the case

in KTO.32. There is an equivalent form for fitting the longitudinal magnetoresistance of two bands,

but it is a small effect, especially in the measurements conducted here.

Other factors that contribute to a transverse resistance can be concisely summed up as flaws

in sample fabrication. These include misalignment in lithography, misalignment with respect to

crystal direction, or inhomogeneities in local conductivity due to impurity gradients or preferential

conduction. These effects are discussed in detail in the context of anomalous transverse signal by

Wu et al.147, and some of them will be discussed here.

Geometric offset can result in an anomalous transverse signal in Hall bar configurations by

picking up some component of the longitudinal resistance as discussed in the experimental section.

Misalignment with conducting axes can be slightly more difficult to detect. Following the Suppose

there is a difference in resistance along principle axes in a sample so that there are distinct terms

in the resistivity matrix of
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ρ =

 ρxx ρxy

−ρxy ρyy

 (3.34)

with ρxx and ρyy as the resistances in major crystal directions, and ρxy and −ρxy some trans-

verse resistance arising from another source. A misalignment by an angle θ with respect to the

principle axes of the crystal results in a rotation applied to Eq. 3.34 giving

ρ =

ρx cos2 θ + ρy sin
2 θ (ρy − ρx) sin θ cos θ

(ρy − ρx) sin θ cos θ ρy cos
2 θ + ρx sin

2 θ

 (3.35)

where the subscripts have been shortened for clarity. Any anisotropy in crystalline conduction

can result in a transverse signal upon rotation with the magnitude (ρy − ρx) sin θ cos θ, even in the

absence of other sources of transverse signal. This contribution has no direct dependence on tem-

perature or applied field, unless there are other built in anisotropies in the sample. These sources

often also result in their own transverse signals, such as crystalline distortions causing anisotropic

conducting channels or nematic current phases, making systematic separation of sources quite

difficult. Other experimental handles are necessary to separate this effect from other coexisting

sources such as gate voltage changes or finely controlled angle dependent measurements147.

3.4 Quantum Nonlinear Hall Effect

In 2015 Sodemann and Fu95 published a paper predicting the emergence of a Quantum Non-

linear Hall Effect: the response of particular materials to an ac-drive with frequency ω would result

in a Hall response at 0ω (dc) and 2ω from purely quantum mechanical origin. The prediction was

different from other Hall response from Berry curvature because it would arise in materials with

no net Berry flux, which is required for any observable charge Hall signal.148 Experimental real-
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izations of this effect were discussed in detail in Chapter 2, so here will be a derivation following

Chapter 1 of Brenevig’s ‘Topological Insulators and Topological Superconductors’.149

3.4.1 From Time Evolution to the Berry Connection

Here we will build the theoretical foundation for the non-linear Hall effect, starting with a gen-

eral time-varying Hamiltonian,H( #»

R), depending on time-varying parameters
#»

R(t) = (R1(t), R2(t), ...).

From this Hamiltonian we can write down the time independent Schrödinger equation acting on

some state is given by:

H( #»

R)
∣∣∣n( #»

R)
〉
= En(

#»

R)
∣∣∣n( #»

R)
〉

(3.36)

We can start in a pure state,
∣∣∣n( #»

R(0))
〉

, and slowly let the state evolve
#»

R(t) along some path in

the parameter space given by C. In this case, the state accumulates a phase, Θ(t), and the resulting

wavefunction, |Ψ(t)⟩, takes the form

|Ψ(t)⟩ = e−iΘt
∣∣∣n( #»

R(t)
)〉

(3.37)

The time evolution of this state |Ψ(t)⟩ is then given by applying the time-varying Hamiltonian

H
( #»

R(t)
)
|Ψ(t)⟩ = iℏ

∂

∂t
|Ψ(t)⟩ (3.38)

or, expanding in explicit eigenvalues of energy

En

( #»

R(t)
) ∣∣∣n( #»

R(t)
)〉

= ℏ
( ∂
∂t

Θ(t)
) ∣∣∣n( #»

R(t)
)〉

+ iℏ
∂

∂t

∣∣∣n( #»

R(t)
)〉

(3.39)

Reducing Eq. 3.39 with the scalar product of
〈
n
( #»

R(t)
)∣∣∣ and re-arraigned we have
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En

( #»

R(t)
)
−iℏ

〈
n
( #»

R(t)
)∣∣∣ ∂

∂t

∣∣∣n( #»

R(t)
)〉

= ℏ
( ∂
∂t

Θ(t)
)

(3.40)

which can then be integrated with respect to some intermediate time giving

Θ(t) =
1

ℏ

∫ t

0

En

( #»

R(t′)
)
dt′ − i

∫ t

0

〈
n
( #»

R(t′)
)∣∣∣ ∂

∂t′

∣∣∣n( #»

R(t′)
)〉

dt′ (3.41)

The first term in the Eq. 3.41 is the dynamical phase, relating the evolution of the energy in

response to time varying parameters. The second term is the geometric phase, or Berry phase,

normally denoted by γn for some state n. This relation can be generalized for cyclic, adiabatic

processes along some path C as

γn[C] = i

∮
C
⟨n, t|∇ #»

R |n, t⟩ d
#»

R (3.42)

The Berry phase can be re-written as an integral over a vector potential with explicit depen-

dence on some parameter t′. This is the Berry Connection, An given by

An

( #»

R(t′)
)
=
〈
n
( #»

R(t′)
)∣∣∣ ∂

∂t′

∣∣∣n( #»

R(t′)
)〉

(3.43)

which means we can re-write Eq. 3.42 as

γn[C] = i

∮
C
d

#»

R · An

( #»

R(t′)
)
dt′ (3.44)

It should be noted that this Berry Connection is intrinsically imaginary, resulting in a real Berry

Phase and an extra phase accumulation of the time varying state Ψ, (not including the dynamical

phase for simplicity)



76

|Ψ(t)⟩ = e−iγn
∣∣∣n( #»

R(t)
)〉

(3.45)

This derivation of the Berry Connection is complete but for want of a gauge invariance. In

pursuit of a gauge invariant variation, let us inject a complete set of states Σm |m⟩ ⟨m| = 1 into our

generalized definition used in Eq. 3.42 to get

ϵijk

〈
∇in(

#»

R)
∣∣∣∇k

∣∣∣n( #»

R)
〉
= ϵijk

〈
∇in(

#»

R)
∣∣∣n〉 〈n∣∣∣∇k

∣∣∣n( #»

R)
〉

+
∑
m̸=n

ϵijk

〈
∇in(

#»

R)
∣∣∣m〉 〈m∣∣∣∇k

∣∣∣n( #»

R)
〉

(3.46)

The first term above is composed of two imaginary components, which means the product is

real, and we are only interested in the imaginary part of the expression, as discussed previously.

Thus,

γn = − Im

{∫
dSi

∑
m ̸=n

ϵijk

〈
∇in(

#»

R)
∣∣∣m〉 〈m∣∣∣∇k

∣∣∣n( #»

R)
〉}

(3.47)

which can be extended still by evaluating each of the inner products explicitly in energy

En ⟨m|∇n⟩ = ⟨m|∇(Hn)⟩ = ⟨m|(∇H)|n)⟩+ Em ⟨m|∇n⟩ (3.48)

with a similar expression for the inverse of n and m. Algebra then reveals an expression similar

to Fermi’s Golden Rule

⟨m|∇n⟩ = ⟨m|(∇H)|n)⟩
En − Em

(3.49)
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Substituting this back into the expression for the Berry Connection given in Eq. 3.47 gives a

complete picture of a gauge invariant construction:

γn =

∫ ∫
C
d

#»

S Im

{∑
m̸=n

⟨n|(∇H)|m⟩ ⟨m|(∇H)|n⟩
(En − Em)2

}
(3.50)

Not only does this expression preserve gauge invariance, it also provides some insight into the

nature of the Berry Connection. Namely, the phase you pick up is dependent on the states that you

count. If bands are partially filled, or if k is shifted, for example, the result is a non-zero phase

accumulation, which can have measurable consequences. Another quantity that can be interpreted

as the source of many physical observable in Hall effect is Berry curvature. Following again the

derivation presented in Xiao et al.150 we can start with the Berry Connection and define a gauge-

field tensor Ω

Ωn
µν =

∂

∂Rµ
An

ν (
#»

R)− ∂

∂Rν

An
µ(

#»

R) (3.51)

If we follow the derivation from the previous section, and apply Stoke’s theorem we can re-

write the Berry phase as

γn =
1

2

∫
S

dRµ ∧ dRνΩn
µν(

#»

R) (3.52)

for an arbitrary surface S enclosed by the path C. Here, ∧ denotes an exterior product, the

bivector created from the parallelogram defined by the two participating vectors. For a three di-

mensional vector space, this can be recast in vector form:

#»

Ωn = ∇R ×A( #»

R) (3.53)
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then the Berry phase is just the surface integral of the Berry curvature given by

γn =
1

2

∫
S

dS · #»

Ωn(
#»

R) (3.54)

You can convert the Berry curvature’s tensor form Ωn
µν to the vector form

#»

Ωn by the the relation

Ωn
µν = ϵµνξ

#»

Ωn where ϵµνξ is the Levi-Civitá anti-symmetry tensor.

3.4.2 Anomalous Velocity of an Electron

The gauge invariance of the Berry curvature makes it a target for measuring actual effects on

the transport properties of physical systems. If we consider a system with a small probing field
#»

E ,

we can introduce the Peierls substitution p̂ = p̂+ eA(t) and write down a general Hamiltonian

H(t) =
(
p̂+ eA(t)

)2
2m

+ V ( #»r ) (3.55)

Transforming this into #»q - space we can write

H( #»q , t) = H
(

#»q +
e

ℏ
#»

A(t)
)

(3.56)

which suggests the substitution to the gauge-invariant crystal momentum
#»

k = #»q + e
ℏA(t).

Since A(t) preserves translational symmetry, #»q is a good quantum number and ∂
∂t

#»q = 0. This can

be extended to write the simple equation of motion ∂
∂t

#»

k = e
ℏ
∂A(t)
∂t

= − e
ℏ

#»

E . This can then be used

to define the velocity of the nth state as

#»v n(
#»

k ) =
1

ℏ
∂ϵn(

#»

k )

∂
#»

k
− e

ℏ
#»

E × #»

Ωn(
#»

k ) (3.57)

The added Berry curvature causes an added component in the velocity of the carrier, that is per-
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pendicular to the probing electric field
#»

E and the direction of the Berry curvature of the nth band,
#»

Ωn(
#»

k ). Thus, for appropriate orientation of the Berry curvature, the added contribution shows up

in the transverse voltage during a transport measurement. This is the case in the anomalous Hall

effect, when the Berry curvature generated by the magnetic moments creates a Hall signature in

the absence of an external field.

3.5 Berry Curvature in Bloch Electrons

To realize some of the consequences of Berry curvature, consider two examples of Hall effects

arising from this anomalous electron velocity. The first is the quantum Hall effect, first demon-

strated in 1980 by von Klitzing, Dorda, and Pepper151 and later explained by Laughlin in 1981152.

In the presence of a strong magnetic field the Hall conductivity was found to be quantized in units

of e2/h, the quantum of conduction. This behavior was explained by Laughlin in terms of gauge

invariance between Landau levels, but now is understood in terms of Berry curvature. Following

the work of Xiao et al.,150 we can start with the description of the anomalous velocity of the elec-

tron given in Eq. 3.57 and apply this to a band insulator. In this case the first term is zero and the

Hall conductivity can be recast as an integral over the first Brillouin zone:

σxy =
e2

ℏ

∫
BZ

d2k

(2π)2
Ωkxky (3.58)

Here the integral of the Berry curvature defines the Chern number, and is quantized in units of

2π over a closed loop. The high magnetic field conditions of the quantum Hall effect enforce a

vortex in the Brillouin zone, resulting in nonzero Chern numbers. Thus Eq. 3.58 reduces to

σxy = n
e2

h
(3.59)
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where here n is the Chern number, and the quantum Hall effect is simply a reflection of the

Chern number of the system. This leads into the second example of physical manifestation of

Berry curvature, which is the anomalous Hall effect. This is the observation of a Hall signal in

magnetic materials in the absence of an externally applied magnetic field. The Hall signal acquires

a hysteretic loop when the external magnetic field is swept, reflecting the change of orientation of

the magnetic moment of the material. Because it is a bulk phenomenon, this can be considered the

continuous version of the quantum Hall effect, and the Hall conductivity can be written as

σxy =
e2

ℏ

∫
BZ

dk

(2π)d
f(ϵk)Σkxky (3.60)

where f(ϵk) is the Fermi-Dirac function for some energy ϵk. This signal does not need com-

plete bands to be quantized to generate a nonzero Hall signal, it only needs uncompensated bands

with appreciable local Berry curvature. An example of this that is directly applicable to KTO the

case of spin-orbit split bands. Still following Xiao et al.150 we can write down a generic spin-orbit

Hamiltonian

H =
ℏ2k2

2m
+ λ(k × σ) · ez −∆σz (3.61)

where 2∆ is the splitting due to spin-orbit coupling, and λ is the spin-orbit coupling strength.

The resulting Berry curvature can be calculated by taking the partial derivative over the components

of k to give

Ω± = ∓ λ2∆

2(λ2k2 +∆2)3/2
(3.62)

which describes the Berry curvature of the upper (+) and lower (-) spin split bands. The con-

tributions have opposite sign, and are concentrated near the edge of the gap. Thus, filling a single



81

band but not its complement can result in a nonzero Hall conductivity related to those seen in the

anomalous Hall effect. Partial filling is not the only way to measure physical consequences of the

Berry Curvature, as will be discussed in the next section.

3.5.1 Application to the Quantum Nonlinear Hall Effect

This then leads to the promised quantum nonlinear Hall effect. Following the derivations of

Sodemann and Fu95, we can describe the current in a direction a and momentum k

ja = −e
∫
k

f(k) va (3.63)

where here f is the Fermi function and va is the physical velocity of the current along a. In a

space of dimension d the integral can be expanded explicitly as

∫
k

=

∫
ddk

(2π)d
(3.64)

Equation 3.63 can expanded by substituting in va = ∂aE(k) + ϵabcΩb
∂
∂t
(kc) where ∂a = ∂

∂ka
,

E(k) is the energy dispersion and Ωb is once again the Berry Curvature. If we make use of Eq.

3.53 we can write down the Berry curvature along a direction as

Ωa = ϵabc
∂

∂kb
Ac (3.65)

All of this recasting is designed to set up the case for the non-linear Hall effect. Consider a sys-

tem under excitation from a small oscillating electric field in the c direction,
#»

Ec(t) = Re{Eceiωt}.

From our previous discussion before Eq. 3.57 we recall ∂
∂t

#»

k = − e
ℏ

#»

Ec(t), but we want a higher

order form to describe the response of electrons. To achieve this, we start with the relaxation time

approximation of the Boltzmann equation, which assumes ∂f(
#»
k )

∂kb
|scatter = f0(

#»
k )−f(

#»
k )

τ(
#»
k )

, and setting
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ℏ = 1 we have

−eτ #»

Ea
∂

∂ka
f + τ

∂

∂t
f = f0 − f (3.66)

for some unperturbed Fermi function f0 and scattering length τ . Next we expand f up to

second order in increasing powers of
#»

Ec as f = Re{f0 + f1 + f2}. In this case, f0 has no field

dependence, f1 has

f1 = fω
1 e

iωt fω
1 =

eτEa∂af0
1 + iωt

(3.67)

which is first order in
#»

Ec as described above, while f2 has two components given by

f2 = f 0
2 + f 2ω

2 e2iωt f 0
2 =

(eτ)2E∗aEb∂abf0
2(1 + iωt)

f 2ω
2 =

(eτ)2EaEb∂abf0
2(1 + iωt)(1 + 2iωτ)

(3.68)

Collecting all of these terms back into Eq. 3.63 and including the expansion of the velocity

gives

ja = −e
∫
k

Re

{(
f0 + fω

1 e
iωt + f 0

2 + f 2ω
2 e2iωt

)(
∂aE(k) + ϵabcΩb

∂

∂t
(kc)

)}
(3.69)

In total the expansion gives 8 terms, half of which we can discard because the term is odd in k

and will integrate to zero over the full Fermi Surface. Collecting the remaining terms we have

ja =
e2

2

∫
k

ϵabcΩbE∗c fω
1 +

e2

2

∫
k

ϵabcΩbEcfω
1 − e

∫
k

f 0
2∂aE(k)− e

∫
k

f 2ω
2 ∂aE(k) (3.70)
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which can be re-written as the dc and 2ω components of the current

j0a =
e2

2

∫
k

ϵabcΩbE∗c fω
1 − e

∫
k

f 0
2∂aE(k)

j2ωa =
e2

2

∫
k

ϵabcΩbEcfω
1 − e

∫
k

f 2ω
2 ∂aE(k) (3.71)

The second terms in each of these expressions are not quantum mechanical, but vanish in the

relaxation approximation because ∂aE(k) is odd under the assumption of time reversal symmetry.

The only terms that are left are the contributions from the Berry curvature, and show up as the

dc and 2nd harmonic contributions resulting from an ac drive at ω. Expanding these two terms

explicitly with the forms given in Eq. 3.67 we have

j0a = ϵabc
e3τ

2(1 + iωt)

∫
k

(E∗c Eb)(∂cf0)Ωb

j2ωa = ϵabc
e3τ

2(1 + iωt)

∫
k

(EcEb)(∂cf0)Ωb (3.72)

Since the two contributions for current in Eq. 3.72 only differ now by a complex conjugate, we

will only write the j2ωa equation from now on, for simplicity and concision. Now if we move the

partial derivative and recognise that the applied field is independent of k we can re-write Eq. 3.72

as

j2ωa = ϵabc
e3τEbEc

2(1 + iωt)

∫
k

f0(∂cΩb) (3.73)

The remaining integral in Eq. 3.73 is the definition of the Berry curvature dipole:
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Dab =

∫
k

f0(∂aΩb) (3.74)

In three dimensions the contributions to the Berry dipole form a tensor, though the effect can

only be nonzero if the crystal has a polar axis.95 In this case Eq. 3.73 can be written as

j2ωa =
e3τ

2(1 + iωt)
E × (

#»

d × E) (3.75)

where
#»

d is the vector contribution along the polar axis resulting from the antisymmetric part

of the Berry curvature dipole contributions perpendicular to that axis, given by
#»

d =
#»

d aϵabcDbc/2.

In two dimensions the only non-zero part of the Berry curvature dipole is out of plane, meaning

the forms in Eq. 3.75 can be simplified to the forms

j2ωa =
e3τ

2(1 + iωt)
ẑ × E( #»

D · E) (3.76)

This 2D Berry dipole term is only non-zero if the crystal has at most a single mirror plane

perpendicular to the plane of the crystal. This forces the dipole term Da to be orthogonal to the

mirror line, and means that if the driving field is parallel to Da all of the transverse current, along

the mirror plane, is a result of the Berry curvature contribution.

The symmetry requirements of the quantum nonlinear Hall effect are strict in two dimensions.

Even for the most heavily studied material in this field, WTe2, the observation of the effect requires

breaking an additional symmetry with some part of the experimental setup. Ma et al.96 used the

stacking asymmetry of bilayer WTe2 to reduce the symmetry of the two dimensional conduction

and realize the Berry curvature dipole. Out of plane symmetry was also broken in the work of

Kang et al.104 by the surface, and their discussion focused on the scaling of the observed effect

with scattering time as proof for the origin of the effect. In plane field was used to break the crystal
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symmetry by Ye et al.105 and the magnitude of the quantum nonlinear Hall response was shown to

be modulated by the direction and strength of the driving field. This was the method adapted for

use in the work on KTO in this manuscript, where a transverse field was applied to tune the second

harmonic response of the 2DEG.
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Figure 3.10: Calculated Berry curvature for the (110) surface. (a) Density of states along the
(110) surface from the Γ point to the the X and Y symmetry points of the Brillouin zone. (b)
Low energy cut along µ1 in (a) showing a Berry Curvature dipole along the [11̄0]. Figures were
generated by Alex Tyner, (unpublished).

Each of the crystal interfaces measured in this work have more than the prescribed maximum

symmetries. As a result, the Berry curvature on the surface is minimal, only existing due to the 3D

inversion symmetry breaking of the interface, or from reconstructions of the crystal lattice. This

minimal signal can be seen in Fig. 3.10, which shows DFT calculations along a filling fraction

cut on the (110) surface. Fig. 3.10 (a) shows the band structure on the (110) surface with the

lowest bands at the Γ-point hosting the spin splitting along the [11̄0] direction. The resulting Berry

curvature can be seen in Fig. 3.10 (b), revealing a vanishingly small dipole moment along the [11̄0]

direction. Additional tuning through in plane field would be required to realize any effect when

only considering contributions from the native Berry curvature.
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Figure 3.11: Calculated Berry curvature for the (111) surface. (a) Density of states along the
(111) surface from the Γ-point to the the K and M symmetry points of the Brillouin zone. (b)
Low energy cut denoted by µ1 in (a), showing 3-fold rotationally symmetric Berry curvatures. (c)
High energy cut along µ2 showing weaker Berry curvature. Figures were generated by Alex Tyner,
(unpublished).

A similar calculation for the (111) surface can be seen in Fig. 3.11. There is a noticeable

increase in the strength of the Berry curvature, shown in Fig. 3.11 (b) and (c) for two cuts µ1

and µ2 in the band structure of Fig. 3.11 (a). Two things are evident from these calculations: the

strength of the Berry curvature is still primarily in the lowest, spin-split bands at the Γ-point, and

the resulting cuts do not host a Berry curvature dipole. Despite the interesting spin texture, in the

limit of a probing field the directional integration over the whole Brillouin zone that would reveal

a Berry curvature dipole is zero, by symmetry. This just means that the un-shifted measurement of

the QNLHE should be zero for low currents, and only show shape or dependence for shifted Fermi

surfaces or additional broken symmetries. This will represent topics of the coming chapters, where

the experimental details and results of the QNLHE measurements will be discussed.
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CHAPTER 4

SAMPLE FABRICATION AND EXPERIMENTAL SETUP

This section outlines the experimental considerations specific to fabricating and measuring

AlOx / KTaO3 samples. The technique for fabricating samples dates back to a 2012 paper by

Delahaye and Grenet153 who used oxygen deficient aluminum oxide to fabricate metallic surfaces

on STO. The use of elemental aluminum as an overlayer started in 2016 in a paper by Rödel et

al.121 who demonstrated the generation of a conducting gas with a 1.25 nm thick layer of Al on

several oxide substrates. The technique was first suggested to me by Sam Davis in 2017, and

became a staple of fabrication during COVID lockdown times. Additionally, these samples require

some special consideration due to eccentricities in the measurements, which will be covered in

some detail.

4.1 Sample Preparation

Single crystal substrates of KTO were purchased from MSE Suppliesa as Single Side Polished

(SSP) 5mm x 5mm x 0.5mm squares individually sealed in plastic. Batches of each (001), (110),

and (111) crystal terminated substrates were purchased for simultaneous processing, with the in-

tention of comparing the effects of crystal termination on the transport properties as discussed in

previous chapters. The substrates from MSE were not marked with the normal chamfered corners

to denote surface crystal terminations, so additional characterization was necessary to distinguish

between the [11̄2] and [11̄0] on the (111) substrates.

To determine crystal orientation for measured devices, each of the six substrates used in this

aKTO substrates available through msesupplies.com

https://www.msesupplies.com/collections/single-crystals-wafers-and-crystal-substrates/products/ktao3-crystal-substrates?variant=31250577784890
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study were subjected to Laue backscatter diffraction at the Jerome B. Cohen X-Ray Diffraction

Facility in Cook Hall on Northwestern’s campus. Laue diffraction is a very old diffraction tech-

nique that is explained in detail in Sam Davis’s thesis,154 and can be used to distinguish crystal

orientation and surface crystal directions. This test was critical, not only to distinguish surface

directions for the (110) and (111) samples but because it revealed discrepancies in the assumed

crystal orientations. It was found that the the non-superconducting (111) sample was in fact a

(110) terminated sample, with the measurement conducted along the [11̄0] direction, and that the

(110) superconducting sample was oriented 45 degrees to the edges of the crystal instead of square

the the edges as expected. This revelation dramatically changed the analysis of the samples, so a

full list of orientation of the samples has been added in an Appendix A.

4.1.1 Cleaning and Surface Preparation

The substrates were inspected and then rinsed off in de-ionized water, acetone and isopropanol

before being processed further. The only difference in the processing of normal samples and

superconducting samples was an additional annealing step for the superconducting samples that

removes excess potassium oxide, generating a clean, terraced TaO2 terminated surface, as can be

seen in Fig. 4.1. This step is critical for the samples to host superconductivity and results in an

increase in carrier concentration and maximum carrier mobility by nearly an order of magnitude

as measured by Hall effect. The anneal also reduces the effect of inhomogenities generated during

the fabrication of the samples, which is critical for the fidelity of the measured results.

The superconducting anneal step is two parts: a high temperature bake in normal atmosphere,

and an elevated temperature soak in DI water. Adapted from the work of Tomar et al.,155 this

process starts with a 2 hour anneal in a tube furnace at 650 C, in 25 sccm flow of atmosphere. The

substrates were arranged in a sandwich configuration with a pair of substrates facing each other,
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Figure 4.1: Preparation of the KTaO3 surface. (a) Schematic of the annealing setup showing
two KTO substrates (blue), polished side facing in, separated by two slivers of cover glass at the
corners (purple). (b) Contact AFM scan showing the as-received surface over a small range and
(c) over a larger area showing steps. Size bars are 1 and 10 µm.

polished side in, separated by small pieces of 130 µm thick cover glass. The glass is arranged on the

corners of the substrates, supported by additional substrates on the sides, as shown schematically in

Fig. 4.1 (a). The reason for this configuration is to create a small gap that keeps excess potassium

from leaching out of the samples due to its high vapor pressure, which normally would cause

pitting and a breakdown of the sample behavior.155 This etch process proved quite successful and

is an improvement on previous etch processes employing HF based buffered oxide etch,156 both in

terms of toxicity and in positive impact on carrier properties. The original authors use thin sapphire

spacer instead of cover glass, and this may be an improvement for future processing. Although the

anneal temperature is below the melting temperature of glass, it is near the softening temperature

of ∼ 735C,b so the slides sometimes stick to the substrates. Because of this, it is recommended to

only prop on corners of the samples, away from the region of the surface that will host the device.

The 650C bake was followed by a two hour soak in 65C DI water. This removes remaining KO

nodules and helps to reconstruct the surface into atomic terraces reminiscent of those seen on STO.

bSchott D263M Glass Coverslips Technical Data (Ted Pella)

https://www.tedpella.com/histo_html/coverslip-info.aspx


90

The importance of this annealing can be seen in Fig. 4.1 (b) and (c), where globular KO nodules

are clearly visible over the entire samples surface. This second anneal step was followed by rising

in isopropanol, and an immediate lithography preparation to preserve the state of the surface, as

described below. An improvement to this process may be to skip the lithography step entirely and

coat the entire surface in AlOx immediately after annealing. This not only improves the state of the

interface by preserving the clean atomic TaO2 atomic termination, but allows for easier extension to

electron beam lithography processes. The AlOx layer can be readily removed through a chemical

etch with Tetramethylammonium hydroxide, the active ingredient of MF-319 photolithography

developer. This allows for negative patterning of the devices, and may dramatically improve the

fabrication process moving forward.

4.2 Photolithography and Thermal Evaporation

All samples were cleaned with a standard ultrasonication process prior to the application of

photoresist: three min of ultrasonication in acetone, 3 min of ultrasonication in DI water, and finally

3min of ultrasonication in isopropanol. Samples were then dried with nitrogen and baked briefly

on the hotplate set to 125 C for∼60 sec to remove any residual solvents or adsorbed contaminants.

Visual inspection should show a flat, mildly reflective surface on a clear but slightly opaque bulk.

Sample were then coated in LOR-5A photoresist,c which was beaded and spun on at 3k rpm

for 60 sec, then baked at 125 C for 3 min on top of a hot plate with a Petri dish covering it. Before

baking, any excess bubbles or edge beads were cut off of the corners of the samples with a razor

blade to ensure the success of future exposures. Care was also taken to clean the back of the

samples of any excess resist to ensure a flat and consistent contact with the hot plate. Samples

cLOR-5A data sheet via Kayakuam.com

https://kayakuam.com/wp-content/uploads/2019/09/KAM-LOR-PMGI-Data-Sheet-11719.pdf
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were then coated with S-1813 photoresist,d which is beaded and spun on at 4k rpm for 60 seconds

and baked at 165 C for 3 min on the hot plate, also covered with glass. The same cleaning and

edge preparation procedure was employed as with the LOR underlayer.

Coated samples were then exposed using the MBJ4 Mask Aligner e in the NUFAB cleanroom,

which allowed for precise alignment with the primary surface crystal directions by way of the

crystal edges. The mask used was a Cr2O3 mask designed by the authorf and the pattern used

was a standard positive polarity Hall bar pattern with a 600 µm long and 50 µm wide channel.

8.5 seconds of exposure at 20 µW/cm2 intensity gave a standard dose of ∼170 µJ/cm2 which was

tuned to be slightly above the recommended 150 µJ/cm2 of the S-1815 resist due to the near-

UV transparency of KTO.157 The samples were then developed with fresh MF-319 photoresist

developerg and visually inspected to ensure cleanliness and completion of the lithography process.

Figure 4.2: True color optical microcraph of the completed Hall bar with normal lighting.
The 2DEG appears light due to the clear crystal background, but will appear dark to the naked eye.

The resulting patterns featured four rotationally symmetric Hall bars in two set of perpendicular

pairs that were aligned to < 0.1◦ to the edge of the KTO substrates. The Hall bars themselves have

two sets of Hall probes along the 50 µm wide channel, separated by 600 µm, giving a total four

terminal aspect ratio of 12 squares. Each probe is defined by a 2 µm wide constriction at the

dMicroposit S1813 data sheet via Kayakuam.com
eSuss MBJ4 Mask Aligner instrument page (NUFAB)
f Mask 2021 v3.dxf design
gMicroposit MF-319 data sheet via Kayakuam.com

https://kayakuam.com/wp-content/uploads/2019/09/S1800-G2.pdf
https://www.nufab.northwestern.edu/mask-aligner-suss-mjb4/
https://kayakuam.com/wp-content/uploads/2019/10/MF_319_Data_Sheet.pdf
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junction with the channel, and all leads are terminated with a 200 µm wide square contact for

wirebonding. Estimated probe misalignment is < 0.1% from optical imaging, and is corroborated

by geometric contribution estimations from resistance tests, which are discussed later. An optical

micrograph of a completed samples can be seen in Fig. 4.2.

4.2.1 Aluminum Evaporation

Once the samples were patterned with photolithography, they were mounted in our Joetek

ebeam evaporator for metallization. The samples were adhered to the rotating sample block using

double-sided-adhesive conducting copper tape, and the chamber was pumped down below 1 ×

10−6 Torr overnight. The samples were then cleaned for 45 s by a 100 mTorr of oxygen plasma

powered by a home-built power supply discussed in detail in Zhigang Jiang’s thesis,158 p. 72. The

chamber was allowed to pump back down below 1×10−6 Torr before deposition of aluminum. The

aluminum crucible was pre-evaporated for 20 nm of deposition both to clean the aluminum source

of any surface contaminants and to allow for a layer of aluminum to coat the chamber, which will

act as an oxygen getter to improve the quality of the film. The actual deposition starts with a 1.5 nm

thick layer of aluminum deposited on the samples at ∼ 1.5 Å s−1 evaporation rate. This aluminum

getters oxygen from the surface of the samples, forming a 2DEG hosted by the oxygen vacancies

induced in the KTO.69,153 The aluminum was allowed to sit on the samples, in high vacuum, for 10

min to allow for this gettering process to progress. The samples were then coated with a second

layer of aluminum, also 1.5 nm thick, before being flushed with 100 mTorr of oxygen. This layer

dwelled in the oxygen for 10 min, completely converting the film to amorphous aluminum oxide.

A final layer of 2 nm of aluminum was applied and oxidized, primarily to protect the surface and

aid in visibility of the sample. A summary of the deposition procedure can be found in Table 4.1.
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Table 4.1: Deposition recipe for depositing AlOx films on KTO. Step 3 can be repeated as many
times as is necessary to protect the sample, or can be skipped entirely.

Layer Number Material Thickness (nm) Dwell (min) P(O2) (mTorr)
1 Al 1.5 10 0
2 Al 1.5 10 100
3 Al 2 10 100

Liftoff was performed, removing the remaining photoresist with Remover PGh by soaking at 50

C for 5 min before a finishing soak in isopropanol. This isopropanol was removed with pressurized

nitrogen, which takes some time because the Remover PG leaves an iridescent film that can be

mitigated by repeated isopropanol rinses and pressurized nitrogen cycles.

As mentioned above, the amorphous aluminum oxide can be removed with MF-319. This

fact was discovered accidentally by the author when attempting to fabricated tunnel junction het-

erostructures on STO, which created perfect negative impressions of the pattern on the already-

defined Hall bars. The active ingredient in MF-319 is Tetramethylammonium hydroxide at 2.2%

concentration and can etch ALD deposited Al2O3 at ∼ (1 nm / min),159 with faster rates for sput-

tered Al2O3 layers (4.3 nm / min with equivalent developer AZ 300 MiF),160 and even faster for

amorphous Al2O3 (anecdotal). It can also etch Si and SiO2 and other metal oxides, but these

should not be a problem for complex oxide samples. Work will need to be done to quantify how

the definition of the AlOx impacts the conducting gas underneath, but this technique should scale

with any available level of lithography because it is a highly selective chemical etch and the AlOx

layers are very thin.

hRemover PG data sheet via Kayakuam.com

https://kayakuam.com/wp-content/uploads/2020/11/KAM-Remover-PG-TDS.10.29.20-final.pdf
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4.3 Mounting the Sample and Room Temperature Checks

Successfully fabricated samples were mounted on home built PCB sample headers designed

by Kevin Ryan. These 32 pin headers plug into all of the measurement instruments in our lab

interchangeably, and feature gold plated copper pads for wirebonding to the sample and a cen-

tral conducting area for sample mounting and back gate application. These sample headers were

explicitly designed to be non-magnetic, in contrast to the previous generation of headers. Each

set of three samples, one of each of the nominally (001), (110), and (111) crystal terminations,

were adhered to the central conducting pad with silver paste Ted Pella #16062,i to allow for good

mechanical and electrical contact. Each of the leads, and the connections to the back gate, were

twice-wirebonded using aluminum wire (1% silicon) using our Hybond 572A ultrasonic wedge

bonder.j The wirebonding process for complex oxides is very forgiving, as there is no resistive

layer to punch through as is the case with thin layers of SiOx on conducting silicon. The crystal

takes aluminum bonds well, allowing contact directly to the 2DEG in the pre-defined contact pads.

Care must be taken for gold capped Hall bar pads, as this challenges the adhesion of the wirebonds.

Wirebonded samples were then tested for conductivity and isolation using our Room Temper-

ature Breakout Box, built by the author. All measured samples were tested for continuity with two

point resistance between each set of 6 connected leads, with resistances in the 10 kΩ – 100 kΩ

range but not higher.k Each Hall bar was also tested for isolation to each of the other Hall bars,

to the back gate, and to any unused pins or ground. These tests would be repeated when installed

on the cryogenic probe, but this allowed for easy qualification of the sample and allowed for fast

repair and quick turnaround, in the rare case that a wirebond was broken or a lead was lost. The

samples were then mounted on the cryogenic probe.
iTed Pella Conducing Silver Paint #16062 data sheet
jHybond 572A wirebonder data page
kSee PK Physical Notebook 1 pages 147, 182, and 194

https://www.tedpella.com/technote_html/16062_TN.pdf
http://www.hybond.com/pages/572a.php


95

4.4 Cryogenic Probes

The primary cryogenic probe used in these measurements was the Oxford Instruments Kelvi-

nox MX100 dilution refrigerator.l This is a wet dilution refrigerator capable of 100 µW cooling

power at 100 mK, outfit with 32 bundled superconducting wires for transport measurements. The

MX100’s resident dewar is equipped with a two axis superconducting magnet described below,

and has been retrofit with a Cryomech HeRL15m helium reliquifier unit. The MX100 can reach

base temperatures below 20 mK due in large part to grounding and electrical noise optimization

performed by Max Wisne, and improvements made to the pumping system and to the 3He mixture.

The temperature of the MX100 was controlled by virtual instruments (VIs), programmed in

LabVIEW by the author, that interfaced with the existing LabVIEW VIs provided by Oxford to run

the cryostat. In particular, static temperatures were controlled with the MC PID 2022.vi program,

which is a modified version of an existing two step error loop from a former student. This new

version TempRamp2020.vi

The other system used to measure the samples discussed in this manuscript was the Janis (now

Lake Shore Cryogenics) 3He insert, though the applications were limited as the system is still on

the process of recommissioning at the time of writing. The Janis is a closed 3He pumping system

with a base temperature of ∼250 mK and a verified base temperature below 300 mK. Its revival

was made possible through several rewiring cycles by the author and Max Wisne, culminating in a

thermometry overhaul and rebuild of the bottom of the probe for improved thermal anchoring and

decreased heat load.

Both probes have had the sample header completely replaced with a PCB socket designed by

Kevin Ryan. These headers were intended to make all of the probes in the lab interchangeable

lMX100 brochure via nanoscience.oxinst.com
mHeRL15 data page from cryomech.com

https://nanoscience.oxinst.com/assets/uploads/NanoScience/KelvinoxMX_Brochure.pdf
https://www.cryomech.com/products/herl15/
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with a unified sample mount, and to correct for the discovery of ferromagnetic components of

the previous sample headers. Special non-magnetic sockets, part identifier Cambion 945-8177-

01-03-00, were purchased from Bisco Industries Inc.n and were paired with non-magnetic 1 mm

brass rods purchased from K&S Precision Metalso which were etched down to ∼ 0.9 mm with a

combination of FeCl3 and HCl. To protect the PCB and solder joints, the underside of the headers

are first coated liberally with MMA or PMMA because it is readily available, easy to remove, and

resists acids. The headers are then placed in a Petri dish filled with FeCl3, so that the meniscus

just touches the bottom of the header, and allowed to sit for 15 min. The same process is repeated

with HCl, then the headers are rinsed in water, cleaned with acetone, and finally IPA. The brass

pins were then polished with a wire brush, or Dremel, until shiny. The diameter of the pins was

measured to match the 0.9 mm target, to ensure that the header could mount to the sockets.

4.5 Measurement Techniques

4.5.1 Magnetotransport

Cryogenic magnetotransport measurement was the main technique used to probe the conduct-

ing properties of the two dimensional conducting gases (2DCGs) at the interface of these devices.

All measurements reported here used current bias transport measurements where a dc or low fre-

quency current is generated from a home built analogue current source enclosed in a µ-metal box

and operated on battery power. The extravagance of the µ-metal box and battery set-up is designed

to reduce electrical noise, in particular by shielding the primary measurement circuits from am-

bient magnetic radiation. The current sources are built around a AD549 OP Ampp with common

mode input impedance (output impedance of the current source circuit) of 1015 Ω. A low frequency

nCambion socket information page from biscoind.com
oBrass rods from ksmetals.com
pAD549 data sheet via analog.com

https://www.biscoind.com/cambion-945-8177-01-03-00/p
https://ksmetals.com/pages/copy-brass-rod-length-selection
https://www.analog.com/media/en/technical-documentation/data-sheets/AD549.pdf
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ac current is generated using the oscillator output from a lock-in amplifier or signal generator to

drive the current source. All measurements are phased with respect to this oscillating current by

measuring the voltage across the sense resistor built into the current sources. These oscillating

currents generate voltages in the sample in either a four-terminal or a related configurations which

are measured using home-built analog differential amplifiers.

The first stage of voltage signal processing for all measurements were enclosed in a µ-metal

box as mentioned above. In nearly all cases the first stage consisted of a differential amplification

between 1x and 500x gain. The two primary circuits employed here center on the INA110 Instru-

mentation Ampq and AD624 Instrumentation Amp,r low-noise, differential-input instrumentation

amplifiers with 1012 Ω and 109 Ω input impedance respectively. The most important quality of

these amplifiers are the very low noise figures, with refer-to-input voltage noise of 10 nV/
√
Hz

and 4 nV/
√
Hz respectively. This enables precise measurement of very small signals, which can

be further improved through the use of lock-in amplification techniques.

Lock-in amplifiers greatly improve the signal-to-noise ratio of small oscillating signals by mea-

suring the signals at the frequency of an oscillating drive. Lock-ins used in these measurements

include the Princeton Applied Research (PAR) 124A,s the Stanford Research Systems (SR) 124,t

and the Edgerton, Germeshausen, and Grier (EG&G) 7260.u Both the PAR 124A and the SR 124

are single channel analog lock-in amplifiers, but the EG&G 7260 has the ability to record in-phase

and out-of-phase signals simultaneously, so many of the out-of-phase measurements discussed in

the manuscript were recorded on the EG&G, unless otherwise stated. Signals from the PAR 124As

and SR 124 were then monitored with HP 34401A multimetersv (now Keysight 34401a) connected

qINA110 data sheet via ti.com
rAD624 data sheet via Analog.com
sPAR 124A manual via manualzz.com
tSR 124 manual via thinksrs.com
uEG&G 7260 manual via atecorp.com
vHP 34401A manual via engineering.purdue.edu

https://www.ti.com/lit/ds/symlink/ina110.pdf
https://www.analog.com/media/en/technical-documentation/data-sheets/AD624.pdf
https://manualzz.com/doc/6422443/princeton-124a-operating-and-service-manual
https://www.thinksrs.com/downloads/pdfs/manuals/SR124m.pdf
https://www.atecorp.com/atecorp/media/pdfs/data-sheets/egg-7260_datasheet.pdf
https://engineering.purdue.edu/~aae520/hp34401manual.pdf
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via GPIB to the measurement computer, and recorded on measurement software written by Profes-

sor Chandrasekhar. The EG&G were connected directly via GPIB to the measurement computer,

simplifying some of the measurement racks considerably.

Most of the results discussed in this manuscript are differential resistance measurements taken

as a function of externally controlled experimental parameters, most commonly magnetic field

H and back gate voltage Vg. Magnetic fields were applied either perpendicular to the surface of

the sample, denoted from now on as H⊥, or parallel to the surface of the sample, denoted by

H∥. Both the MX100 dilution refrigerator and the Janis 3He probes employed 3 T perpendicular

field solenoids and 1 T split Helmholtz coils, whose field strength was recorded by monitoring

the voltage drop across a 1-2 mΩ sense resistor. The magnets on the MX100 were powered by a

Kepco BOP 20-50MG digital power supply,w while those on the Janis’s blue Dewar were powered

by a Kepco BOP 20-20 bipolar power supply.x Back gate voltage was applied to the samples

with a Keithley (now Tektronix) 2400 SourceMetery equipped with a low pass filter, and normally

monitored externally with an HP 34401A multimeter as previously described.

4.5.2 Drift Corrections in Longitudinal Magnetoresistance

It is well known that complex oxide samples drift over time whenever changes are made to

significant experimental parameters such as back gate voltage. This drift is persistent over the

course of hours to days, so is accounted by subtracting off a time dependent logarithmic form as

described by Biscaras et al.161 This procedure was conducted automatically by finding the change

in resistance of the zero field values of longitudinal magnetoresistance and fitting to the Biscaras

form, R(t) = R0 + A log(t+ C). Here t is time, and is recorded as an experimental parameter

wKepco BOP 20-50MG manual via kepcopower.com
xKepco BOP 20-20 manual via kepcopower.com
yKeithley 2400 SourceMeter manual via tek.com

https://www.kepcopower.com/1461971.pdf
https://www.kepcopower.com/support/bop-operator-r7.pdf
https://download.tek.com/manual/2400S-900-01_K-Sep2011_User.pdf
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during measurement. For hysteretic magnetoresistance traces or those with few passes or large

drift this procedure was conducted by hand. An example of the correction can be seen in Fig.

4.3, the the as-measured data (a), and the corrected data with the fit parameters R0 = 1040,

A = 250, and C = 10000. In this case R0 is not the residual resistance but the shift necessary to

recover the appropriate resistance at the start of the run, which is important for calculating percent

magnetoresistance. The results shown in Fig. 4.3 (b) are then interpolated along 751 evenly spaced

values of magnetic field, and averaged together into one representative trace, as seen in Fig. 4.3

(c). A zoomed in view of the center, showing the preservation of the hysteresis can be seen in

Figure 4.4. Drift was also seen in the transverse magnetoresistance, but only for the lowest gate

voltages, which were often excluded due to overwhelming noise obscuring the signal.

Figure 4.3: Demonstration of drift correction procedure for a longitudinal magnetoresistance
trace taken at ∼ 30mK and Vg = 200V. (a) shows raw data demonstrating a time dependent
drift of magnetoresistance after a change in gate voltage. (b) drift corrected data showing good
agreement after multiple traces. (c) shows the resulting trace after the repeated sweeps were inter-
polated and averaged together. (Results reproduced from the Supplemental Materials of Krantz et
al., arxiv.org/abs/2209.10534)

4.5.3 Second Harmonic Measurements

One of the more novel measurement configurations discussed in this manuscript is a mea-

surement of the second harmonic of the differential resistance transverse to the ac current exci-
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Figure 4.4: Demonstration of low external magnetic field drift correction procedure. (a) shows
drift corrected data showing good agreement after multiple traces, while (b) shows the resulting
smoothed data, demonstrating the fidelity of the procedure. (Results reproduced from the Supple-
mental Materials of Krantz et al., arxiv.org/abs/2209.10534)

tation. Second harmonic measurements date back to the 1980s, but this particular measurement

is designed to measure the quantum non-linear Hall effect arising from Berry curvature dipoles

coupling to the ac excitation of the measurement. A detailed discussion of the origin of this effect

is given in Chapter 3, but here will be details of the experimental actualization of the measurement.

Second harmonic measurements, also refereed to as 2ω measurements, employ a lock-in tech-

nique at the second harmonic of the primary drive current. To accomplish this, a drive source of

either the primary lock-in or a signal generator is used to generate the first harmonic, and all first

harmonic measurements are phased to the current as previously described. The signal for this first

harmonic is fed into the external reference input of a second lock-in, which is set to measure the

second harmonic, either External 2f on the SR124, External f /2 on the PAR 124A, or 2nd har-

monic in the Reference Channel menu of the EG&G. These lock-ins are then phased to the current

response of the second harmonic drive frequency, accomplished by taking the oscillator output of

the second lock-in and feeding it into the current source, then phasing as normal.

The primary drive is returned to the first harmonic, and the lock-ins are then adjusted to monitor

the -90◦ out-of-phase contribution of the second harmonic. This negative is important for recov-
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(a) (b)

Figure 4.5: Experimental configuration for measuring the quantum non-local Hall effect. (a)
Schematic of the normal 2ω measurement with the dc field shown as Idc. Here VT can measure
both the 1ω and 2ω signals depending on the configuration of the lock-in amplifiers. (b) Circuit
diagram for implementing the floating dc drive along the VT leads, sourced (left coax) from a
floating voltage of an Agilent output.

ering the correct sign of the measurement, and corresponds to the case of a sine drive, dictated by

the nature of the oscillator circuits in the lock-ins themselves. An easy check is to match changes

in the slope of the first harmonic to the shape of the second harmonic response, as part of the sec-

ond harmonic records the derivative of the first harmonic signal. A schematic of this experimental

setup can be seen in Fig. 4.5 (a), with Idc = 0.

The previous description completes the passive monitoring of the second harmonic of the trans-

verse response to an ac drive, but an additional layer was also added. The Berry curvature dipole

response can be modified by applying a transverse dc field (current), as discussed Chapter 3. A

dc field is generated by creating a floating voltage across the same two probes used to measure

the second harmonic transverse response. The floating voltage is provided by the dc offset output

of an Agilent synthesizer, with the central conductor of the coaxial line and ground shield of the

coaxial line split across two 1 MΩ source resistors before connecting to the measurement lines of

the transverse probes. This generates a floating dc voltage (current) with the only ground reference

in the center of the sample Hall bar, but with no net current flow along the Hall bar. This is shown
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schematically in Fig. 4.5 (a) for some non-zero Idc, and the circuit configuration for the floating dc

field can be seen in Fig. 4.5 (b).

4.5.4 Phasing for a Second Harmonic Measurement

The -90◦ shift for the second harmonic that was mentioned in a previous paragraph is not

a steadfast rule. The oscillator outputs and the measurement inputs of the lock-in amplifiers are

internally referenced, and need to be checked on an external oscilloscope to identify the nature of

the oscillation and timing of the internal circuitry. If the output is a sine wave, which means the

trigger is matched on the zero of the oscillation, then the second harmonic is a cosine, measured

as the negative ‘out-of-phase’ to the drive. If the output is a cosine wave, so the trigger is at the

peak of the oscillation, then the second harmonic is ‘in-phase’ with the drive. This is a somewhat

confusing consequence of phase shifts and what it means to be in-phase for harmonic frequencies.

To help elucidate this difference a brief discussion is presented below.

We want to understand the appropriate phase for the second harmonic, and this requires an

understanding of ac lock-in techniques. To start, the familiar expression of Ohms Law, V = IR

can be broken into two parts for the dc and ac responses.

V (IDC + IAC) = (IDC + IAC)R = IDCR0 + IACRAC (4.1)

Here IDC and IAC are the dc and ac parts of the current which can be explicitly controlled in the

experimental setup, R0 is the dc resistance, and RAC is the impedance or ac differential resistance.

This distinction seems trivial but it relates to the practical operation of lock-in amplifiers which

normally measure the differential resistance given simply by R(V, I) = ∂V
∂I

. Substituting this back

into Eq. 4.1 gives
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V (IDC + IAC) = IDCR0 + IACRAC

= VDC + IAC

(
∂V

∂I

)
(4.2)

This describes the zeroth harmonic and first harmonic response of a sample under current

excitation. Normally the first term is dropped because lock-ins are ac-coupled and do not see

the dc voltage, but the term can have consequences for very resistive samples, an effect that is

discussed later in this Chapter. If Eq. 4.2 is expanded as a Taylor series for higher powers of ∂V
∂I

the expression becomes

V (IDC + IAC) = VDC + IAC
∂V

∂I
+

I2AC

2

∂2V

(∂I)2
+O

(
∂3V

(∂I)3

)
(4.3)

Moving forward the dc components will be dropped for clarity. Additionally, IAC can be

rewritten in terms of a magnitude and an explicitly oscillating part as IAC = |IAC | sin(ωt+ ϕ)

with a characteristic frequency ω and arbitrary phase ϕ. Importantly, the oscillating part of IAC is

chosen to be sin instead of cos here. Substituting this into Eq. 4.3 gives

V (IAC) = |IAC |
(
∂V

∂I

)
sin(ωt+ ϕ) +

|IAC |2

2

(
∂2V

(∂I)2

)
sin2(ωt+ ϕ) +O

(
∂3V

(∂I)3

)
(4.4)

The second term in Eq. 4.4 can be reduced from sin2 by remembering a set of identities for

double angles and sum of angles in trigonometry:
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cos(2α) = 1− 2 sin2(α)

cos(2α) = 2 cos2(α)− 1 (4.5)

substituting the first cosine identity for sin2, we can recover an expression for the second har-

monic measurement on the lock-in amplifier.

|IAC |2

2

(
∂2V

(∂I)2

)
sin2(ωt+ ϕ) =

|IAC |2

4

(
∂2V

(∂I)2

)(
1− cos(2ωt+ 2ϕ)

)
=
|IAC |2

4

(
∂2V

(∂I)2

)
− |IAC |2

4

(
∂2V

(∂I)2

)
cos(2ωt+ 2ϕ) (4.6)

which has a dc component A = |IAC |2
4

(
∂2V
(∂I)2

)
and two time varying components depending

on the original offset phase ϕ. If the expression is reduced by taking ϕ → 0 the second harmonic

response is produced:

V 2ω
(
|IAC | sin(ωt)

)
=
|IAC |2

2

(
∂2V

(∂I)2

)
sin2(ωt) = −|IAC |2

4

(
∂2V

(∂I)2

)
cos(2ωt) (4.7)

In this case the value measured by the lock-in amplifier on second harmonic mode is the(
∂2V
(∂I)2

)
cos(2ωt) term, the second derivative of the voltage at 2ω. The phase shift mentioned ear-

lier is seen from the change from sin in the first harmonic to − cos for the second harmonic. If the

starting term is a cos instead of a sin as was noted above Eq. 4.4 giving IAC = |IAC | cos(ωt+ ϕ),

then Eq. 4.4 becomes
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V (IAC) = |IAC |
(
∂V

∂I

)
cos(ωt+ ϕ) +

|IAC |2

2

(
∂2V

(∂I)2

)
cos2(ωt+ ϕ) +O

(
∂3V

(∂I)3

)
(4.8)

This change seems to be innocuous but some difficulty arises from the second harmonic term

when the procedure from Equation 4.6 is repeated

|IAC |2

2
cos2(ωt+ ϕ)

∂2V
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=
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4

(
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4
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+
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4
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(∂I)2
cos(2ωt+ 2ϕ)

which is an identical expression up to the inclusion of an overall negative. Once again taking

the limit as ϕ→ 0 we are left with the reduced expression

V 2ω
(
|IAC | cos(ωt)

)
=
|IAC |2

2

(
∂2V

(∂I)2

)
cos2(ωt) =

|IAC |2

4

(
∂2V

(∂I)2

)
cos(2ωt) (4.9)

which also has a cos term in the second harmonic. This is a distinctly different result from

Eq. 4.7 because it has lost the -90◦ shift, and is instead directly ”in-phase” from the first harmonic

drive to the second. The location of the appropriate second harmonic signal depends entirely on

the nature driving signal. To summarize:
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sin(ωt)→ sin2(ωt)→ − cos(2ωt)

cos(ωt)→ cos2(ωt)→ cos(2ωt)

This distinction does not take into account frequency dependent phase shifts from other parts of

the circuit, and in practice the ϕ mentioned above changes between the first and second harmonic.

To account for this it may be wise to check the incidence of the first and second harmonic signals

from the sample on an oscilloscope to ensure that the relative phasing is correct. This should be

obvious from the last form of Eq. 4.6. Any finite ϕ would result not only in an offset but a second

oscillating component that would modify the nature of the 2ω signal. Reducing the sources of error

in this way is necessary for realizing publishable results, but it is not the only pitfall to be cognisant

of when measuring complex oxides.

4.5.5 Measurement Limitations and Experimental Artifacts

When looking for small signals and potentially new physics in transport measurements of

complicated samples it is important to know the limits of the measurement setup. Such limitations

can manifest in strange ways that seem to mimic interesting behaviors, so understanding them is

critical to supporting the truth of a finding. Here I will summarize some of the limitations of the

measurement setup that I found, the signatures of those limits as seen in data, and several red

herring signals generated from sample imperfections.
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Frequency Limits and Considerations

Each of the instruments listed in the Measurement Techniques section above comes with a

characteristic bandwidth of operation most commonly described by the gain-bandwidth product.

This determines the operational frequency range of the instruments, but even within this frequency

range there are additional considerations that must be made to things like harmonics, beating ef-

fects, and signal phase shift. These effects are covered in detail in other sources, such as Jonghwa

Eom’s thesis,162 and will not be belabored here.

What is important to include here are specific limits of the measurement probes employed in

the lab. Each have their own limits imposed by the native complex impedance of the lines. For

example, the MX100 is equipped with sets of twisted bundles of superconducting lines which

have some unavoidable capacitance and inductance, even when in the superconducting state. This

creates an effective low-pass filter well below the frequency cut-offs of the measurement instru-

ments or the inline radio frequency filters installed in the breakout box at the top of the fridge.

The response of the lines changes between different pairs but a representative trace was taken as a

function of frequency using an Agilent 33220A Arbitrary Waveform Generatorz and can be found

in Fig. 4.6 (a). The effective cutoff frequency for the lines can be estimated to be 70 kHz, above

which frequency the signal experiences a large phase shift and attenuates sharply in amplitude.

Measurements that need frequencies above this cutoff will need to be conducted with coaxial lines

or some other clever workaround.

This is not the only manifestation of the limits of the complex impedance of the fridge though.

Even at lower frequencies but large measurement loads strange artifacts can arise. Fig. 4.6 (b)

shows two traces made on KTO samples as a function of magnetic field. Back gate voltage was

continuously changed (green curve) between the two measurements resulting in a large resistance

zAgilent (Now Keysight) 33220A data sheet via keysight.com

https://www.keysight.com/us/en/assets/7018-01144/data-sheets/5988-8544.pdf
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(a) (b)

Figure 4.6: Complex response of the experimental setup. (a) Measurement of the frequency
response of the MX100 cryogenic probe, showing normalized transmission signal amplitude and
phase shift. (b) Voltage inversion at ∼1 MΩ for the transition from Vg = -160 V to Vg = -180 V.
The blue curve is ”right side up”, the green curve is the gate voltage sweep between setpoints, and
the red curve is ”upside down” from exceeding the limit of the measurement.

and large capacitive response of the sample. As a result, some threshold was crossed which inverted

the signal of the second trace (red curve) when compared to the right-side-up trace (blue curve).

This behavior arises well below the level of input impedance of the instrumentation amplifier,

which in this case is an INA 110 with impedance of 1012 Ω. Most samples do not exhibit this level

of resistance or capacitance, but there were similar signatures seen by other lab members before

(see the thesis of Varada Bal139 pg 116), so it is something to keep in mind.

Amplifier and Current Source Voltage Limits

In addition to the gain bandwidth limits of amplifiers discussed above, there are other limits

that can be approached when measuring resistive samples. If the limit of the differential inputs of

the instrumentation amplifiers is reached the resulting signal can saturate, which is well known,

but it does not always result in a saturated high signal in the measurement. Fig. 4.7 shows two
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different manifestation of a saturated signal. The first, seen in Fig. 4.7 (a), is a voltage signal

from an INA 110 amplifier measuring differential resistance of a KTO Hall bar as a function of dc

current, and shows a sharp drop above a certain value of the dc current despite associated drops

in differential resistance. This is due to a saturation of the dc differential voltage seen at the input

of the amplifier, and results in a purely dc output. This output is not seen by the ac-coupled input

of the lock-in amplifier but does entirely mask the ac response, causing the signal measured by

the lock-in amplifier to drop to zero, usually with some rebound bump. This is accompanied by a

spike in the out of phase part of the lock-in signal or a jump in the second harmonic, all of which

are indications that the amplifier has saturated.

(a) (b)

Figure 4.7: Saturation effects in large drive currents. (a) Saturated dc voltage while measuring
a dV/dI trace, resulting in a sharp drop off of measured resistance. (b) A drop in the ramp rate
of an increasing alternating current drive due to voltage limits on the current source output, for
measured signal and numerical derivative.

The second example, shown in Fig. 4.7 (b), is a drop in the response to an ac current of

increasing amplitude. In this case the drop in signal is not due to the instrumentation amplifier, but

instead the voltage limit of the current source output, known as the voltage compliance. Despite
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Figure 4.8: Transport signatures from probe misalignment in the Hall bar configuration.
Schematic of a misaligned Hall bar.

having an output impedance of 1015, the current sources are only able to enforce 12 V of sourcing

voltage, and when the load from the sample nears this limit the response dips, then starts to drop,

likely due to the truncation of the outputted sine wave. Once again this occurs only for very

resistive samples, but is something to keep in mind when measuring systems like complex oxides

which can have very large resistances and non-trivial contact resistances.

Hall Probe Misalignment and Stranger Things

It is commonly known that sample imperfections can lead to transport measurement artifacts.

The most common of these are imperfections of Hall probe alignment, which can cause some

fraction of the longitudinal resistance to be picked up by the Hall probes. This can be characterized

by a geometric factor given by RT = RH + x
L
RL, where RT is the measured transverse resistance,

RH is the normal Hall response, x is the length of Hall probe misalignment along L, which is

the length of of the Hall bar between voltage probes. RL is the longitudinal resistance of the

Hall bar measured between a pair of voltage probes, as shown in Fig. 4.8. This should should

be easily identifiable by comparing the shapes of the longitudinal and transverse responses as

a function of some external parameter that causes large variation of the longitudinal response,
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Table 4.2: Geometric contributions to the transverse response estimated for AlOx / STO sam-
ples. Data given for two Hall bars at room temperature and liquid nitrogen temperature, reporting
longitudinal resistance RL, and transverse resistance RT and the estimated geometric contribution.
(Adapted from the Supplementary Materials of Krantz and Chandrasekhar.30)

Sample Temp (K) RL (Ω) RT (Ω) RT

RL
(%)

[111]
300 77600 48.0 0.06
78 22700 15.3 0.07

[001]
300 59400 -74.8 0.13
78 10300 -13.8 0.13

such as gate voltage or temperature. One good estimation of this effect is to take four terminal

resistance measurements at room temperature and again at liquid nitrogen temperatures, allowing

for an estimation of the geometric contribution to the transverse signal. An example of this is given

in Table 4.2 for samples of AlOx / STO fabricated with the same photolithography process as the

KTO samples discussed in this manuscript.

The geometric response should manifest as the combination of resistive components of the

longitudinal and transverse responses. Both of these should be purely the in-phase contributions

to those lock-in signals. There are other ways of generating an errant signal though, such as poor

phasing of the lock-in amplifiers or large shifts in the complex impedance of the sample due to

the breakdown of the 2DEG or some loss of contact. In this case the out-of-phase component

of the signal can bleed into the in-phase measurement due to phase shifts, causing a spurious

signal. This can be probed by a careful measurement of the lock-in phase at critical points of the

measurement, by simultaneously measuring the out-of-phase contribution on a dual channel lock-

in like the EG&G, or by monitoring the frequency dependence of the signal. The out-of-phase

contributions to the signal caused by capacitance or inductance of the measurement configuration

scale with frequency, while the resistive components do not, providing an avenue for additional

verification of a signals validity. This is clearly demonstrated in Fig. 4.9, which shows the in-
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phase (a) and out-of-phase (b) contributions of a longitudinal resistance of an AlOx / KTO sample

as a function of gate voltage for three different frequencies. Fig. 4.9 (c) shows the collapsed

signals when the out-of-phase data from (b) was divided by the drive frequency, a clear indication

of capacitive or inductive response.

Figure 4.9: Frequency dependence of the measured 1ω signals as a function of gate voltage.
(a) In-phase and (b) out-of-phase contributions of the longitudinal resistance, and the the same out-
of-phase signal scaled with frequency (c). (d) In-phase contribution to the transverse resistance and
(e) in-phase contribution with the frequency scaling. (f) Out-of-phase of the transverse resistance
with the frequency scaling. All measurements were taken at 4 K.

The mechanism for this effect is not established at this point, though the prevailing understand-

ing is that an imbalance of the complex impedance of the measurement leads creates an out-of-

phase signal in the transverse measurement. This effect can be seen in Fig. 4.9 (d), which shows

the in phase contributions to the transverse resistance measured simultaneously to the longitudinal

resistance shown in (a). The low Vg part of the signal clearly scales with frequency as demon-
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strated in Fig. 4.9 (e), while the out of phase can similarly be seen to collapse as a function of drive

frequency in Fig. 4.9 (f). While there may be a compelling physical reason for this spurious signal,

the possibility of a mixing of in-phase and out-of-phase to generate a spontaneous transverse signal

is certainly not a signature of Berry curvature generated response as we first thought, and serves as

a warning for future experiments.
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CHAPTER 5

EXPERIMENTAL RESULTS AND INTERPRETATION

Now it is time for my actual results! These measurements were taken over the course of a

year on the MX100 dilution refrigerator. The first set of normal metal samples were measured

continuously from April 16th, 2022 until July 25th 2022 using only 79 L of helium, and will

henceforth be referred to as the normal samples. The second set was measured from December

15th, 2022 until April 3rd, 2023, using 108 L of helium, and will henceforth be referred to as the

superconducting (s.c.) samples. The pair of measurement runs accounted for a combined 728 data

files measuring everything from magnetoresistance to non-local differential resistance to multiple

harmonic response under ac current drive. Because of the breadth of the measurements, many of

which were entirely exploratory, not everything will be discussed in this manuscript. Instead, the

author would suggest future students look at the original data especially the peculiar results of

non-local differential resistance discussed in Krantz and Chandrasekhar.163

This Chapter will discuss the nature of the two dimensional electron gas in these AlOx / KTO

samples, investigated through resistance measurements at low temperatures. The discussion will

be generally divided into three parts: measurements on the normal states of the conducting gas,

measurements on the superconducting state of the gas and its transition to the normal state, and

second harmonic measurements to probe the quantum nonlinear Hall effect. As discussed previ-

ously, the primary tools for this characterization are electrical transport measurements taken as a

function of temperature, back gate voltage, and applied magnetic field. Details of the experimental

setup are included in Chapter 4, and the foundation of the analysis was covered in Chapter 3.

The results demonstrate the successful fabrication of metallic and superconducting two di-
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mension gases at the KTO interface, with carrier concentrations and mobilities comparable or

better than those referenced in the literature. There are a number of novel observations, including

the observation of a Lifshitz transition tuned by back gate voltage, an upper gate voltage limit

for superconductivity, the observation of magnetic order at the KTO surface and its coexistence

with superconductivity, and an appreciable second harmonic response in a material that nominally

should not show a quantum nonlinear Hall effect. A discussion of these results in contrast to the

established literature is included, as are suggestions for future studies to build on this work.

5.1 The Normal State

The normal state of the conducting gas was accessible for both sets of samples and was probed

with complete sets of magnetoresistance traces at several temperatures. Additionally, the temper-

ature dependence of the resistance was recorded over a limited range based on the thermometry

of the MX100 dilution refrigerator. To supplement this, room temperature two terminal measure-

ments were taken as described in the experimental details of Chapter 4. From these measurements

an estimation of the two-dimensional resistivity could be calculated using the geometric composi-

tion. The results are summarized in Table 5.1 below for the normal samples and in Table 5.2 for

the s.c. samples.

Table 5.1: Estimation of sheet resistance of the normal samples from two terminal measure-
ments at room temperature. Samples are labeled by crystal termination and Hall bar direction,
and estimates of the sheet resistance of the Hall bar are compared to an average lead resistance.

Sample Orientation Sheet Res. (Ω/sq.) Lead Res. (kΩ)
(001) [001] 16130 (± 420) 166.4
(110) [001] 7660 (± 210) 45.3
(110) (1) [11̄0] 7780 (± 270) 37.8
(110) (2) [001] 8880 (± 220) 47.3

The two sets of samples were initially thought to have one of each of the three primary crystal
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termination, (001), (110), and (111), based on the manufacturer’s information. They were ordered

in sets, processed in sets, and treated based on the assumption that the crystal information provided

at purchase was correct. It was not. Laue spectroscopy showed that the presumed (111) sample

in the normal set was actually another (110) sample, and showed that the (110) sample in the

superconducting set was actually aligned 45o to the edges of the sample, contrary to convention.

These changes are reflected in the labeling in Tables A.1 and A.2, and are discussed in detail in

Appendix A.

Table 5.2: Estimation of sheet resistance from two terminal measurements at room tempera-
ture for the superconducting samples. As before, samples are labeled by crystal termination and
Hall bar direction, and estimates of the sheet resistance of the Hall bar are compared to an average
lead resistance.

Sample Orientation Sheet Res. (Ω/sq.) Lead Res. (kΩ)
(001) [001] 3930 (± 110) 25.3
(110) [001] 4800 (± 140) 26.1
(111) (1) [11̄0] 7100 (± 270) 47.2
(111) (2) [11̄2] 6300 (± 160) 33.0

The samples were cooled down directly to helium temperatures so no corroborating data point

at nitrogen could be taken. Additionally, despite measuring the drop in resistance as a function of

time as the MX100 cooled down, there is no thermometry for the sample stage above 6.5 K, so

only low temperature R(T ) could be taken directly. From what data were available, both samples

showed metallic-like temperature dependences, with lower resistance at lower temperatures. This

trend is expected for the metallic gas in these samples and agrees with previous works.18,67,139,154

Additionally, these samples showed a resistance minimum around 8 - 10 K that is common for

these types of systems. Other works have interpreted this dip as a Kondo minimum,71 but no

definitive statement can be made about these samples due to the multitude of potential sources for

such an effect, such as weak localization, electron - electron interactions..
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(a) Normal Set (5 K) (b) Superconducting Set (4 K)

Figure 5.1: Back gate voltage annealing curves for longitudinal sheet resistance, measured at
elevated temperature. (a) Sheet resistance of normal samples measured as a function of back gate
voltage from Vg = 30 V to 150 V. Data taken at 5 K. (b) Sheet resistance of the superconducting
samples measured as a function of back gate voltage from Vg = -200 V to 200 V. Data taken at 4 K.

Both samples were initially cooled down to mK temperatures with the back gate grounded to

qualify the measurement space and perform exploratory tests. After the initial cooldown both sets

of samples were warmed up to higher temperatures for a back gate voltage anneal. The anneal

trained the samples for measurement stability by repeatedly sweeping the back gate back and

forth along the full operating range of Vg. These annealing curves can be seen in Fig. 5.1 (a)

for the longitudinal resistance of the normal samples measured at 5 K and in Fig. 5.1 (b) for

the s.c. samples measured at 4 K. These data were taken with no applied magnetic field. The

shape of the annealing curves are typical of complex oxide samples, showing increased resistance

with decreasing gate voltage. This is also an early indication of metallic, electron-like conducting

behavior, as the positive backgate induces a negative potential in the Hall bar, increasing electron-

like carrier density. There is also a clockwise sweep hysteresis arising from the same source as the

magnetoresistance drift detailed in Chapter 4. It should be noted that the downturn in resistance for

the (001) sample in Fig. 5.1 is not a superconducting transition, but is instead a breakdown of the
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conductivity in the sample, resulting in a loss of voltage signal. This is identical to the downturn

seen by Varada Bal in LSAT / STO samples139 for similarly low values of Vg.

(a) Normal Samples (2.25 K) (b) Superconducting Samples (4 K)

Figure 5.2: Back gate voltage annealing curves for transverse resistance, measured at elevated
temperature. (a) Transverse resistance of normal samples measured as a function of back gate
voltage from Vg = -50 V to 200 V, in zero applied magnetic field. Data taken at 2.25 K. (b)
Transverse resistance of normal samples measured as a function of back gate voltage from Vg =
-200 V to 200 V, in zero applied magnetic field. Data taken at 4 K. The sharp change in resistance
at low values of Vg coincides with an increase in the out-of-phase of the longitudinal resistance.

From the longitudinal annealing curves it seems that the samples were behaving as expected,

but the first unexpected result came when monitoring the transverse resistance during the same

annealing process. Fig. 5.2 presents this result, showing a marked increase in the transverse sig-

nal at low values of gate voltage. Normally, in the absence of time reversal symmetry breaking

processes like magnetic fields, there should be no transverse signal, or it should be very small.

As discussed in Chapter 4 and in our previous works on a similar system,30 there are sources of

transverse voltage in the absence of external fields which could lead to a nonzero transverse sig-

nal. However, the signals presented in Fig. 5.2 did not seem to follow the expected behavior of

these sources; they do not track with the longitudinal annealing curves, they are well above any
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superconducting transitions or macroscopic magnetism, and they are crystal direction dependent.

At first, we interpreted this as a sign of a spontaneous Hall effect related to the quantum nonlinear

Hall effect,164 but further testing proved that the effect instead arose from the out-of-phase compo-

nent of the longitudinal resistance, generated by large sample capacitance and large, imbalanced

lead resistance. A detailed discussion of this effect and its influence on the 2ω measurements of

the quantum nonlinear Hall effect are being written up for publication.

Figure 5.3: Temperature dependent resistance of normal samples, 6 K to 25 mK. Temperature
dependence of the three normal samples taken in two data sets during cooldown to mK tempera-
tures. Vg = 0 V.

After annealing, the samples were cooled down to millikelvin temperatures, yielding longitu-

dinal RL(T ) traces of the normal metal samples shown in Fig. 5.3. The conducting properties

of metallic complex oxide samples are unlikely to change significantly with temperature below

roughly 4 K.15 There are exceptions to this, as is the case for metal-to-insulator transition tuned

by backgate,16 but the expectation is that un-gated samples do not change resistance by more than

a few percent at low temperatures. This is the case in these samples, and as a result the carrier

concentration and mobility do not change significantly in the measurement range.

To summarize the initial normal state measurements, the samples showed expected conducting

behavior, with the exception of the transverse traces which could be explained as an artifact of the
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measurement design. The behavior of the gas as a function of gate voltage and temperature was

consistent with expectation for these types of samples. Further qualification of the conducting gas

required the application of a magnetic field to measure longitudinal magnetoresistance and Hall

effect. These results are the subject of the next section.

5.1.1 Magnetoresistance in the Normal State

A full characterization of the longitudinal magnetoresistance (MR) for both sets of samples

was taken for the range of gate voltages. The data showed features expected of complex oxide sam-

ples, and several figures are included in Appendix B. Instead of the longitudinal MR, this section

will focus on the results from the transverse magnetoresistance, and the novel results shown for the

carrier characteristics in the normal state. These novelties include improved carrier concentration

and mobilities compared to literature, the observation of several Lifshitz transitions evident in car-

rier concentration kinks, and the observation of macroscopic magnetic order in the samples. Each

of these effects can be derived from Hall effect measurements, the transverse voltage generated

from a driving current in perpendicular magnetic field.

These Hall traces allowed for an estimation of the carrier concentration and carrier mobility

as discussed in Chapter 3. The traces for the normal sample set are shown in Appendix B, but

traces for the s.c. samples can be seen in Fig. 5.4. The zero field offsets values for the traces have

been removed, and each trace uniformly shifted for clarity. For large positive values of Vg this is

a minimal shift, as shown by the annealing curves in Fig. 5.2. Indeed, for large positive values

of Vg the Hall is well behaved, reflecting the expected dependence for a single band, electron-like

conductor. In contrast, for low values of Vg there is a pronounced curvature of the Hall traces,

arising from symmetric components in the Hall. This is especially prominent for the (001) sample

and the (111) sample, [11̄0] direction, shown in Fig. 5.4 (a) and (b), respectively.
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(a) (001) Sample (4 K) (b) (110) Sample (4 K)

(c) (111) Sample, [11̄0] dir. (4 K) (d) (111) Sample, [11̄2] dir. (4 K)

Figure 5.4: Gate voltage dependence of transverse magnetoresistance for superconducting
samples at 4 K. (a) - (d) Transverse magnetoresistance traces of the (001), (110), (111) [11̄0],
and (111) [11̄2] samples respectively. The curves have been incrementally shifted for clarity.
Unconventional contributions to the Hall signal are apparent for lower values of Vg.

If these curves are decomposed into their symmetric (even in field) and antisymmetric (odd in

field) contributions the gate voltage dependences become more apparent. This can be accomplished

with simple algebra, Reven
T = 1

2
(RHall(−H)+RHall(H)) and Rodd

T = 1
2
(RHall(H)−RHall(−H)),

and is shown for the (110) sc sample in Fig. 5.5. Fig. 5.5 (a) reproduces the combined curves, now

without the incremental shifts shown in Fig. 5.4 (b), which are broken into the antisymmetric con-

tribution shown in Fig. 5.5 (b), and the symmetric contribution in Fig. 5.5 (c). The antisymmetric

component is just the classical Hall effect, and reflects the carrier concentration as described in Eq.

3.31, but the symmetric contribution is something different, which will be addressed later.
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(a) Combined transverse signal (b) Antisymmetric part (Hall Effect)

(c) Symmetric part

Figure 5.5: Example of symmetric and antisymmetric decomposition for the superconducting
(110) sample. (a) Shifted but not yet decomposed Hall data showing modulation of the Hall slope
with gate voltage. (b) Antisymmetric contribution to the transverse resistance, the classical Hall
effect, from which carrier concentration is calculated. (c) Remaining symmetric contribution to
the transverse resistance.

The antisymmetric contributions for all of the samples show negative slope with applied field,

indicating that the conducting gas is electron-like. Additionally, there are no indications on the

field range of multi-carrier transport which had been reported previously in the more complicated

Hall traces in STO samples.81 Instead, the antisymmetric contributions were largely well behaved

and suggested a single conducting band. Higher field tests may shed light on a more complicated

conducting character, in particular if there is compensated transport or dramatically different carrier

mobilities, as has been predicted.32 In lieu of this, both sets of samples were fit to a single band
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form described in Eq. 3.30. The results of this fitting are collected in Fig. 5.6.

(a) Normal Set (5 K) (b) Superconducting Set (4 K)

Figure 5.6: Gate voltage dependence of carrier concentration at elevated temperatures. (a)
Carrier concentration for each of the normal samples, showing monotonic increase of carriers with
increasing back gate voltage Vg. Data were taken at 5 K. (b) Carrier concentration for each of the
superconducting samples showing significantly higher carrier concentrations and more structure
as a function of Vg. Peaks in carrier concentration indicate Lifshitz transitions tuned by Vg. Data
taken at 4 K.

The normal samples shown in Fig. 5.6 (a) are well behaved. Each of the three samples increase

carrier concentration with increasing Vg, as is expected for these samples and for metallic 2DEGs.

The concentrations are comparable to those seen in literature for similar samples, with a range of

4×1013 (e− cm−2) to 9×1013 (e− cm−2). The highest concentration was seen in the (001) sample,

with similar carrier concentrations seen in both of the (110) samples. For these analyses the (110)

sample, [001] direction will just be referred to as the (110) sample while the (110) sample, [11̄0]

direction will be referred to by its direction.

There are surprises in the data for the superconducting set. Signatures of at least one, possibly

two Lifshitz transitions165 for each of the s.c. samples shown in Fig. 5.6 (b). Lifshitz transitions are

changes in the topology of the Fermi surface with some external parameter like pressure or applied

gate voltage. These transitions show up as kinks in the carrier concentration, and correspond to
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a changes in conduction band character that can be tuned with Vg. Here the peaks in the carrier

concentration are found at Vg = -120 V for the (110) sample, and at Vg = 100 V and Vg = 120 V for

the [11̄0] and [11̄2] directions of the (111) sample, respectively. Other features can be seen at Vg

= 0 V in the [11̄2] directions of the (111) sample, and at Vg = -160 V and Vg = 180 V in the (001)

sample but these are not as clear. The transitions for the (110) and (111) Hall bars are undeniable,

corresponding to maximum carrier concentrations for both samples. This is the first time such a

transition has been observed in a KTO system, though previous works have demonstrated Lifshitz

transitions in STO systems.139 Comparing the kinks in the carrier concentration to measurements

of higher field MR could provide insight into the particular nature of the conducting bands, as was

done by Varada Bal139 on (111) LSAT / STO. The transition in the sc samples also means that the

carrier concentration does not increase linearly with applied gate voltage as was the case for other

works on KTO,18,66 and will have consequences for the nature of the superconductivity observed

in these samples.

(a) Normal Set (5 K) (b) Superconducting Set (4 K)

Figure 5.7: Gate voltage dependence of carrier mobility at elevated temperatures. (a) Carrier
mobility for each of the normal samples showing monotonic increase with gate voltage Vg, to a
maximum of ∼ 700 (cm2/ V s). Mobilities are plotted on a log scale to show clearer dependence.
(b) Carrier mobility for each of the superconducting samples showing monotonic increases from a
few (cm2/ V s) to over 1000 (cm2/ V s) for the (110) sample.
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Carrier mobility was also calculated for the samples from the carrier concentrations and the

annealing curves presented in Fig. 5.7. By definition σxx = neµe and for two dimensional systems

σxx = R−1
sq. , so µe = 1/(Rsqne). The result of this conversion can be seen in Fig. 5.7, and shows

monotonic increases in mobility with increasing Vg with the highest mobility seen in the (110)

sample, [110] direction. In the normal samples the carrier mobilities are comparable those seen in

literature,16,18,48 or slightly better. This could simply be due to lack of strain at the interface because

the AlOx is amorphous. The superconducting samples show mobilities that are higher than those

reported in the literature,16,18,48 with maximum mobility of 1108 cm2 V−1s−1 on the (110) sample.

While this represents a significant improvement for KTO samples, it does not compete with some

of the high mobilities reported in STO systems.42 Interestingly, the measured mobility does not

appear to vary significantly through the Lifshitz transitions observed in carrier concentration.

(a) Normal Set (5 K) (b) Superconducting Set (4 K)

Figure 5.8: Gate voltage dependence of electron mean free path. (a) Mean free path, le, for each
of the normal samples showing monotonic increase with gate voltage Vg. (b) Mean free path for
each of the superconducting samples showing similar monotonic increases, with the (110) sample
boasting the largest le.

These simple analyses can be extended to other observable carrier properties. If we make the

simplifying assumption that the Fermi surface for KTO is well behaved and not strongly interact-
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ing, then the carrier density can give an estimate of the Fermi energy for two dimensions from the

relation EF = ℏ2
m0

(
πN
A

)
for n = N/A, our normal carrier concentration, and m0, the rest mass of

the carrier. This can then be related to the Fermi velocity by vF =
√

2EF

m0
and the Fermi wavevector

as kF = vFm0

ℏ . For these samples, which have carrier concentrations of 3.9 × 1013 to 9.3 × 1013

(e− cm−2) for the normal set and 7.4 × 1013 to 14.1 × 1013 (e− cm−2) for the s.c. set, we get

Fermi wavevectors of 160 to 240 Å−1 and 230 to 300 Å−1, respectively. The values of kF can then

be used to estimate the electron mean free path le from the relation le =
ℏkF
ne2ρ

, where n = N/A as

before, and the resistivity ρ is simply Rsq. in two dimensions. The results of this calculation are

shown in Fig. 5.8 revealing long mean free paths for high values of Vg. This result reflects the

nature of the electron mobilities shown in Fig. 5.7, as expected. The values of kF can also be used

to estimate the effective dimension of the normal conducting layer as via L = 2π
kF

which gives L =

0.2 to 0.4 nm. These effective lengths are much less than the thickness d = 8 nm from literature16,

which indicates that in the normal state the gas is not strictly two dimensional. The takeaway is

that the conducting interface is clean and relatively free of scattering for high values of Vg. Tuning

Vg down to negative gate voltages causes a large increase in resistance that is primarily driven by

scattering effects, as reflected in the values of µe and le.

What remains to be discussed is the strange symmetric contribution to the Hall traces. Fol-

lowing the procedure outlined in the discussion of Fig. 5.5, the symmetric decomposition for the

normal state samples are presented in Fig. 5.9. What appears is a gate tunable symmetric depen-

dence for each of the three samples, though with modest contributions for the (001) and (110),

[11̄0] dir. samples of only a few ohms at the maximum, for the smallest values of Vg. This is

significantly less than the magnitude of the normal Hall (odd) contribution, and could potentially

be explained by an errant contribution to the transverse resistance discussed at the end of Chap-

ter 4. However, the [11̄0] direction of the (110) sample has a symmetric component of similar
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(a) (001) Sample (5 K) (b) (110) Sample, [001] dir. (5 K)

(c) (110) Sample, [11̄0] dir. (5 K)

Figure 5.9: Symmetric contribution of RT for normal samples at 5 K. (a) - (c) Symmetric
contributions to transverse magnetoresistance for the (001), (110), and (110) [11̄0] samples re-
spectively. The curves have been shifted for clarity. Gate voltage only has a small effect on the
magnitude of the signal, with the maximum effect seen at the lowest values of Vg.

magnitude to the normal Hall, and it changes inflection with changes in gate voltage. This was

initially interpreted as a spontaneous Hall effect,164 but we know understand is a consequence of

the large, imbalanced complex impedance of the sample leads. It arises from the same source as

the transverse annealing curve downturn shown in Fig. 5.2 for low values of Vg.

A similar result can be see in the traces for the s.c. samples which are shown in Fig. 5.10.

These data show very large symmetric contributions, particularly in the (001) sample and the (111)

sample, [11̄0] direction shown in Fig. 5.10 (a) and (c) respectively, where the magnitude of the

effect is much larger than the normal Hall contribution for the same samples. The (110) sample,
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(a) (001) Sample (4 K) (b) (110) Sample (4 K)

(c) (111) Sample, [11̄0] dir. (4 K) (d) (111) Sample, [11̄2] dir. (4 K)

Figure 5.10: Symmetric contribution of RT for superconducting samples at 4 K. (a) - (d)
Symmetric component of the transverse magnetoresistance traces of the (001) sample, the (110)
sample, the (111) sample [11̄0] direction, and the (111) sample [11̄2] direction, respectively. The
curves have been shifted for clarity. The magnitude of the symmetric contribution increases sharply
for the lowest values of Vg.

which was featured in Fig. 5.5, shows a well tuned but small symmetric contribution, while the

(111) sample, [11̄2] direction in Fig. 5.10 (d) has almost no symmetric signal above noise levels.

Interestingly, the sign of the symmetric contributions changes between samples. While most sam-

ples show a “positive” peak in shifted Hall response, the (001) shows a negative peak with hints of

saturation or downturn. While these data can still be explained as the consequence of differences

in the lead resistance as before, it may be useful to conduct higher field tests on these samples to

allow for a more quantitative dis-entangling of the longitudinal and transverse signals. Particular
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attention should be paid to the out-of-phase signal of the longitudinal, and if the effect can be

saturated at high fields

In summary, the carrier density and mobilities for the 2DEGs on all samples are comparable

to similar samples reported in the literature. Some of the densities and mobilities are better than

those reported in literature, especially for the s.c. samples, indicating that the interface is clean.

Furthermore, calculations of carrier mobility and mean free path indicate that scattering is the

primary contribution to the resistance increase at low gate voltages. There are some strange results,

like the insensitivity of the (001) to gate voltage tuning, and the emergence of the symmetric Hall

contributions. Both of these oddities may be addressed by improved fabrication techniques, as

suggested in Chapter 4, and all measurements should be extended to higher fields, should the

opportunity allow. It would also be interesting to perform corroborating transport techniques on

these samples, like high field tests to look for Shubnikov-de Haas oscillations which can yield

independent estimations of carrier density and mobility. Even just extending magnetoresistance

traces to higher fields would allow for fits to look for multi-carrier transport that could potentially

shed light on the strange gate voltage dependence of the superconducting state, which will be

discussed later.

5.1.2 Magnetism

The next major finding in the KTO samples was the observation of macroscopic magnetic

order at lower temperatures. This magnetism was seen in hysteretic peaks in the longitudinal

magnetoresistance (MR) at mK temperatures, and in an anomalous Hall-like signal in zero field.

As discussed in Chapter 3, density functional theory results suggest that the oxygen vacancies that

host the conducting gas generate local magnetic moments which can order at low temperatures.

This magnetic order was also seen in the s.c. samples, even up to 4 K, but the discussion here will
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start with the findings of the normal samples.

(a) (001) Sample (30 mK) (b) (110) Sample, [001] dir. (30 mK)

(c) (110) Sample, [11̄0] dir. (30 mK)

Figure 5.11: Gate voltage dependence of longitudinal magnetoresistance for the normal sam-
ples at 30 mK. (a) - (c) Magnetoresistance traces of the (001), (110), and (110) [11̄0] samples
respectively. The curves have been incrementally shifted for clarity. Gate voltage only has a small
effect on the shape of the low field dip, and minimal tuning of the spin orbit interactions shown the
slope of the curves in high field.

Fig. 5.11 shows the hysteresis in longitudinal MR measured at ≈ 30 mK. All three samples

show unique versions of hysteretic dips at low fields, superimposed on the large low field valley.

The magnitude of the MR is dominated by this low field dip, and as a result is quite large in these

samples, with the (110) [001] dir. sample reaching nearly 20 % MR for the lowest values of Vg.

The MR of the (001) sample was significantly reduced compared to the (110) sample, [001] dir.,
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with only 3 % MR at the lowest gate values, thought the hysteretic peaks are prominently displayed

on this background. The (110), [11̄0] sample also has lower MR compared to the (110) [001] dir.,

and features both enhanced noise at the lowest values of Vg, and multiple features in the hysteretic

dips.

(a) (001) Sample (30 mK) (b) (110) Sample, [001] dir. (30 mK)

(c) (110) Sample, [11̄0] dir. (30 mK)

Figure 5.12: Gate voltage dependence of longitudinal magnetoresistance of the normal sam-
ples for small applied magnetic field. (a) - (c) Magnetoresistance traces of the (001), (110), and
(110) [11̄0] samples respectively. The curves have been incrementally shifted for clarity. Gate
voltage only has a small effect on the shape of the low field dip, and minimal tuning of the spin
orbit interactions shown the slope of the curves in high field.

These features are more obvious in Fig. 5.12, which shows the small field values for each of

the data sets presented in Fig. 5.11. Here, the tuning of the hysteresis with gate voltage is apparent,
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with broadening in the (001) as Vg is increased contrasting the emergence of prominent features

with increasing gate voltage in the [11̄0]. These results strongly suggest a complicated magnetic

texture, or at least an effective distribution of sizes of magnetic patches that result in the features

seen in the [11̄0]. This is not surprising, as the film is expected to be disordered, which would

naturally result in variations in magnetic regions tied to the density of oxygen vacancies.

(a) (001) Sample (30 mK) (b) (110) Sample, [001] dir. (30 mK)

(c) (110) Sample, [11̄0] dir. (30 mK) (d) 200 V trace from [11̄0] dir.

Figure 5.13: Gate voltage dependence of transverse magnetoresistance for the normal sam-
ples at 30 mK. (a) - (c) Magnetoresistance traces of the (001), (110), and (110) [11̄0] samples
respectively. (d) Isolated trace of the Vg = 200 V data showing background structure. Data show
prominent hysteresis that is strongest at low values of Vg.

Looking now at the transverse MR shown in Fig. 5.13, the tuning of the hysteresis becomes

more apparent. The magnitude of the hysteretic peaks is increased dramatically for the (001) and
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(110) samples with decreasing values of Vg. It is important to note that these data are uniformly

shifted from their zero field values, but their zero field offset is negative for all reported data. Thus,

the peaks shown in these figures are actually dips in the magnitude of the resistance, similar to

those seen in the longitudinal MR traces. At the highest values of Vg the Hall looks normal, with

slopes that agree well with those measured at higher temperatures indicating again that the carrier

concentration does not change substantially below 4 K.15

The [11̄0] is more complicated, showing the same tuning of the low field hysteretic peaks but

superimposed on a textured background. The gate voltage dependence of the low field hysteretic

peaks is not trivial, and at no value of Vg does the Hall resemble the simple line expected from

a normal conductor. The background structure is shown more clearly in Fig. 5.13 (d), which

is a single trace of the Vg = 200 V for the [11̄0]. The background oscillations are somewhat of

a mystery. They are too low in field to be Shubnikov – de Haas oscillations based on previous

works on STO,166 and the Hall bar is too long to be detecting spin precessions due to the Hanle

effect.92 The oscillations may reflect the spin texture of the [11̄0] direction somehow, but the origin

is unknown at this time.

The temperature dependence of this strange [11̄0] sample is shown in Fig. 5.14 (a). The

background texture is suppressed above ≈ 800 mK but the hysteretic peaks persist up to ≈ 1.7 K

in the transverse MR. As a point of comparison, Fig. 5.15 shows that the hysteresis is present in the

longitudinal MR of the (111) s.c. samples at least up to 4 K. The signatures in the transverse MR

of the normal samples is only up to half of that temperature. This discrepancy may be due to the

difference in density of magnetic moments, which should be tied to the density of oxygen vacancies

and by extension the carrier concentration, and the relative strength of the local moments on the

different crystal surfaces. The superconducting samples had nearly twice the carrier concentration

of their normal metal counterparts, and the expected magnitude of the magnetic moment generated
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(a) (110) Sample [11̄0] dir. (b) (110) Sample [11̄0] dir.

Figure 5.14: Temperature dependence of hysteretic peaks. (a) Temperature dependence of the
transverse magnetoresistance for the (110) sample, [11̄0] direction. The curves have been shifted
for clarity, and reflect the return to normal Hall effect above 1.7 K. (b) Magnitude of the zero field
offset of the transverse magnetoresistance compared to the increase in resistance in longitudinal
zero field value.

by an oxygen vacancy is largest for the (111) surface. It could also be due to changes in the

exchange interactions on the (111) surface, though it is difficult to tell from the experimental data.

The shape of the transverse signal and prominence of the hysteretic peaks are not the only

indications of magnetic order. The shift that was removed from each of the curves shown in Fig.

5.14 (a) also scales with temperature. This zero field offset of the transverse is shown in Fig. 5.14

(b), and matches well with the additional change in resistance seen in the longitudinal zero field

values. The scaling of the offset agrees qualitatively with a skew scattering process, one of the

extrinsic sources of the anomalous Hall effect. There are problems with this explanation though,

namely that the offset does not switch sign with field sweep direction as one would expect for

an anomalous Hall signal, and the magnitude of the effect is too large for normal skew scattering

processes.148 The correlation remains intriguing, but the offset is likely not skew scattering.

From DFT calculations we can estimate the magnitude of the local moments generated from

oxgyen vacancy formation as 0.56 Bohr magnetons for the (001) surface and 6.67 Bohr magnetons



135

for the (111). Calculated magnetic moment is not available for the (110) surface, but we can esti-

mate that the magnitude for the (110) to be somewhere closer to the (001) due to band similarities,

so we will use 2.0 Bohr magnetons for the purpose of comparison. Combining this local magnetic

moment strength with the highest observed temperature of hysteresis can give an estimation of the

magnetic exchange interaction via kbTCurie ≃ EEX = −ΣijJex(Si · Sj). Here TCurie is the Curie

temperature, EEX is the exchange energy, Jex is the so-called exchange integral and Si are reduced

moments.

(a) (110) Sample [11̄0] dir. (b) (110) Sample [11̄0] dir.

Figure 5.15: Small field hysteresis in the longitudinal magnetoresistance of the (111) s.c. sam-
ples at 4 K. (a) Longitudinal magnetoresistance of the (111) sample, [11̄0] direction showing
hysteretic dips at low field. Traces have been uniformly shifted for clarity. (b) Longitudinal mag-
netoresistance of the (111) sample, [11̄2] direction showing hysteresis over the full gate voltage
range.

In these samples, the Curie temperature can be estimated from the maximum temperature of

observed hysteresis, though this is a rough estimation. To do this we look to the data taken at

the same time as those presented in Fig. 5.14 for the (001) sample showed that the hysteresis was

suppressed in the transverse by 1 K, and the data from the longitudinal of the (111) superconducting

samples showed hysteresis up to 4 K. If we take those temperatures to be an estimation of the TCurie

, this gives a total exchange energy of 1.38 × 10−23 J, 2.48 × 10−23 J, and 5.66 × 10−23 J for the
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(001), (110), and (111) samples, respectively. Reducing this by the relative magnitudes of the

moments gives values of 4.4 × 10−23 T2/J, 6.4 × 10−24 T2/J, and 1.3 × 10−24 T2/J, which shows

no consistent trend. This could be due to other influences on the exchange energy, such as moment

density or screening effects. Unfortunately, there was not enough experimental data to determine if

the magnetism was itinerant or not, as only Curie temperature per crystal termination and relative

density were obtained between the two data sets.

(a) (001) Normal Sample (30 mK) (b) (001) Normal Sample, 30 mK, Vg = 80V

Figure 5.16: Magnetic field sweep rate dependence of hysteretic peaks, and parallel field
suppression. (a) Magnetic field sweep rate dependence of the peaks in the transverse magnetore-
sistance on the (111), [11̄0] direction, showing increased peak height with increased sweep rate.
(b) Peak suppression in longitudinal magnetoresistance with applied parallel magnetic field, µ0H∥.
Figure (b) were adapted from Krantz et al.164

A more detailed investigation of the field dependence of the hysteretic peaks is shown in Fig.

5.16. Varying the sweep rate of the magnetic field, as shown in Fig. 5.16 (a), reveals an increase

in the peak height and total size with increasing sweep rate, reminiscent of the results reported in

superconducting samples in Manan Mehta’s thesis.133 The peaks are definitely of magnetic origin

though, and can be suppressed with the application of a parallel magnetic field, as shown in Fig.

5.16 (b) for the (001) sample longitudinal MR traces. They also have a very weak dependence on

gate voltage, showing small increases in coercive field with increasing Vg, roughly correlating to
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carrier mobility.

Further investigation of parallel field MR reveals complicated behavior, as shown in Fig. 5.17

for transverse traces. There is a small planar Hall effect for all three samples, though it is difficult

to know if this is simply a result of misalignment with respect to the parallel field, or some intrinsic

effect. Planar Hall effects have been reported in EuO / KTO systems before,19 though the mag-

netism in those systems is primarily in the EuO layer, which is an in plane ferromagnetic below

70 K. Superimposed on this planar Hall background are hysteretic peaks, at different field values

and with different structure than those seen in perpendicular MR. This result suggests that some

part of the magnetic moment is in plane, agreeing with the calculated spin texture of the surface

bands of KTO.32 As before, the [11̄0] sample shows additional structure, potentially reflecting the

anomalous Hall-like offset and background oscillations seen in the traces shown in Fig. 5.13.

Figure 5.17: Transverse magnetoresistance under parallel magnetic field at 30 mK. (a) - (c)
Transverse magnetoresistance traces for the (001), (110) and (110) [11̄0] samples respectively.
The (001) and (110) samples show a small planar Hall effect with central hysteretic peaks for the
(110), while the (110) [11̄0] sample shows stronger behavior and background oscillations. Figure
was adapted from Krantz et al.164

In summary, the local magnetic moments associated with oxygen vacancies order at low tem-

peratures to form a macroscopic magnetism, causing hysteretic peaks at low fields that show up in

both the longitudinal and transverse MR for all samples. The hysteresis caused by this magnetism
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can be tuned with gate voltage, changing the shape and the magnitude of the low field peaks. It is

likely that the same magnetic order also generates the anomalous Hall-like offset in the [11̄0] sam-

ple. The hysteretic peaks themselves persist in the transverse up to 1.7 K and in the longitudinal of

the s.c. samples up to 4 K, though there is additional structure at lower temperatures. In particular,

the [11̄0] sample shows significant background texture that is currently unexplained. This texture

is suppressed around 800 mK, but seems independent of gate voltage tuning. Finally, parallel field

measurements show a weak planar Hall effect for all samples, with hysteretic peaks at low fields,

indicating some in-plane magnetic texture as expected from previous theoretical results.32 The next

section will discuss the effect of this magnetism as it is shown to coexist with superconductivity

for some of the crystal terminations of the s.c. sample set.

5.2 Superconductivity

So far the discussion of experimental results has focused on the qualities of the normal state,

but both the (110) and (111) terminated samples of the sc set did show superconducting transitions

below ≈ 2 K, as their naming convention suggests. The (001) surface did not go superconducting

down to the lowest measurement temperatures, in contrast to the (110) and (111) samples, but in

agreement with historical results.14 All three samples did show signs of magnetism, as revealed by

a survey of gate voltage dependent MR similar to those discussed in the previous sections. Through

the extraction of upper critical field, Hc2, and critical temperature, Tc, we can qualify the nature of

the superconductivity in these samples using the Ginsburg-Landau results discussed in Chapter 3.

This analysis was then extended to include the Halperin-Nelson fit given in Eq. 3.14, characterizing

the shape of the transition and its relevant parameters of Berezinskii–Kosterlitz–Thouless transition

temperature, TBKT , and thermodynamic critical field, Hc. This analysis showed limited results,

likely constrained by disorder and the confounding effect of magnetic order.
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5.2.1 Critical Temperature and Upper Critical Field

For this section on the focus will be on the two superconducting (s.c.) samples, the (110)

and the [11̄0] direction of the (111) (which will be referred to as the (111) samples for simplicity).

The longitudinal MR data of the previous section will be augmented with parallel field MR and

temperature dependence to qualify the superconducting state in terms of the Ginsburg-Landau

theory. To start, the critical temperatures, Tc, of the two samples were extracted from temperature

sweeps shown in Fig. 5.18 (a) and (c) for the (110) and (111) respectively.

The value of Tc were taken to be the point of greatest slope in the transition, which has previ-

ously been shown18 to be a good estimate of Tc. The dependencies of Tc with respect to normal

state carrier concentration is presented in Fig. 5.18 (b) and (d) for the (110) and (111) respectively,

and show a increase of Tc with decreasing Vg for both samples. In contrast to works in the lit-

erature,18,69 the Tc does not scale linearly with carrier concentration, ne, at all over the measured

range. This is another indication that the suppression of the superconducting state in the (111) is

not due to carrier concentration, as there is no dip in Tc right up to the point that it is no longer su-

perconducting. It is possible that the system hosts multicarrier transport, in which case the Tc may

reflect a sub-population of the carrier concentration measured here, and this would be revealed in

higher field tests of longitudinal and transverse magnetoresistance.

With the critical temperature in hand we can move to extract the upper critical field, Hc2. Fig.

5.19 (a) and (c) show the full field traces of MR shown previously in Fig. 5.23 (a) and Fig. 5.24

(a) for the low field (110) and (111) samples, respectively. Hc2 was calculated by fitting a line to

the section of the superconducting transition with the largest rate of rise, similar to the point that

defined Tc above, and finding its intercept with a line defined by the normal state MR at the largest

fields measured. The results of this calculation, plotted as a function of gate voltage, Vg, can be

seen in Fig. 5.19 (b) and (d), and show a mostly linear increase in critical field with decreasing
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(a) (110) Sample (b) (110) Sample

(c) (111) Sample (d) (111) Sample

Figure 5.18: Gate voltage dependence of R(T) traces for the (110) and (111) superconducting
samples measured up to 1.5 K. (a) R(T) traces for the (110) superconducting sample showing
modulation of critical temperature, Tc. (b) Extracted Tc for the (110) plotted as a function of
Vg, color coded by carrier concentration. (c) R(T) traces for the (111) superconducting sample,
[11̄0] direction, also showing modulation of critical temperature, Tc. (d) Extracted Tc for the [11̄0]
plotted as a function of Vg, color coded by carrier concentration.

gate voltage for both samples in the region they are still superconducting.

If the results for the two samples are combined, plotting Hc2 against Tc, as shown in Fig. 5.20,

they collapse onto a single curve. This is unexpected, as there is no intrinsic reason that the curves

from different samples would correlate at all. The result does show is a clear gate voltage depen-

dence for the edge of the psuedo-phase diagram, mapping the upper end of the superconductivity

for these KTO samples. Although the two curves do not produce the same effects at the same gate
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(a) (110) Sample (30 mK) (b) (110) Sample (30 mK)

(c) (111) Sample (30 mK) (d) (111) Sample (30 mK)

Figure 5.19: Gate voltage dependence of perpendicular magnetoresistance for the (110) and
(111) superconducting samples measured at 30 mK. (a) Magnetoresistance traces for the (110)
superconducting sample showing modulation of upper critical field, Hc2. (b) Extracted Hc2 for
the (110) plotted as a function of Vg, color coded by carrier concentration. (c) Magnetoresistance
traces for the (111) superconducting sample, [11̄0] direction, also showing modulation of critical
temperature, Hc2. (d) Extracted Hc2 for the [11̄0] plotted as a function of Vg, color coded by carrier
concentration.

voltage, they do fall on the same curve.

This could simply be a reflection of the scaling of the two terms, as Hc2 ≈ 1/ξ2 and Tc ≈ 1/ξ.

The coherence length, ξ, is very similar for the two samples, as will be shown in the next section,

so the coincidence is not unreasonable. It could also be a consequence of the shared transport

direction; both the (110) and (111) samples have components along the [11̄0] direction, through
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Figure 5.20: Combined critical temperature and upper critical field for both superconduct-
ing samples. Upper critical field, Hc2, plotted as a function of critical temperature, Tc, for each
corresponding gate voltage. The two samples show remarkably similar dependencies.

the (110) is 45o to it due to strange crystal axis misalignment. It could be that this is a preferred

transport direction for these samples, though this hypothesis would need to be tested against more

samples before such a claim is made.

5.2.2 Analytical Characterization of the Superconducting State

Building on the characterization of the previous section, we can apply the Ginsburg-Landau

relations detailed in Chapter 3, to calculate the penetration depth, λeff , and the coherence length,

ξ. Taking the ratio of the two gives κ, the Ginsburg-Landau parameter, which describes system as

either Type-I for λeff < 1√
2

or Type-II for λeff > 1√
2
. The results of these calculations can be seen

in Fig. 5.21.

In STO samples the superfluid density has been shown to be tied to the density of a high mo-

bility carrier population, despite it making up a small percentage of the total carrier concentration

as measured by Hall effect.167 In KTO, the bulk conductivity is suppressed but the same multiband

transport is expected,32,69 and previous works have shown that the superfluid ratio is only a few
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(a) Penetration Depth (b) Coherence Length (c) GL parameter

Figure 5.21: Superconducting parameters from Ginsburg-Landau Theory. (a) Ginsburg-
Landau penetration depth, λeff , reported in units of nm. (b) Ginsburg-Landau coherence , ξ,
also reported in units of nm, showing sharp increases at high gate voltages. (c) Ginsburg-Landau
parameter, κ, showing the films are very much Type-II.

percent of the total two dimensional carrier concentration.69 Using a participation ratio of 2.5%

and an effective mass of m∗ ≃ 0.5m0 from Mallik et al.69 we can estimate the penetration depth,

λeff , for the superfluid in these samples via Eq. 3.1. The result in Fig. 5.21 (a) shows a penetration

depth from 250 to 350 nm for both samples, with the highest calculated value for the (110) sample

at the largest gate voltage. Similarly, from the extracted Hc2 measurements we can calculate the

coherence length, ξ, shown in Fig. 5.21 (b). These calculations show lengths around 20 nm for

most gate voltages, which agree with literature,16 and a growing length up to 160 nm for the (110)

sample at highest gate values, again. Combining the two parameters gives the Ginsburg-Landau

parameter, shown in Fig. 5.21 (c), which is very Type - II and sports a kink in the behavior of the

(110) at Vg = 100 V.

Unfortunately the in-plane (parallel) magnetic field was not large enough for most values of

Vg to measure the critical parallel field, Hc∥, so they will be neglected here. This limits the com-

pletion of the planned analysis, and there is no longer a method for extracting the thickness of the
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superconducting gas given by Eq. 3.7. There is one exception to this, as the Vg = 200 V trace of

the (110) sample had a parallel critical field of ≈ 0.28 T, giving an estimate of the thickness at 25

nm. This is well above the reference values in literature,69 and it is more likely that the sample is

slightly misaligned to the field, or that the magnetism in the samples is suppressing the supercon-

ductivity enough that the effective field is much larger and more perpendicular to the plane than

applied in-plane field. For the rest of the data we can put an upper bound on the thickness of 20 -

100 nm, which is an order of magnitude larger than the literature value69 of 8 nm used in previous

calculations for the normal state. Due to the nature of this system, this analysis is limited in physi-

cal implication, though there are still some interesting observations in the parallel field that will be

discussed later.

(a) Extracted TBKT (b)

Figure 5.22: Results from Halperin-Nelson form. (a) Berezinskii-Kosterlitz-Thouless temper-
ature extracted from R(T ) fits to the Halperin-Nelson formula. (b) Comparison of the reduced
critical temperature, TBKT / TC , shown in • symbols, and the resistance form for two dimensional
superconductivity, (1+ 0.173RN/Rc)

−1, shown in ▲ symbols, for the (110) (red) and (111) (blue)
samples.

Fig. 5.22 (a) show the result of an attempt at the Halperin-Nelson fit, giving values of the

Berezinskii-Kosterlitz-Thouless temperature, TBKT , as a function of gate voltage for the two su-
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perconducting samples. Values of TBKT can be extracted from R(T) curves through the form126(
∂(lnR)
∂T

)(−2/3)

= A(T − TBKT ), for some material parameter A, though the extrapolation did not

produce consistent results. The downturn in the (111) at low gate voltages is associated with the

destruction of the superconducting phase with disorder as discussed before. Fig. 5.22 (b) show

the comparison of the ratio of the Berezinskii-Kosterlitz-Thouless temperature and the critical

temperature extracted above, with a form predicted to hold for two dimensional superconductors,

TBKT/TC = (1 + 0.173RN/Rc)
−1. The deviation of the two sides of the equation would superfi-

cially suggest that the superconductivity is not two dimensional, as the values do not agree well at

all. However, it is more likely that the disorder and intrinsic magnetism in the system are responsi-

ble for difficulty in fitting the Halperin-Nelson formula which impacts the estimation of TBKT and

RN . Indeed, it may be that the disorder broadens the transition enough that the Halperin-Nelson

formula no longer accurately describes the transition, in contrast to results in other KTO systems.66

This also limits the extent of further analysis, as the parameters A and b in the Halperin-Nelson

formula can be related to the vortex energy and phase stiffness of the superfluid, which cannot be

estimated from the presented data.

To summarize, there was difficulty in fitting some analytical expressions to the data, likely due

to disorder and magnetic effects modifying the nature of the transition. Despite this difficulty,

some compelling results were shown which may warrant further investigation. The extracted crit-

ical temperature and upper critical fields were shown to fall on the same curve for both samples

and were definitively not linear in carrier concentration, in contrast to results in the literature.18,69

Ginsburg-Landau penetration depth and coherence length were estimated, the latter agreeing well

with previous reports,69 though an estimation of the superfluid thickness seemed to disagree with

the same previous works, likely due to the magnetism in the system. Fits to the Halperin-Nelson

formula were also inconsistent, possibly due to inhomogeneities in the samples broadening the



146

transition. A detailed investigation of these analytic results would require the fabrication of more

homogeneous samples, or some accounting for the inhomogeneities and magnetism in the system.

It would also be interesting to measure the Tc vs H phase boundary, as the slope of the trace gives

a more accurate estimation of the coherence length, ξ, and may show interesting results.

5.2.3 Coexistence of Superconductivity and Magnetism

The first crystal termination to discuss is the (110), which boasted the highest carrier con-

centrations and mobilities in the normal state. The sample went superconducting upon cooling

with an applied back gate of 100 V, allowing for a MR study of the superconducting state, shown

in Fig. 5.23. At the highest gate voltages the sample is actually not fully superconducting and

instead shows a finite resistance, representing an upper limit to the superconducting gate depen-

dence which has not been reported for KTO samples. The rest of the longitudinal MR shows both a

strengthening of the superconducting state with decreasing gate voltage, and the emergence of hys-

teretic peaks in the superconducting state. These peaks can be seen clearly in the low field traces

shown in Fig. 5.23 (b). This coexistence of superconductivity and magnetism is not unprecedented

in the complex oxides,84 but is a novel observation in KTO. The peaks themselves appear due to

vortex motion instigated by hysteretic magnetic switching under applied field, and the height of

the high field curves reflects the increase in normal state resistance with decreasing gate voltage.

The transverse MR of the (110) shows several features mirroring those seen in the longitudinal

traces. In the superconducting gap the transverse MR is zero for most gate voltages, with the

exception of the emergence of hysteretic peaks from the same magnetism generating peaks in the

longitudinal MR. In the transition edge there are multiple features that could be from different

vortex dynamics, though it is hard to say. For some values of Vg there is additional structure inside

the superconducting valley, at the foot of the transition. This structure is a finite resistance in the
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(a) (110) Sample (30 mK) (b) (110) Sample (30 mK)

(c) (110) Sample (30 mK)

Figure 5.23: Magnetoresistance traces of the (110) superconducting sample measured at 30
mK. (a) Longitudinal magnetorestistance showing gate tuning of the superconducting state, and
magnetism represented in hysteretic peaks in the superconducting state. (b) Small field compo-
nent of the longitudinal magnetoresistance uniformly shifted to highlight the hysteretic peaks. (c)
Transverse magnetoresistance as a function of back gate voltage, shifted for clarity, showing a
symmetric component in the superconducting state superimposed on a normal metal background.

Hall signal that is opposite in sign to the normal state resistance. This effect is replicated in the

temperature dependence, and will be discussed at length later.

A similar set of measurements can be seen for the [11̄0] direction of the (111) sample shown

in Fig. 5.24. Similar to the (110) sample, the longitudinal MR shows both a strengthening of the
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(a) (111) Sample, [11̄0] dir. (30 mK) (b) (111) Sample, [11̄0] dir. (30 mK)

(c) (111) Sample, [11̄0] dir. (30 mK)

Figure 5.24: Magnetoresistance traces of the (111) superconducting sample, [11̄0] direction,
measured at 30 mK. (a) Longitudinal magnetorestistance showing gate tuning of the supercon-
ducting state, and magnetism represented in hysteretic peaks in the superconducting state. (b)
Small field component of the longitudinal magnetoresistance uniformly shifted to highlight the
hysteretic peaks. (c) Transverse magnetoresistance as a function of back gate voltage, uniformly
shifted for clarity, showing a symmetric component in the superconducting state superimposed on
a normal metal background.

superconducting state with decreasing gate voltage, and the emergence of hysteretic peaks in the

superconducting state. As was the case with the (110), the shape of the high field curves reflects the

increase in normal state resistance with decreasing gate voltage Vg. For Vg = -120 V the samples

actually loses its superconductivity, as can be seen in the lifting of the lowest curve in Fig. 5.24
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(a). The carrier concentration at this point is ≈ 5.6 × 1013 e− cm−2, well above the threshold for

hosting superconductivity seen in other works.69 This suggests that the superconducting state in

the (111) is not protected by the areal carrier concentration as shown previously,66 but is instead

suppressed through potentially magnetic scattering at low value of Vg. Scattering in this way

would also account for the finite residual resistance seen inside the superconducting gap of the

(111) sample that increases with field before the suppression of superconductivity.

Interestingly, this suppression of the superconducting state appears to occur at higher Vg for the

transverse. In the superconducting valley the transverse is zero for most gate voltages, again with

the exception of the hysteretic peaks due to vortex motion induced by magnetic switching in the

superconducting state. The breakdown of the zero resistance state appears to occur at Vg = 60V, a

result which will be important for the discussion later. Unlike the (110), there are large, symmetric

dips on either side of the superconducting transition, around 300 to 500 mT, corresponding to

vortex motion, and for some values of Vg, there are again features in the superconducting valley of

the Hall with opposite sign to the vortex motion peaks. The results are remarkably similar to those

shown in the (110), which is a fact which will be explored later.

For both samples the transverse has more features than was initially unexpected, but there is

precedent for many of them. Ma et al.58 showed that the Hall in the superconducting state of

KTO had both this symmetric component due to the shorting of the superconducting leads, and

the normal state Hall effect above the transition. They even showed the emergence of peaks on

either side of the transition but offered no comment on the origin. What is unexpected is the

suppression of superconductivity in the Hall at higher gate voltage values than in the longitudinal,

an observation which changes the interpretation of the superconducting nature in the (111).

For the [11̄2] direction of the (111) sample, superconductivity did not present itself in the longi-

tudinal direction. Fig. 5.25 (a) shows the rather strange traces of the longitudinal MR for the [11̄2].
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(a) (11) Sample, [11̄2] dir. (30 mK) (b) (111) Sample, [11̄2] dir. (30 mK)

Figure 5.25: Magnetoresistance traces of the (111) superconducting sample, [11̄2] direction,
measured at 30 mK. (a) Longitudinal magnetoresistance showing gate tuning of the low field
dip, and emergent hysteresis, but no zero resistance state. (b) Transverse magnetoresistance as a
function of back gate voltage, uniformly shifted for clarity, showing a zero resistance symmetric
component superimposed on a normal metal background.

The sharp drops in the resistance suggest a superconducting transition mirroring the one seen in

the [11̄0], but one that is stopped before realizing the zero resistance state. Once again, the shape

of the high field curves reflects the increase in normal state resistance with decreasing gate voltage

Vg, and there are hysteretic features in the low field traces from macroscopic magnetic order. This

supports the finding that the superconducting state has more than a simple dependence on carrier

concentration as previously reported,18,69 because the differences between the conducting proper-

ties of the two (111) directions were minimal at higher temperatures. In fact, the [11̄2] direction

has a higher carrier concentration at 4 K, but does not show a fully formed superconducting state.

Also unexpected is the transverse MR of the [11̄2] direction, shown in Fig. 5.25 (b). It appears

to match the behavior of the two previous samples, indicating a superconducting transition by the

zero resistance state at low fields. Still present are the hysteretic peak, the background normal

state resistance, and the large, symmetric dips from vortex motion, as seen for the [11̄0] direction.
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All indications from the transverse magnetoresistance suggest that the Hall bar is superconduct-

ing, for a similar range as seen in the [11̄0] direction, but has a large residual resistance in the

superconducting state.

Taken together, the results of the two orthogonal (111) Hall bars suggest striped superconduc-

tivity, with a preferred direction along the [11̄0]. This accounts for the similar range gate voltages

showing superconductivity in the longitudinal [11̄0] and the transverse of the [11̄2], because both

are in the [11̄0] surface crystal direction. The central dips in the longitudinal MR in the [11̄2]

direction could also be explained, as it could be that the longitudinal measurement is made up of

many superconducting strips connected by tunnel processes, resulting in large residual resistances

inside a failed valley. Similarly, the early suppression of the superconducting state in the transverse

of the [11̄0] sample could be from stripes forming across the Hall bar or at the constriction points

of the voltage contacts.

There is precedent for this in other works, as discussed before in Chapter 2. Liu et al.18 showed

striped superconductivity in (111) EuO / KTO which resulted in direction dependent hysteresis

in MR. It was later explained that this striped superconductivity was likely due to a striped mag-

netism,41 resulting from an interaction between the complex spin texture of the (111) KTO surface

and the in-plane ferromagnetism of the EuO capping layer. If the coupling of those two effects is

sufficiently strong, it is plausible that it could break the superconductivity into stripes that are cou-

pled only through tunneling processes. Additional techniques would be needed to test this hypoth-

esis. Probing techniques that can access spatially resolved states, such as microwave impedance

microscopy, magnetic force microscopy, or squid magnetometry would be able to confirm the ex-

istence of this striped state, and should be conducted if possible. Confirmation of the striped state

would be scientifically interesting, as it would suggest that the striped state is intrinsic to the (111)

surface of KTO, potentially due to the strong spin-orbit character and spin texture of the surface.
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5.2.4 Hall Effect in the Superconducting State

What was neglected in the discussion of the last section was an analysis of the Hall effect in

the superconducting state. One would normally expect that a superconductor would have zero Hall

signal in the superconducting state, and this is largely true. The two voltage contacts that define

the transverse voltage measurement are shorted by the superconductor, just as the longitudinal is,

and there is no voltage difference between them. This is not the full picture though, and in the

presence of current flow a finite resistance can be measured. The simplest source of this transverse

voltage is superconducting vortex flow, where vortices experience a force perpendicular to super-

current flow.168 For longitudinal flow, this moves the core to the edge of the material, effectively

transporting a charge along with the motion of the vortex.133,169 Any time there is vortex flow, like

in the event of lattice melting near Tc or at sufficiently large magnetic field near Hc1, there is a

transverse voltage that should be the same sign as the normal state resistance.

This is particularly evident in the symmetric component of the transverse magnetoresistance

for the the (111) sample, [110] direction, which is shown in Fig. 5.26 (b). The large dips on

either side of the superconducting transition for some values of Vg are caused by superconducting

vortex flow as superconducting state is destroyed with increasing field. These dips have the same

sign as the normal state resistance seen at high field, as expected, and after they subside the Hall

resistance returns to that of a normal electron-like metal, for most gate voltages. Inside the gap the

Hall signal is not well behaved though, as it is not uniformly zero as one would expect for the Hall

in the superconducting state. Not only are there the same signatures of hysteretic peaks from the

magnetic order that appeared in the longitudinal magnetoresistance shown in Fig. 5.23 and Fig.

5.24, but there is residual resistance that is tuned by back gate voltage. This can be seen in detail

in the small field data presented in Fig. 5.27. For very few gate voltage values does the Hall signal

actually reach the zero resistance state expected for normal superconductors. Instead, for some
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(a) (110) Sample (30 mK) (b) (111) Sample, [11̄0] dir. (30 mK)

Figure 5.26: Symmetric component of transverse magnetoresistance in the superconducting
state. (a) Symmetric component of transverse magnetoresistance of (110) sample as a function of
back gate voltage, Vg. Traces have been uniformly shifted for clarity. (b) Transverse magnetore-
sistance of the (111) sample, [11̄0] direction, as a function of Vg. Traces have also been uniformly
shifted for clarity. All data were taken at 30 mK.

values of Vg the sign of the residual resistance is opposite that of the normal state at the foot of the

transition, which is not what one would expect if this were from a mechanism of vortex formation

as in the case of the BKT transition. There must be another explanation, and the transverse signals

measured through the superconducting transition will help to elucidate it.

Fig. 5.28 (a) and (b) shows the transverse resistance, RT (T), as a function of temperature and

gate voltage for the (110) sample and the (111) sample, [11̄0] direction, respectively. All data were

taken in the absence of externally applied magnetic field. Both longitudinally superconducting

samples start with transverse resistances of zero below Tc, and transition to a finite RT well above

Tc. There are several notable features of the data which are worth discussing. The first is that for

each value of Vg the normal state transverse resistance reached above Tc is not zero. We would

normally expect a Hall measurement in zero field to be zero, but the annealing curves shown in

Fig. 5.2 demonstrate that this is not the case in these samples. Instead there is a finite transverse
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(a) (110) Sample (30 mK) (b) (111) Sample, [11̄0] dir. (30 mK)

Figure 5.27: Symmetric component of transverse magnetoresistance in the superconducting
state. (a) Symmetric component of transverse magnetoresistance of (110) sample as a function of
back gate voltage, Vg. Traces have been uniformly shifted for clarity. (b) Transverse magnetore-
sistance of the (111) sample, [11̄0] direction, as a function of Vg. All data were taken at 30 mK.

(a) (110) Sample (b) (111) Sample

Figure 5.28: Transverse RT (T) through the superconducting transition. (a) Transverse resis-
tance of the superconducting state of the (110) sample as a function of back gate voltage, Vg. (b)
Transverse resistance of the (111) sample, [11̄0] direction, as a function of Vg. All data was taken
in zero applied magnetic field.

signal, which shows up as the normal state RT in these traces. Similar offsets were removed from

the other Hall measurements for clarity, which is why they were referred to as shifted traces.
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The second notable feature is a dip in RT at and above the superconducting transition coming

from vortex motion as discussed earlier for the transverse magnetoresistance. The important thing

about these peaks is that they extend above Tc. This is an interesting indication of the persistence

of superconducting fluctuations or remnant superconducting regions, similar to those anticipated

by Aslamazov-Larkin type theories.130–132,134

The third notable feature is the emergence of a peak in the signal below Tc with opposite sign to

the normal state resistance. This is a feature reminiscent of the Hall anomaly seen in high temper-

ature superconductors, which was the subject of significant debate in the early 1990s.127 The effect

was suggested to arise from several different physical sources, including vortex pinning,170 quasi-

particle backflow,171 and even anisotropic superconducting behavior in layered superconductors.172

Recently, Zhao et al.173 showed the effect for thin layers of exfoliated Bi2.1Sr1.9CaCu2.0O8+δ for

various applied fields, and concluded that the effect arose from vortex dynamics based on analysis

from a 1995 paper by Feigel’man et al..174 Both above and below Tc the formalism describing

vortex-like dynamics fits the data, supporting the idea that effect stems from a topological contri-

bution to the Hall conductivity due vortex-normal core interactions. Other results, for disordered

superconductors with high transition temperatures like NbN showed175 that the effect is more broad

than to apply to only certain classes of high-Tc superconductors, and it could be that the supercon-

ducting gas in these samples is another case of systems that can show negative flux flow. This can

be verified by monitoring the transverse signal while taking the Tc vs H traces suggested at the

end of the last section, and should also yield interesting results. It should not be hysteretic, but it

should change sign and magnitude with applied field and changing gate voltage.



156

5.2.5 Parallel field Results

While parallel field magnetoresistance was unable to provide critical fields for calculating

thickness a the previous section, the tests did show interesting and unexpected results. Fig. 5.29

shows a series of traces of parallel field magnetoresistance for different gate voltages in the su-

perconducting state for the (a) (110) and (b) (111) samples. The field is not strong enough to

fully suppress the superconductivity below Vg = 200V, but it does reveal large hysteretic peaks and

asymmetries in the direction of applied field. For the (111) sample the longitudinal magnetoresis-

tance is strongly asymmetric and seems to have background oscillations similar to those seen in

the transverse of the normal state samples. At no gate voltages does the parallel field break the

superconductivity in the (111) sample, so the wandering river structure may just be due to vortex

motion, or could be something more exotic. The transverse magnetoresistance is even stranger.

Fig. 5.29 (c) and (d) shows a series of traces of parallel field transverse magnetoresistance

for the (110) and (111) samples, respectively. Both samples seem to reflect the nature of the

longitudinal traces shown in Fig. 5.29 (a) and (b), including the nature of the hysteretic peaks and

the wandering river shape of the (111). Many of the features seen in the longitudinal traces are

reflected in the transverse traces, and both are reminiscent of the background oscillations seen in

the transverse of the normal state (110) Hall trace at mK temperatures. At the time of writing this

does not have an explanation. It could simply be vortex dynamics in the superconducting state, it

could be a spin precession effect, such as Hanle precession, or something else entirely unexpected.

At this point it will be mentioned as a curiosity, and a potential area of investigation for a future

student should they choose to pursue it.

In the normal state, the magnetoresistance traces show strong antisymmetric dips with hys-

teretic loops that are heavily tuned with gate voltage. Fig. 5.30 shows the longitudinal (a) and trans-

verse (b) magnetoresistance of the (001) superconducting sample measured at 30 mK. The data
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(a) (110) Sample (30 mK) (b) (111) Sample, [11̄0] dir. (30 mK)

(c) (110) Sample (30 mK) (d) (111) Sample, [11̄0] dir. (30 mK)

Figure 5.29: Parallel field magnetoresistance in the superconducting states. (a) Longitudi-
nal magnetoresistance of the (110) in parallel applied magnetic field, µ0H∥, for a range of gate
voltages. Data was taken at 30 mK. (b) Longitudinal parallel field magnetoresistance in the super-
conducting state of the (111). (c) Transverse resistance in parallel applied magnetic field, µ0H∥,
for the (110) sample. (d) Transverse parallel field magnetoresistance for the (111) sample. All data
taken at 30 mK.

have a strong antisymmetric dip that looks like the curve you would expect for a spin-valve.176,177

In particular, there is a antisymmetric component that shows up in both longitudinal and transverse

that is tuned with gate voltage just like the results shown by Agarwal et al.176 This is not a spin
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(a) Long. (001) s.c. sample (30 mK) (b) Trans. (001) s.c. sample (30 mK)

Figure 5.30: Parallel field magnetoresistance of the (001). (a) Longitudinal magnetoresistance
for parallel field, µ0H∥, for a range of gate voltages. All data was taken at 30 mK and incrementally
shifted for clarity. (b) Transverse parallel field magnetoresistance for the same data range.

valve system though, and there is no reason for the traces for the (001) to show this behavior, it

should be the most symmetric of any sample. One possibility is that the magnetism is related to the

atomic steps on the surface due to the crystal miscut, shown in Fig. 4.1. If this is the case, there is

an added anistropic component to the transport that is not accounted for in the analysis conducted

here, but could explain the parallel field results and anisotropic conduction.

A similar anistropy is seen in measurements of critical current, shown in Fig. 5.31 for (a) the

trace of the (110) sample with zero applied field, revealing hysteresis in the transition current due to

heating effects and many features in the edge of the transition indicating significant inhomogeneity

in the sample. Fig. 5.31 (b) shows the traces for the same sample but under a persisted parallel

field of ±200 mT. For both fields the critical current was reduced, and there is some asymmetry in

the up-sweep critical current, in particular in the +200 mT data, but this change was inconsistent

over multiple sweeps and there was no definitive evidence of a superconducting diode-like effect.

In contrast for the (110), the data for the (111) show something unexpected. Fig. 5.32 (a)
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(a) (110) Sample (30 mK) (b) (110) Sample (30 mK)

Figure 5.31: Critical current measurements in parallel field for (110) sample. (a) Critical
current measurement showing resistance as a function of dc current. Data was taken at 30 mK. (b)
Critical current measurement under applied parallel field, for +200 mT (red) and -200 mT (black).

(a) (111) Sample, [11̄0] dir. (30 mK) (b) (111) Sample, [11̄0] dir. (30 mK)

Figure 5.32: Critical current measurements in parallel field for (111) sample. (a) Critical
current measurement showing resistance as a function of dc current. Data was taken at 30 mK. (b)
Critical current measurement under applied parallel field, for +200 mT (red) and -200 mT (black).

shows critical current measurements in the absence of applied field, once again indicating hys-

teresis direction and showing numerous features indicating disorder in the sample. The critical

current is larger than in the (110) samples but otherwise the curves are well behaved. Fig. 5.32
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(b) holds the surprising result, showing an increase in critical current under applied parallel field

in one direction, and the expected suppression in the other.

At its face value this asymmetry in field dependence is surprising, especially in the absence

of critical current anisotropy. It could be that the magnetic moments in the sample have some

component that is in plane that somehow couples with the applied parallel field. This would result

in a lower effective field, and could explain the increase in critical current seen in the measurements

presented in Fig. 5.31. Such a signature did not appear in other measurements though, at least not

on the (111) samples, so there is no definitive answer pending further testing. Once again it may

be good to look at low temperature scanning probe techniques to try and qualify the nature of the

magnetism in the samples, as this would shed light on the strange parallel field results. Until then it

will remain an oddity, an unexplained piece of the transport data that awaits further investigation.

5.3 Measuring the Quantum Nonlinear Hall Effect

As discussed in Chapter 4, the quantum nonlinear Hall effect (QNLHE) has recently emerged

as a powerful tool for directly measuring the Berry curvature dipole. The dipole exists only in

materials with sufficiently low symmetry, and anything more than a single mirror line in a two

dimensional conductor should suppress the effect.95 Because of this, several methods96,104,105 for

breaking additional symmetries have been employed with success in materials with large Berry

curvature, like WTe2. Here, we apply the same scheme as Ye et al.,105 modifying the measurement

through the application of an in-plane electric field along the transverse direction. Each of the three

crystal terminations show second harmonic signals that respond to this transverse field, applied as

in the schematic representation shown in Fig. 4.5, though the results are not fully explained by

theory, and often contradict the predictions of Sodemann and Fu.95

To start the investigation of the QNLHE, we first checked the responses of the longitudinal
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Figure 5.33: Longitudinal 1ω and 2ω voltage signals in response to ac drive, Iω, as a function
of VBg. Longitudinal 1ω voltages for the (a) (001), (b) (110), and (c) (111) samples. All data taken
at 4 K and IDC = 1 µA. The corresponding longitudinal 2ω signals for the (d) (001), (e) (110), and
(f) (111) samples.

resistance to an alternating current drive, Iω. Fig. 5.33 (a - c) show the results of this test, the first

harmonic voltage response, V 1ω
L , to the ac driving current for the (001), (110), and (111) samples.

All data were taken at 4 K, well above the superconducting transition, and with a fixed transverse

dc current of IDC = 1 µA as the back gate voltage was varied. Here, the (111) sample is the [11̄0]

direction, but will be referred to as just the (111) for simplicity. The range of the reported values

was restricted simply by the magnitude of the response. The samples are very resistive, especially

at lower values of VBg, so a 50 µA drive produces substantial voltages across the sample. This

limited the longitudinal data in particular, but had the bonus effect of avoiding many of the poor

sample behaviors caused by large out-of-phase components seen at negative gate voltage in Fig.

5.1 and Fig. 5.2.
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The slope of the first harmonic response is predominantly linear, which is to be expected for a

well thermalized conductor, and the differential resistance values agree reasonably well with those

observed in annealing curves like those shown in Fig. 5.1. There are some discrepancies on the

exact resistance from annealing tests and those extracted from the differential resistance, but this

is unsurprising given the long term drift in the resistance of the samples upon repeated sweeps to

low gate voltages, and the nonlinear response of the samples to a longitudinal dc current drive.

Figure 5.34: Longitudinal 1ω and 2ω voltage signals in response to a Iω drive, as a function of
IDC . Longitudinal 1ω voltages for the (a) (001), (b) (110), and (c) (111) samples. All data taken at
4 K and VBg = 140 V. The corresponding longitudinal 2ω signals for the (d) (001), (e) (110), and
(f) (111) samples.

The second harmonic voltage response, V 2ω
L , is shown in Fig. 5.33 (d - f), and is substantially

smaller in magnitude. This is to be expected, as the second harmonic should simply be the deriva-

tive of the first harmonic response with respect to drive current. The magnitude of the signal should

also scale with the resistance of the first harmonic, creating the fan of larger responses for lower
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gate voltages. These effects are expected, but there are obvious deviations from this behavior. The

variation with IDC is shown in Fig. 5.34, and produces little change in the V 1ω
L for any of the three

samples shown in (a - c). This is good, as we don’t expect that a transverse field should impact the

longitudinal resistance substantially. The second harmonic response, V 2ω
L , shown in (d - f) is sim-

ilarly unaffected by the transverse IDC drive, in agreement with theory and previous works.104,105

One unexpected result is the emergence of oscillations at low current drives in the second harmonic

response which do not agree with features in the first harmonic. These data, shown in Fig. 5.35, are

averaged over several sweeps, both increasing and decreasing the magnitude of Iω, so it is unlikely

that these are experimental artifacts such as ringing effects.

(a) (001) Sample (4 K) (b) (110) Sample (4 K) (c) (111) Sample (4 K)

Figure 5.35: Small Iω drive for the 2ω voltage signals at fixed VBg. Low ac drive data for the
(001), (110), and (111) samples in (a - c), respectively. The data were taken at Vg = 80 V, and show
the similar oscillations for each crystal direction.

Now that the longitudinal has been checked, we can turn our attention to the transverse re-

sponse. Fig. 5.36 shows the first harmonic response V 1ω
T (a - c) and second harmonic response

V 2ω
T (d - f) transverse responses for the (001), (110), and (111) samples, respectively. The V 1ω

T

show the same scaling with transverse resistance as was discussed for the longitudinal data, but are

not all curves are positive in slope. The sign of the signals change between samples, reflecting the

sign of the resistance between Hall probes, but lacking any systematic dependence on experimental
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considerations. Care was taken to account for possible sources of transverse signal such as probe

misalignment, as were discussed in detail in Chapter 4, so they are unlikely to be responsible for

the observed signal.

Figure 5.36: Transverse 1ω and 2ω voltage signals in response to a Iω drive, as a function of
IDC . Transverse 1ω voltages for the (a) (001), (b) (110), and (c) (111) samples. All data taken at
4 K and VBg = 140 V. The corresponding transverse 2ω signals for the (d) (001), (e) (110), and (f)
(111) samples.

Another deviation is the shape of the V 1ω
T , which should be linear and is not, especially in the

(111) which shows added curvature at low values of Iω. This change of slope does not seem to be

reflected in the second harmonic signals, which mostly show the expected I2ω dependence predicted

for the QNLHE. The response is smallest in the (001) and larger in the (110). Unexpectedly, the

magnitude of the response is far larger in the (111), and does not follow the expected I2ω dependence

at all. All of the data shown in Fig. 5.36 are taken for IDC = 1 µA, as with the longitudinal data,
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and each of the V 2ω
T show a sizable response that is modified with VBg as expected. What is not

expected is the sign of the response, which once again seems to change with no clear dependence

on external parameters or the sign of the V 1ω
T .

There is also no explanation for the added features in the (111) sample, in particular the peak

that appears at different values of Iω for different gate voltages, and punctuates a clear deviation

from the expected I2ω dependence predicted for the QNLHE. This deviation can be seen clearly in

Fig. 5.37, which shows the data for fixed VBg = 140 V and the full range of IDC . The V 1ω
T shows a

weak dependence on IDC , potentially reflecting a change in resistance along the current path, but is

otherwise unaffected by the transverse current. The V 2ω
T is modified strongly by IDC , as expected,

and even changes sign for the (001) sample.

The V 2ω
T dependence of the (001) sample, shown in Fig. 5.37 (d), behaves exactly how we

would expect this measurement to work. The (001) surface has C4 symmetry, as discussed in

Chapter 3, and applying the in-plane field breaks this symmetry, leaving the single mirror line and

a clean I2ω dependence as predicted by Sodemann and Fu. Even the deviation from zero for the IDC

= 0 trace could be explained by the crystal miscut or some small deviations in lithography. This

is a good indication of the validity of this measurement and the magnitude reflects the small Berry

curvature dipole potential due to minimal spin-orbit coupling on the (001) surface.

The other two signals are not as well behaved. The (110) sample shown in Fig. 5.37 (e) does

appear to be modulated by IDC , and does have a nice I2ω dependence. The fact that it does not

go through zero for IDC = 0 µA could be due to the existence of a large Berry curvature dipole

native to the surface, which was shown in Fig. 3.10. The combination of 2-fold C2 symmetry

and anisotropic spin-orbit interactions combine to create a Berry curvature dipole along the [11̄0]

direction, which would give a transverse response like this. Additional symmetry breaking from the

driving current is expected to modulate the response, and it does, but not monotonically. Indeed,
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Figure 5.37: Transverse 1ω and 2ω voltage signals in response to a Iω drive, as a function of
IDC . Transverse 1ω voltages for the (a) (001), (b) (110), and (c) (111) samples. All data taken at
4 K and VBg = 140 V. The corresponding transverse 2ω signals for the (d) (001), (e) (110), and (f)
(111) samples.

the IDC response of the (110) sample is not monotonic in IDC , a fact reflected in the ordering of

the curves in Fig. 5.37 (e). It is not clear why this happens, and it is a deviation from the theory,

despite the surface having the best chance of natively hosting the QNLHE response.

The (111), shown in Fig. 5.37 (f) does not agree with theory at all. For low Iω it may have the

expected I2ω dependence, but that it is quickly collapsed into a large linear response up to Iω = 20

µA. At this point there is a cusp and a further fanning that is sub Iω in scaling. This, coupled with

the magnitude of the response, mark strong deviations from the expectations of the QNLHE, and

suggest that another mechanism is responsible for the sizable and feature rich signal seen in the

traces. This is all in a sample that, by symmetry considerations, should not have a QNLHE signal
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at all. The C6 (C3 effectively) symmetry shown in Fig. 3.11 should not host a Berry curvature

dipole in any direction, though it may do so under applied IDC . None of the traces for the (111)

cross zero except at very low values of Iω, a strong deviation from prediction.

Both the (110) and (111) seem to deviate from the theoretical predictions of the QNLHE, in

both the shape of the response and the ordering of the dependence on IDC . One possible reason for

this is simply a matter of competing phenomenon. The (111) sample was shown to have magnetic

ordering in the magnetoresistance traces taken at 4 K, the same temperature as these QNLHE

measurements. In the presence of time reversal symmetry breaking processes, the signal of the

QNLHE has other contributions from other sources, which could potentially explain the data.

Additionally, the theory of Sodemann and Fu assumes the limit of a probing field, here supplied

by Iω, which is too small to disrupt the Fermi surface or modify the Berry curvature. The effective

fields use in this study were more than an order of magnitude higher than those used in comparable

studies in thin films,104,105 due largely to the scale and resistance of the samples. It could be that

the interactions of this large field with the Berry curvature result in other, larger effects seen in the

V2ω
T . There is precedent for this in the work of Dzaber et al.113 who showed the emergence of the

QNLHE in both the V2ω
T and V1ω

T signals of a dilute Kondo semimetal, Ce3Bi4Pd3. The explanation

proposed in that work was that the measurement quickly left the probing field limit, resulting in

a large response in both harmonics. This could certainly be the case for different materials, in

particular when there is an emergent magnetic order, or dilute magnetic moments as is the case in

these KTO samples.

At the time of writing there is no good theory that fully describes the results shown on KTO.

This could be due to compounding effects of the other physical phenomena like magnetism in the

samples, or it could be due to the limitations of the assumptions of the theory of Sodemann and Fu.

To correct for this, measurements should be reproduced above the temperatures where compound-
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ing effects take hold, and smaller samples should be made to allow for a more delicate probing

of the effect. Additionally, it may be useful to track the scattering scaling as was done for WTe2

by Kang et al.104 Either way, the takeaway is the same as discussed previously in Chapter 2, that

simply measuring a QNLHE signal is insufficient so claim a Berry curvature dipole effect. Even

the first paper96 on the observation of the QNLHE used corroborating measurements to support the

claim of Berry curvature dipole reconstruction. Such caution should be taken in any measurement

that deviates strongly from established results.

Despite the deviation, it does appear that a QNLHE signal can be realized in KTO samples

given the correct experimental design. The (001) sample behaved quite well, obeying the symmetry

constraints and showing signals comparable to those seen in literature.96,105 A careful analysis of

the deviation from experiment have yielded interesting points of inquiry that would benefit greatly

from more theoretical support. In particular, the large signals in the (111) may need more testing

to disentangle secondary effects, but may provide a fruitful platform for further study. The (110)

surface also holds promise, in particular due to its native Berry curvature dipole, which can be

addressed in other ways to test the interaction between its magnetism and or superconductivity. If it

could be established that the features in the (111) did in fact come from magnetic moments, it may

be that the QNLHE is a secondary, purely electronic, probe for emergent magnetic order in samples

such as these. This would be easy enough to test on the (110), which should have a magnetic

ordering transition below 4 K. In any case, there are many potential experiments to perform using

the QNLHE as a probe, and careful control may yield the original idea of reconstructing the Berry

curvature from experimental observation.
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CHAPTER 6

THESIS CONCLUSION AND FUTURE DIRECTIONS

6.1 Summary of Thesis Work

To summarize the works presented in this thesis, we first reflect on the nature of the project.

This was a largely exploratory work, testing a novel fabrication technique and adjusting expecta-

tions as new results were measured. Because of this a large amount of data was not included in this

work, but may be useful as a basis for future studies. There were many novelties introduced in the

work of the manuscript, representing improvements to material properties shown in literature, or

showing novel phenomena for the KTO system. An effort to understand and explain these results

followed, with limitations due to experimental constraints or simply time. Despite this, the system

proved to be a fruitful test bed, and should be the subject of further study.

The work started with a discussion of the fabrication steps necessary to create conducting gases

at the KTO interface. We used a modification of a little-used technique of aluminum deposition to

generate a conducting gas on the surface hosted by oxygen vacancies. The process was improved

between generations of samples, and suggestions for further improvement are included in Chapter

4. With the improvements, the two dimensional gases were shown to be electron-like conductors

through annealing curves and Hall measurements in the normal state. The testing revealed that the

devices hosted carrier concentrations higher than those seen in literature for similar devices, with

concentrations as high as 1.4 × 1014 (e− / cm2) for the (110) and (111) superconducting samples.

Carrier mobilities were also improvements over literature results, with over 1100 cm2 V−1 s−1

at the highest gate voltages in the (110) superconducting sample. All of the carrier behavior was
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shown to be readily tuned with gate voltage, and revealed several Lifshitz transitions in the samples

shown by peaks in carrier concentrations as a function of applied Vg. These results are novel for

KTO systems, and should be published.

Further investigation of the normal state magnetoresistance revealed the emergence of mag-

netism, shown in hysteretic features in the 30 mK longitudinal and transverse traces of the normal

sample set. This magnetism was shown to be suppressed with parallel field, tuned with gate volt-

age, and was only present below 1.7 K in the normal samples. In the superconducting samples the

(111) direction showed hysteresis up to 4 K in longitudinal magnetoresistance traces, once again

representing a novel result. This magnetism was further shown to coexist with the superconductiv-

ity hosted on the (110) and (111) superconducting samples, shown as peaks in the zero resistance

state arising from vortex motion in response to the magnetic switching.

A characterization of the superconducting state followed, showing not only the coexistence

with magnetism mentioned above, but a novel dependence on gate voltage. The (110) sample could

be gated out of superconductivity with increasing Vg, and the (111) sample showed a suppression

of the superconducting state with increasing Vg, a sharp departure from the literature expectation

of a linear modulation of both the carrier concentration and the superconducting Tc with increas-

ing Vg. This upper limit to the superconductivity is novel, as is the observation of suppressed

superconductivity in the (111) and the relation to the possible observation of a striped phase re-

sulting in directional superconductivity in the (111) sample, [11̄0] direction. Analytic analysis of

the superconducting state revealed strange dependences for both Tc as mentioned, but also Hc2,

and a comparison of the relation between these two values as a function of gate voltage revealed a

surprising agreement between the two surfaces. Further analysis estimated the penetration depth,

coherence length, and GL κ for the samples, in agreement with references in literature. The films

are very much Type-II, as expected, and the value of κ was shown to vary by nearly an order of
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magnitude with Vg, with κ lowest for the highest gate voltage values.

An extension of the analysis to the Halperin-Nelson forms proved difficult. Fits to the edges of

the superconducting transition were not good, but did allow for an estimation of TBKT and a com-

parison of the two-dimensionalness of the superconductivity, which was also poor. A combination

of the intrinsic magnetism and the disorder in the samples combined to broaden the transitions

and make the assumptions of the Halperin-Nelson form questionable. This inhomogeneity was

also on display in critical current and parallel field measurements. Parallel field magnetoresistance

showed strange, spin-valve like behavior in the normal state and wandering river like asymmetric

traces in the superconducting state. Critical current measurements revealed much inhomogeneity,

and showed an enhancement of Ic under parallel field for the (111) superconducting state, but only

in one direction. These results are also novel, but lack sufficient experimental evidence to make

conclusive statements about the nature of the underlying physics.

Finally, an investigation of the quantum nonlinear Hall effect showed promising results that

also do not agree with established theory. The measurement scheme adopted from Ye et al. proved

effective, yielding good results for the (001) and (110), but the (111) deviated strongly from expec-

tation. Additionally, there were several features of the measurements that could not be accounted

for in normal theory, and may be a result of competing physical phenomena in the samples, includ-

ing magnetism. Further investigation is necessary to reach the goal of the measurements, which

sought to reconstruct the Berry curvature dipole as a function of gate voltage, but some of the

results are in the process of being written up for publication.

In total, there were many novel results, and the work largely will serve as a foundation for

future studies. Many of the results do stand alone, and will be published after the time of writ-

ing. Additionally, based on the analysis completed there are several suggestions for future works

presented in the next section.
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6.2 Future Work

Because the nature of this work was largely exploratory, measurements focused on character-

izing the AlOx / KTO system as thoroughly as reasonably possible. As a result was only able to

expand testing for certain results like for the quantum nonlinear Hall effect. Part of this limit was

time, part of it was sample design, and part was limited by the novelty of the preliminary results

obtained and the limit of our understanding of them at the time. As a result, there are many ideas of

experiments to try on these samples should future students take an interest, and some of the more

serious designs are detailed here.

6.2.1 Critical Temperature vs Field

The first suggested experiment is relatively simple to perform, and has many potentially inter-

esting results based on measurements already performed. Using a PID technique to bias the sample

at a midpoint of the transition, trace out the temperature dependence of the critical field, Hc. This

technique is discussed in detail in Manan Mehta’s thesis,133 and is the same used in Kevin Ryan’s

recent paper.178 It uses a bridge to track changes in resistance in the superconducting transition,

using it as the error signal to run a PID that keeps the sample in the transition as the magnetic

field is swept. The result is a trace of the phase boundary of the superconducting state in the Tc

vs H phase space, a more complete way of characterizing the information contained in R(T ) and

magnetoresistance traces taken here.

The measurement would look for a number of things, most fundamentally the shape of the

superconducting phase boundary which should be linear in perpendicular field for normal super-

conductors in the absence of more exotic forms of order. I expect that there will be hysteresis in the

shape of the curve similar to what was shown in STO systems84, and this would be further proof



173

of magnetic order coexisting with the superconductivity. Measuring this as a function of back gate

voltage would create an information dense map of the relative strength of the magnetisation for dif-

ferent superfluid densities, potentially illuminating the nature of the superconducting and magnetic

contributions to the conduction. This procedure can be completed for parallel field as well, and the

derivative of the curves would give information about the effective coherence length and superfluid

thickness for the perpendicular and parallel field traces respectively.178 Additional measurements

at various points on the transition curve could be completed should compelling results show for

the first test, since transition shape changes dramatically with gate voltage.

Simultaneously, a measurement of the transverse signal should be taken while performing the

same tests detailed above. This would be looking for the magnitude and sign of the Hall signal

as a function of field and back gate voltage. I strongly suspect that the resulting signal will be

non-trivial and show strong variation with gate voltage and bias point in the transition. More work

would need to be done to understand the nature of this effect, but there is a large body of work

to pull from as discussed in Chapter 5. It may be that the signal is related to the magnetism in

the conducting layer, in which case the Hall would be most pronounced at low fields and should

also show hysteresis. In either case, KTO should be an ideal system to study the Hall sign change

problem which has only briefly been explored outside of high Tc superconductors.

The challenge of this technique will be capturing all of the compounding effects in these sam-

ples. Unlike with many other superconductors, the resistance of the samples changes dramatically

with back gate and applied field, which means biasing at a fixed percentage of the transition will be

difficult or impossible. On the other hand, the large resistance range and wealth of potential effects

lends itself well to the technique, and the newly revived Janus probe would be ideal for measuring

the temperature ranges of the transition observed in this work.
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6.2.2 Mesoscopic Samples

One of the advantages of using amorphous aluminum oxide as a top layer for the conducting

heterostructure is that it can be readily adapted to much smaller devices than traditional etching

techniques for STO heterostructures. This unlocks a number of interesting experimental possibil-

ities, made possible by a combination of conducting discharge layer that I adapted for the use on

STO systems, and the chemical etching process for AlOx using MF-319. These technical tools will

allow for mesoscopic devices with feature sizes of 1 µm or less, wedding this complex oxide plat-

form to the other techniques of the Mesoscopic Physics Lab. The breadth of experimental design

would widen significantly, and a few suggestions for starting experiments are listed below.

The most obvious improvement would be a simple extensions of the Hall bar geometry to

sub-micron size scales. This dimensional reduction would allow for an investigation of potential

physics like Spin Hall Effect, quantum Hall effect, or non-reciprocal transport. Similar works were

completed on STO based systems but the application to mesoscopic KTO samples is very limited.

It would also allow for a more detailed investigation of crystalline anisotropy, particularly in the

superconducting state on the (111) terminated samples. These measurements be made possible by

the scale of the sample and by improved homogeneity, as suggested in the experiment section of

Chapter 4. In particular, improvements to fabrication techniques may allow for further improve-

ment in the carrier concentration on the (001), which may allow for gating into the superconducting

state, an observation that has not been replicated since the first discovery using ionic liquid gel.14

The same mesoscopic fabrication techniques could easily be adapted to other experimental

configurations. The Little-Parks effect could be investigated, probing changes in resistance due to

flux quanta trapped in a superconducting ring kept at the foot of the transition. This would probe

the pairing of the superconductivity hosted at the interface, and may be surprisingly non-trivial

due to the compounding effects of the intrinsic magnetism. Similar interference experiments could
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make use of asymmetric Little-Parks rings, or asymmetric SQUIDs, both of which would probe

the superconducting pairing in comparison to a second superconducting arm. Even simple planar

tunnel junctions would be interesting, making use of the thin AlOx overlayer to make a normal

metal, superconducting, or magnetic tunnel contact onto the Hall bar to probe density of states,

superconducting gap, or spin polarization of the 2DEG. The possibilities are numerous, and are

limited only by priority and a few remaining technical hurdles.

6.2.3 Thin Film Heterostructures

A potential future project would look at the interactions between the AlOx / KTO conducting

gas and van der Waals thin films with various properties. Once again taking advantage of the

thickness of the AlOx overlayer, thin films with interesting magnetic or electronic order can be

stamped on top of existing conducting structures or built into them. The flexibility of fabrication

combines well with the ease of optical identification of thin films on KTO substrates, opening a

whole realm of possible experiments. In particular, it would be interesting to see the interplay with

other gate-dependent superconducting materials like MoS2, both for use in mesoscopic devices

suggested above and for planar heterostructures. Even if the KTO is only used as a platform for

heterostructure construction, the consistency of the surface, the strong spin orbit effect, and the

ease of fabrication would make it a compelling playground for more advanced device fabrication.

There are already many examples of experiments conducted on STO substrates to use as a

starting point, and much of the technical barrier for device fabrication has been lifted with ad-

vancements in our groups fabrication processes. Combining these improvements with the technical

fabrication advances for KTO described here and the availability of the new Tescan SEM should

allow for creative control over sample design, should future students be interested.
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APPENDIX A

CRYSTAL DIRECTORY AND ORIENTATION

Below are summary tables of the six measured samples and the crystalline orientation. A

sample is said to be described by the crystal direction of it principle axis, or alternatively the plane

of the surface. A cubic crystal with principle axis along the [110] direction can also be described

as terminated by the (110) plane, which is the normal nomenclature for this work. Such a crystal

would have sets of perpendicular vectors on the surface, in the (110) plane. Those surface vectors

describe the directions of the driving current of the the perpendicular Hall bars fabricated on the

surface. If those surface vectors are aligned with the other axes of the crystal, they are most simply

broken down into the [001] direction and [11̄0] directions for the long and short directions of the

cut respectively. Similarly, all (001) crystals have [001] surface orientations, or more correctly,

one of the <001> group of surface orientations. For the case of the (111) the two oriented surface

directions are [11̄0] and [11̄2]. [11̄2] is the direction aligned to the points of the Laue triangle,

[11̄0] is perpendicular to that.

Table A.1 contains the crystal orientations for the normal metal samples, including relative

Table A.1: Crystal orientation for the normal metal samples, as determined by Laue diffrac-
tion. Sample name and crystal orientation are described, as are an estimate of the angle between
the current and the in plane field. Also included are wiring pin-outs for ease of reference.

Sample Orientation H∥ Angle (θ) Current Contacts Voltage Probes
(001) [001] 0 (7,3g) (1,2),(6,4)
(110) [001] 180 (9,15g) (11,12), (10,14)
(110) (1) [11̄0] 180 (23,19g) (17,18), (22,20)
(110) (2) [11̄2] -90 (31,26g) (24,–), (28,27)
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Table A.2: Crystal orientation for the superconducting samples, as determined by Laue
diffraction. Sample name and crystal orientation are described, as are an estimate of the angle
between the current and the in plane field. Also included are wiring pin-outs for ease of reference.

Sample Orientation H∥ Angle (θ) Current Contacts Voltage Probes
(001) [001] 0 (1,4g) (2,3), (6,5)
(110) [11

√
2] 90 (7,3g) (8,12), (15,14)

(111) (1) [11̄0] 0 (16,19g) (17,18), (–,21)
(111) (2) [11̄2] -90 (22,26g) (23,24), (28,27)

Figure A.1: Standard Hall bar layout and lead labeling. Standard Hall orientation used for each
of the samples in the manuscript. 1 and 4 are current probes, while 2, 3, 5, and 6 are voltage
probes. The pairs of (2, 3) and (5, 6) measure longitudinal resistances while pairs of (2, 6) and (3,
5) measure transverse resistances.

orientation to parallel-to-surface magnetic field. The (111) normal metal sample turned out to be

(110), a mistake by the manufacturer in the wake of the pandemic. This was discovered by Laue

well after the fact. Similarly, it was found that the (110) superconducting sample was aligned to

the corners of the samples instead of the edges, so the effective crystal orientation is a mix of

[001] and [11̄0], something close to [11
√
2]. Table A.2 contains the crystal orientations for the

superconducting samples, including relative orientation to parallel-to-surface magnetic field. The

wirebonding orientation are described in Fig. A.1, and was kept the same for all of the samples.

The pin numbers of the wirebonding layouts for samples are also included in Tables A.1 and A.2

for the current and voltage leads as described by Fig. A.1.
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APPENDIX B

ADDITIONAL MAGNETORESISTANCE SETS

Sets of perpendicular field magnetoresistance (MR) traces to ±1.1 T were taken at several

fixed temperatures to extract information about the carrier behavior. Both the longitudinal and

transverse MR were measured as a function of applied back gate voltage, revealing dependences

on the carrier concentration and other parameters. The longitudinal MR is shown in Fig. B.1 for

the normal samples and Fig. B.2 for the s.c. samples as percent MR, %MR = R(H⊥)−R(H⊥=0)
R(H⊥=0)

for

applied perpendicular magnetic field, H⊥. All fields in this Appendix will drop the (⊥) subscript

and simply be referred to as the applied magnetic field, H . Additionally, the presented longitudinal

data were produced by following the drift correction procedure outlined in Chapter 4, with larger

drifts and increased noise observed for lower values of applied back gate voltage, Vg.

The data show several prominent features including the low field dip sharpened for all sample

with increasing Vg. This dip was first interpreted to be caused by weak anti-localization, but the

scaling does not agree with this interpretation. Change in magnetoresistance due to weak localiza-

tion is proportional to the sheet resistance divided by the resistance quantum, ∆R
R
∝ Rsq

π(h/e2)
. For

low gate voltages and high Rsq. this relation could produce the %MR seen in Fig. B.1, but the dips

seen at low Rsq. are many times too big to be solely from weak antilocalization. Thus, the feature

will simply be referred to as the low field dip. In addition to this dip, the traces show a modulation

of the shape of the higher field MR, indicating a tuning of spin-orbit interaction strength. Both the

gate voltage tuning of the low field dip, and the tuning of the spin orbit interactions are expected in

these samples, and agree with previous works.13,56,139,179 Fig. B.1 (a) shows the data for the (001)

sample measured at 5 K, which had the least tuning, with almost no change to the 0.50 % MR over
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(a) (001) Normal Sample (5 K) (b) (110) Normal Sample, [001] direction (5 K)

(c) (110) Normal Sample, [11̄0] direction (5 K)

Figure B.1: Gate voltage dependence of longitudinal magnetoresistance for normal samples.
(a) - (c) Magnetoresistance traces of the (001), (110), and (110) [11̄0] samples respectively. The
curves have been incrementally shifted for clarity.

the full measurement range, and only a minimal sharpening of the low field dip with increased Vg.

In contrast, the (110) samples shown in Fig. B.1 (b) and (c) boasted significantly larger changes

in MR with maximal values of 2.5 % at Vg = 50 V reducing to ≈ 0.5 % at Vg = 50 V. Both the

samples also showed spin-orbit tuning, evident in the crossing of traces as Vg is increased. Traces

for both samples become more noisy at low Vg, stemming from large resistances and increased

drift. Despite this, it appears that the sharpness of the low field dip is most prominent in the [11̄0]

direction of the (110), but the edge of the dip is roughly the same field for each sample, indicating

that the phase coherence length is similar for all samples.
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(a) (001) Sample (4 K) (b) (110) Sample (4 K)

(c) (111) Sample, [11̄0] direction (4 K) (d) (111) Sample, [11̄2] direction (4 K)

Figure B.2: Gate voltage dependence of longitudinal magnetoresistance for superconducting
samples. (a) - (d) Magnetoresistance traces of the (001), (110), (111) [11̄0], and (111) [11̄2]
samples respectively. The curves have been incrementally shifted for clarity. Tuning of spin orbit
interactions are apparent for the (110) and (111) samples in the shape of the high field curves. The
traces for the (111) Hall bars show the onset of hysteretic dips due to magnetic order, even at 4 K.

Comparatively, the longitudinal MR of the s.c. samples shown in Fig. B.2 have greater varia-

tion with gate voltage and crystal direction. The (001) sample in Fig. B.2 (a) was once again the

least tunable, showing sharpening of the low field dip with increasing Vg, and a maximal change

of only 1.25 % MR at Vg = -200 V. The shape of the higher field curves also showed only minimal

change with Vg, agreeing with the expectation that the (001) has weaker spin-orbit character. In

general, it may be interesting to measure these samples to a higher field, looking for negative MR

or to allow for an analytical fit in manner of previous works.56
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The (110) s.c. sample in Fig. B.2 (b) showed a more pronounced sharpening of the low

field dip with increasing gate voltage, and an interesting dependence in the higher field spin-orbit

interactions. The slopes of the traces at higher fields vary non-monotonically with gate voltage,

with a maximal values at low Vg of nearly 3.3 % MR. The changes of the slope at higher field do

not directly correspond to the changes in carrier concentration, discussed in Chapter 5, but seem to

correlate to it loosely.

The two surface directions of the (111) sample are shown in Fig. B.2 (c – d), for the [11̄0]

direction in (c) and for the [11̄2] direction in (d). The data show substantial, non-monotonic tuning

of both the depth of the low field dip and the shape of the higher field curves. Both trends seems to

reflect the changes in carrier concentration, as was suspected for the (110) sample. Both samples

have maximum change in MR for Vg near 0 V, with 3.8 % and 2.8 % for the [11̄0] and [11̄2]

directions respectively. The shape of the low field dip is also strongly dependent on Vg and is

nearly extinguished for low values of Vg in contrast to the other samples. Both of the samples

also show signs of hysteretic dips in resistance at around ±60 mT, indicating the emergence of

magnetic order in the samples. These dips appear only at low values of Vg for the [11̄0] but across

all values for the [11̄2], which is somewhat puzzling. This emergent magnetism will be discussed

in detail later, but this is the highest temperature at which the effect manifests, and this work is the

first time such a signature has been observed in nominally non-magnetic samples.

Fig. B.3 show the Hall traces of the normal sample set taken at 5 K, measured simultaneously

with the longitudinal data shown in Fig. B.1. The Hall are well behaved for the largest values of Vg

and start to show emergent symmetric contributions at low values of Vg. The slope represents nor-

mal electron-like conduction, and fits to the data were used to calculate the carrier concentrations

showed in Chapter 5.
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(a) (001) Sample (b) (110) Sample, [001] direction

(c) (110) Sample, [11̄0] direction

Figure B.3: Gate voltage dependence of transverse magnetoresistance for normal samples at
5 K. (a) - (c) Transverse magnetoresistance traces of the (001) sample, the (110) sample, and the
(110) sample, [11̄0] direction, respectively. The curves have been incrementally shifted for clarity.
Increased noise and an emergent symmetric curvature arise for low values of Vg.

B.1 Magnetoresistance of the (001) Superconducting Sample

To complement the normal state traces of the previous section, we consider the longitudinal

magnetoresistance (MR) of the (001) s.c. sample, which did not show a superconducting transition

down to 25 mK. The longitudinal %MR and transverse MR measured at 30 mK are shown in

Fig. B.4 (a) and (b), respectively. Both the longitudinal and transverse show hysteretic peaks from

macroscopic magnetic order, in agreement with the results of the normal samples. The longitudinal

MR shows tuning of the spin-orbit interactions evident in the change of high field MR, and a sharp
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dip in resistance at low fields. The Hall signals agree with those measured at higher temperatures,

indicating that the carrier concentrations did not change substantially over the temperature range,

as expected. In all, the (001) did not show significant change from the previous set, but still serves

as a foil to the change in behavior for the (110) and (111) samples.

(a) (001) Normal Sample (30 mK) (b) (001) Normal Sample (30 mK)

Figure B.4: Magnetoresistance traces of the (001) superconducting sample measured at 30
mK. (a) Longitudinal magnetoresistance reported as % MR, (∆R/R), showing the expected tuning
of spin orbit interactions in the high field limits, and a sharp dip due to weak antilocalization,
equipped with hysteretic magnetic peaks. (b) Transverse magnetoresistance as a function of back
gate voltage, uniformly shifted for clarity, showing hysteresis but otherwise weak dependencies.
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