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ABSTRACT<br>Mixing and Segregation of Granular Flows in a 3D Tumbler

Mengqi Yu

Granular mixing has received less attention than fluid mixing due to the unique properties of granular materials and the complexity of their flow behaviors. Unlike fluid flows, where a continuum perspective accurately captures flow behavior, neither a continuum nor a discrete perspective by itself can describe the global behaviors of granular flows. The tendency of particle mixtures to segregate based on varying physical properties further complicates the mixing problem. In this work, a 3D granular tumbler flow system is considered as a prototype to study the behaviors of granular mixing that can be understood using dynamical systems approaches based on the "cutting-and-shuffling" mixing paradigm. The proposed mixing mechanism is a synergy of "cutting-and-shuffling" and "stretching in the flowing layer," a combination of discrete and continuum perspectives. This dissertation aims to tackle two main points, mixing and non-mixing behaviors induced by the underlying flow dynamics (no segregation), and the interaction between segregation and the said flow dynamics. The role of mixing with "cutting-and-shuffling" is first studied by taking into consideration of uncertainty in operations in a simplified one-dimensional case. In the 3D granular flow system, x-ray based particle tracking techniques are used to identify mixing and non-mixing behaviors corresponding to dynamical systems features predicted by the continuum model.

A continuum model, based purely on the flow kinematics, demonstrates that complex nonmixing and mixing regions exist in the system. When segregation is induced by using two physically distinct particle species, a pattern formation process is identified as a result of the interaction of segregation and flow dynamics including a weak axial perturbation. Statistical analysis enabled by discrete element method simulations (DEM), combined with continuum descriptions are used to uncover the mechanism of pattern formation of segregating granular materials in 3D tumbler flows.
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## CHAPTER 1

## Introduction

## SUMMARY

Granular mixing has received less attention than fluid mixing due to unique properties of granular materials and the complexity of their flow behaviors. Unlike fluid flows, where a continuum perspective is suitable to characterize behaviors, neither a continuum nor a discrete perspective by itself can describe the behaviors of granular flows. The tendency of particle mixtures to segregate, or de-mix, based on differing physical properties further complicates the mixing problem. In this dissertation, a 3D granular tumbler system is used as a prototype to study the behaviors of granular mixing using dynamical systems approaches based on the "cutting-and-shuffling" mixing paradigm. This dissertation tackles mixing and non-mixing behaviors induced by the underlying flow dynamics and the interaction between segregation and these flow dynamics. Hence, in this chapter several important concepts necessary for the remainder of the dissertation are defined and explained.

### 1.1. Mixing

### 1.1.1. What is mixing?

Mixing is a process that reduces heterogeneity of a system with components that differ in physical or chemical properties. It occurs naturally over a wide range of time and length scales. Some examples include material transport in blood vessels, gas exchange in lung alveoli, pollution dispersion in oceans, and magma transport in Earth's mantle. It is also a process that humans employ to create essentials in a variety of areas, including pastry making, concrete forming, polymer blending, pharmaceutical manufacturing, and microfluidic
mixing. Often, chemical reactions require a homogeneous mixture of reactants to take place efficiently. Pharmaceutical products require a precise composition of active and inactive ingredients to be effective and safe. Mixing is fundamental to many chemical engineering processes, but its effective and efficient realization tend to differ from system to system.

### 1.1.2. Mixing in fluid systems

Conventional mixing mechanisms of passive scalars in fluids can be categorized into classes dominated by diffusion, turbulence, or chaotic advection. Mixing by diffusion is a slow molecular-scale process driven by a concentration gradient. Turbulence, on the other hand, mixes quickly, but requires a high Reynold's number (and is not considered further here). Chaotic advection is a mixing process where materials are advected by laminar flow in a chaotic manner to create highly complex structures. It is characterized by the stretching of materials into long strips which are then folded back onto themselves, known as stretching and folding [113, 167]. This process is illustrated with dye experiments in a simple rectangular cavity flow in Fig. 1.1. Blobs of green and red fluorescent dyes (which do not affect the underlying flow) initially injected at different locations in the flow develop in strikingly different ways - the green dye remains a blob stretched only slightly, whereas the red dye is mixed well by stretching and folding of the chaotic flow. This experiment illustrates two important points, one being that the flow field in chaotic systems can be quite complex, and two, the overall mixing efficiency cannot be quantified in a simple measurement. For laminar flow, the flow material can be stretched and folded multiple times and still stay connected as thin filaments. Eventually, the material elements may break into separate segments. Diffusion also occurs everywhere along the material interface to mix at the smallest scales. In general, the flow field for chaotic advection and the resulting mixing is continuous and time dependent.


Figure 1.1. Chaotic and non-chaotic regions illustrated by fluorescent dye in a cavity flow. Blobs of green and red fluorescent dye are initially placed in two locations in (a). The top and bottom walls move periodically in a discontinuous manner in the horizontal directions. Because of their initial locations in the flow, red dye is mixed by stretching and folding while green dye is only stretched slightly at the end of 10 periods (b). Reprinted from Ottino [114]. Used with permission of the author.

### 1.1.3. Mixing in solid systems

Mixing in systems of discrete solids differs from fluids systems mostly because of the unique properties of solid materials. Turbulence rarely occurs, chaotic advection is not sustained, and diffusion only occurs for systems with materials that are flowing or vibrating. However, solid systems can be mixed with discontinuities, for example a deck of cards or a Rubik's cube. In rare cases, discontinuities can be introduced in a fluid system to enhance mixing [153]. For example in a partitioned pipe mixer, fluid flow is separated into two parts by helically twisted plates, then joined together but quickly divided again through a subsequent separator (helically twisted plate) perpendicularly placed [48, 82, 91]. However, discontinuities can occur naturally in solid systems. In addition to commonplace systems like a deck of cards or a Rubik's cube, in the continental crust near continental boundaries, a mechanism called thrust-faulting includes both discontinuities and stretch-and-folding in mountain-building processes, where crust layers break and fold on top of other layers [12].

To understand the role of discontinuities in solid mixing, consider a simple case, shuffling a deck of cards. The deck can be first divided into several smaller decks, and the sequence of these smaller decks is rearranged. Usually, this is done by splitting the deck into two smaller


Figure 1.2. Illustration of the first two iterations of an IET for the initial conditions four subsegments of length ratio 1.5 (different colors). Dashed lines indicate exact cut locations. Cut locations (blue solid lines) can be made at the same location (a) or varied (b). Adapted from Yu et al. [170] with permission of World Scientific Publishing Co., Inc.
decks and interleaving the cards in the two smaller decks. In general, this process is referred to as "cutting-and-shuffling," based on the fact that the original shape is divided into pieces and rearranged to put it back together. In mathematics, cutting-and-shuffling is described using the theory of piecewise isometries (PWI) [51, 53] in simple geometries. In its simplest terms, PWI involves cutting an object into two or more pieces and rearranging the pieces to reconstruct the object in its original form. For a deck of cards, the pieces (cards) can be rearranged by cutting-and-shuffling to reform the deck with the cards in a different order.

Application of PWI in a one dimensional system is called an interval exchange transformation (IET) [50], where a line segment is repeatedly cut into short segments which are rearranged. Recent studies have delved into understanding mixing through this framework in simple 1D systems [8, 9, 26, 89, 170]. An example IET is illustrated in Fig. 1.2 (a). A line segment consisting of four colors corresponding to labels $1,2,3$, and 4 is cut at the initial subsegment boundaries indicated by solid blue lines. The subsegments are then rearranged according to the permutation $(\Pi([1234])=[3142])$ such that the yellow subsegment is placed on the left, followed by the black, white, and red subsegments. In the second iteration, the cuts (solid blue lines) occur at the same locations coinciding with the original
subsegment boundaries indicated by the gray dashed lines. At the end of two iterations, the line subsegment is slightly mixed as the original four subsegments are cut into seven component intervals and rearranged. This process can be repeated for any desired number of iterations. In most cases, dynamics of IETs are periodic (with the exception of segments having irrational length ratios), meaning the initial condition is recovered periodically after a certain number of iterations. The example in Fig. 1.2(a) is a standard construction of an IET system where cuts occur at the exact same locations and the permutation order is the same for every iteration. Since uncertainty is relevant in practical mixing systems, the effect of uncertainty in cut locations can be studied to understand its relationship to the mixing dynamics of the system. As illustrated schematically in Fig. 1.2(b), cuts can be made at locations with some variation (smaller than $1 \%$ of the total length but substantially exaggerated in the figure). The initial configuration of the line segment is the same as in Fig. 1.2 (a) with four colored subsegments, but they are cut at blue solid lines that differ slightly from the original subsegment boundaries (dashed gray lines). The cut locations also vary from iteration to iteration, which enhances mixing in certain protocols. This variation in cut locations in an IET on the mixing is the topic of Chapter 3 of this dissertation. Compared to IETs, the study of PWI in 2D planar systems are scarce 61, 66, 53, 153], and even more so in 3D systems due to increasing difficulty in computation.

The difference between stretching-and-folding and cutting-and-shuffling is illustrated by comparing mixing efficacy of a square in Fig. 1.3. A very simple example of stretching-andfolding is Smale's horseshoe map, where a piece of "dough" is repeatedly stretched into a strip and folded in half onto itself. The mixing of the horseshoe map process can be easily illustrated by the baker's map in Fig. 1.3 (a) (it retains the stretching-and-folding of the horseshoe map while avoiding complex dynamics at the ends). A square shape consisting of equal areas of light gray and dark gray is first stretched into a rectangular shape while preserving the total area. The shape is then cut in the middle indicated by the dashed vertical
line. The two halves are then stacked together to reconstruct the square shape. Since each half consists of two long stretched strips of light gray and dark gray, the reconstructed square now has four distinct color regions alternating in light gray and dark gray. This process effectively produces an increasing number of striations with repeated applications. The baker's map produces strong mixing by stretching and folding that is characterized by exponentially growing interfacial area per unit volume.

In comparison, the cutting-and-shuffling process is illustrated by mixing the same square in Fig. 1.3(b). The square is cut into several pieces indicated by dashed cutting lines, then rearranged according to the number labels into a square again. The mixing depends heavily on the number of cuts, and the permutation (reordering of the pieces). After two iterations, some pieces still occupy large areas, while at the same time, there are pieces that are finely cut; this is not optimal mixing. In the best case scenario for cutting-and-shuffling, the interfacial area only increases polynomially [78]. Interestingly, in the first two iterations, cutting-and-shuffling may produce comparable mixing to stretching-and-folding depending on the protocol.

In practice where mixing efficiency in a short time is desired, a combination of cutting-and-shuffling and stretching-and-folding may yield the best results. In fact, such processes readily occur for fluid flows with valves [76, 63, 146, 148], yield stress materials [111, 93, 15, 11], geological faults [12], as well as splitting and recombining droplets [68, 140]. The mixing and transport of combined cutting-and-shuffling with stretching-and-folding is examined in detail for the PWI-based mathematical for the tumbler flow considered in this dissertation in work by Smith et al. [149. In fact, in this dissertation, I show that the skeleton of granular mixing in a 3D tumbler is defined by cutting-and-shuffling, but it is modified by stretching that occurs as part of the process [173].


Figure 1.3. Comparison of mixing by (a) stretching and folding in a baker's map and (b) cutting-and-shuffling using an interval exchange transformation (IET). Initial configuration is a square with distinct species in the upper and lower halves. Adapted from Christov et al. [23] with permission of AIP publishing.

### 1.2. Mixing granular materials

### 1.2.1. Granular materials

Among various solid systems, granular materials is one of the most important topics in industry. Vast amounts of materials in granular form are processed daily, and the energy consumption of granular material processing has been estimated to be about $10 \%$ of energy produced globally [35]. The manufacture of many products includes processing steps that involve mixtures of granular materials of various species with various physical properties. The goal is usually to mix them efficiently and keep them mixed. For example, powder
blending is essential in pharmaceutical manufacturing to ensure the proper composition of tablets. A tablet is usually a compressed mixture of at least two powder ingredients: an active pharmaceutical ingredient (API) and an inactive filler material to add volume, allow compression of the API into a tablet, or to aid in processing. However, the proper ratio of active to inactive ingredients is crucial. Too much or too little of the API in a tablet can cause great harm to an individual via either overdose or inadequate medication to be medically effective. In other applications, mixing is found in processing of food grains, dry chemicals, polymer pellets, and mineral ores.

What is a granular material? Simply put, it is a collection of a large quantity of macroscopic particles. Though individual particle interactions can be simply determined by Newton's Law of motion, extending this approach to predict collective behaviors of millions of particles or more turns out to be quite challenging. Macroscopically, granular materials can exhibit behaviors that are gas-like, liquid-like, and solid-like [70, 4]. For example a pile of sand is at rest (solid-like) when the slope is less than a critical angle called the angle of repose. The grains of sand on the pile are held in place by frictional forces as well as steric effects (normal forces pertaining to conformations). When the slope of the pile exceeds the angle of repose, grains start to flow down the surface (liquid-like), but only on the surface while the base of the heap remains fixed in place. As the material is further dilated such that only occasional binary contacts occur as might occur during strong vertical vibration or rapid flows, the behavior is gas-like. In practice, all three regimes may even coexist at the same time, or transitions between them may occur quickly depending on how the system is forced.

For granular materials under terrestrial conditions, the temperature energy scale, $k_{B} T$, is negligible compared to the potential energy scale, $m g d$, of a single particle (the ratio is of $\mathcal{O}(-12))$ [70]. In other words, a granular system can only be agitated with external forces, not thermal input. Moreover, interactions between particles are dissipative and collisions are
inelastic. This means, the kinetic energy of a granular system decreases to zero when there is no external driving. For granular materials to flow, energy must be introduced continuously, for example by rotating a tumbler or by pouring grains. The state of a granular system also depends on the history of how it is forced. For example, the angle of repose of a sand pile just before the sand flows and right after flow ceases depends heavily on how the pile is formed. This is also obvious in that the "density" or packing of particles significant varies when the system undergoes tapping. For example, a box of breakfast cereal may be completely full when prepared at the factory, but over the course of transportation and handling many tapping events cause the cereal to settle to a smaller overall volume. Thus, the collective behavior of granular materials cannot easily be predicted based only on traditional individual particle interactions [35].

### 1.2.2. Practical mixing challenges

Given how important granular materials are, it is surprising that the design of industrial machinery and processes for mixing granular materials is all too frequently based on empirical understanding with only incremental improvements after costly damage, processing problems, or failures. For examples, workers in many industries, including pharmaceuticals, often use brute force such as banging a sledge hammer on the side of a hopper to keep a hopper unjammed for material discharge [73, 156]; hundreds of industrial and farming silos (tall cylindrical grain storage units) fail to some degree in the United States each year [32]; and the ubiquitous V-blender mixing device commonly used in industry often yields poor mixing despite having been employed for decades. It was estimated in 1989 that costs related to poor mixing amount to between $\$ 1$ billion and $\$ 10$ billion in the US chemical industry alone [123].

Much of the work in this dissertation focuses on mixing in tumblers. Several common mixer designs for non-cohesive free-flowing granular materials are shown in Fig. 1.4 [14]. In
all cases, the tumbler is partially filled so the material inside can freely flow as the tumbler rotates. Cylindrical tumblers are the easiest equipment to use [Fig. 1.4 (a)], but often do not accomplish effective mixing because the flow of the material in the tumbler is quite simple. A double-cone mixer uses shear and diffusion [Fig. 1.4 (b)]. Unlike the cylindrical tumbler, the double-cone geometry results in a fairly complex flow of the material inside as it rotates, which often promotes mixing. The V-blender takes advantage of its geometry to induce diverging and converging flow in the axial direction while only rotating about a single axis [Fig. 1.4 (c)]. The granular material flow is even more complex than the double cone blender. This makes the V-blender popular in industrial processing. A lab-scale multi directional tumbler, Turbula $\circledR$ ( , shown in Fig. 1.4 (d), is mounted to two rotation shafts at the two ends so that the container moves in alternating pulsating motions in an " $\infty$ " manner [97, 99]. The complexity of the flow and the multi-axes rotation motion enhances mixing in the tumbler. As is evident from the examples in Fig. 1.4, the complexity of tumbler geometry or system construction (including rotation axes) on one hand improves mixing, but on the other hand, it poses challenges to construct a universal theoretical framework for granular mixing in tumblers. As a result, the design and application of such tumblers is often ad hoc.

### 1.2.3. Segregation of granular materials

Adding more complexity to the picture is the tendency to de-mix for granular materials that vary in physical properties, including density, size, shape, or surface roughness. In many other engineering systems where temperature has a significant effect on its energy, agitation of a system generally results in an increase in entropy, which normally leads to mixing [70]. When a granular system is subject to vibration or shear, components can spontaneously separate, called "segregation," into spatially distinct regions with the details depending on the specific flow field and system state [116, 134, 90]. This unique feature of heterogeneous granular materials leads to fascinating natural phenomena, as well as technical challenges


Figure 1.4. Schematics of blenders used in industry: rotating cylindrical drums (a), double cone blenders (b), V-blenders (c), and a device called Turbula $®(d)$. The axis of rotation is the horizontal dashed line in (a-c). (a-c) Reprinted from Bridgwater [14] with permission ©c2012 Elsevier. (d) Reprinted from Mayer-Laigle and Berthiaux [99] with permission © 2015 Elsevier.
in industry. Granular segregation occurs during handling of granular materials including transportation through pipes, mixing in rotary containers, and when filling and discharging silos and hoppers. Segregation in these situations can undo mixing and degrade product quality and performance, which can be disastrous, for example, for poorly mixed ingredients in pharmaceutical tablets.

Segregation in granular systems has been studied intensely over the past several decades. Generally, in a size-bidisperse system, small particles find voids opened up beneath them as particles dilate due to flow or vibration so they percolate downward to the bottom of the container or flow. As a result, large particles are pushed upward toward the top of the material. This phenomenon has been studied extensively both experimentally and theoretically in a number of canonical flow geometries including chutes [135, 33], quasi-two-dimensional (2D) bounded heaps [40, quasi-2D tumblers [67, 83], and cylindrical tumblers [176, 3]. In chute flows that transport granules, size-bidsperse materials segregate into distinct layers. In another example, the pile build-up process in filling silos can be simplified into a quasi-2D
bounded heap [41, 139]. A mixed feed at the peak of the heap results in particles deposited on the heap in a segregated pattern where small particles accumulate in the upper portion of the heap closer to the feed location, and the periphery is mostly occupied by large particles because they flow further down the heap after having segregated upward in the flowing layer to the surface.

A rotating cylinder is a canonical system used to study mixing of granular materials in tumblers. Gravity-driven free surface flow occurs similarly to flows in chutes and bounded heaps, but since materials are confined spatially in tumblers, the flow field is time-periodic, which results in complex flow behaviors. Particles repeatedly pass through the thin flowing layer at the free surface as the tumbler rotates. Therefore, segregation in the flowing layer is enhanced with an increasing number of rotations, which can lead to a variety of segregation structures, as described in the next section. Because of the significant width of the cylinder compared to quasi-2D systems, there can also be significant lateral/axial transport of particles in rotating cylinder flows that result in unusual segregation patterns when a heterogeneous material is used [176, 3, 22, 66, 128].

Thus, mixing of heterogeneous granular materials in tumblers is a two-fold problem. First, even without considering segregation, mixing different species that have the same physical properties but differ in some other way (for example, color) in a tumbler depends heavily on the flow. Resolving mixing dynamics in such a space-time coupled flow system is the first step to understanding mixing of granular materials. Second, spontaneous segregation of particles having different physical properties such as size or density occurs simultaneously, often offsetting the mixing. Interactions between segregation and the complex flow dynamics becomes important: this is the focus of this dissertation.

### 1.3. Understanding granular segregation and mixing

The unique properties of granular flows have limited the study of an overarching framework for transport and mixing compared to liquids. In liquid flows, the length scale of molecule interactions and microscopic properties is much smaller than the length scale of macroscopic deformation [56], so that liquid flows can be described from a continuum perspective. However, the difference in scale between discrete particle interactions and collective flow in granular materials is much narrower [59. This narrower difference for granular materials contributes to the difficulty of deriving fundamental governing equations, analogous to the Navier-Stokes equation for fluid flows. In particular, such a continuum description depends heavily on a mesoscale understanding of the segregation process. Nevertheless, the continuum approach has been used in some cases to model granular flow in a dense state that is similar to fluid flows [70]. Various attempts to describe the mixing and segregation of granular flows combine different tools including continuum descriptions, experiments, and discrete element method (DEM) simulations, a computational approach similar to molecular dynamics.

Discrete models [36, 92, 137] and continuum models [85, 38, 67, 96, 86] both have been used to model surface flows of granular materials in tumblers and other geometries. They both provide important insights but at the same time have their own limitations and domains of applicability. In some cases, a continuum model may work better than a discrete model and vice versa. Discrete models are often used where particle-particle contact or particle-wall contact plays an important role in determining macroscopic behaviors. For example, discrete models are useful for surface flows of cohesive particles, and considering surface roughness of particles, or the effect of wall roughness in long cylindrical tumblers. More importantly, DEM simulation results offer information that is not easily accessible from experiments, including local values of the velocity and concentration of particles. In this dissertation, DEM simulations are used to gain insight into particle motion below the visible portions
of the flow and obtain important surface flow information including exact particle locations and their velocities to be used in a continuum model (Chapter 6). One limitation of DEM simulation is the enormous expense of computation power and time, especially for large scale studies of industrial processes. Even though the simple idealized tumbler flow in this dissertation considers around $10^{5}$ particles, a simulation typically still takes 1-2 days in highly parallelized GPU (graphical processing unit) enabled DEM simulations. Detailed discussions of various force models for particle interactions in the DEM simulation and implementation of GPU computations can be found elsewhere [69].

Continuum models can be much faster to solve than discrete models and have the additional advantage of providing physical insight. In systems where details of the particleparticle interactions do not influence the flow or are not a concern, continuum models can be very attractive. When considering dependence of mixing behaviors on system parameters, continuum models also offer opportunity for insights that can be generalized beyond a single specific simulation. Moreover, continuum models can utilize information obtained from experiments and DEM simulations to generate a broader understanding of the underlying physics of the flow or segregation [41]. As will be demonstrated later in this section, using a continuum model in conjunction with dynamical systems approaches provides flexibility to consider different system parameters and also a more fundamental understanding of mixing. In the remainder of this section, examples of rotating cylindrical tumblers and quasi-2D tumblers are used to introduce some universal features of granular tumbler flows and methods to study them, including flow kinematics, continuum descriptions, segregation, and dynamical systems approaches. Then, the connection of a quasi-2D tumbler to a fully 3D tumbler will be discussed.

### 1.3.1. Flow kinematics in rotating tumblers and continuum descriptions

Tumbler flows can be quite complex. The flow of granular particles in a partially filled tumbler changes dramatically with rotation speed. In a long rotating cylinder partially filled with particles, tumbler flow can be classified into several regimes by the ratio of centripetal acceleration to the gravitational acceleration, the Froude number $\operatorname{Fr}=\omega^{2} R / g$ [132, 102]. Different flow regimes are illustrated schematically as viewed through transparent tumbler sidewalls, shown in Fig. 1.5. At low Froude number, the flow consists of periodic avalanches [Fig. 1.5(a)]. The bed of particles stays static until the tumbler rotates to $\beta_{m}$, the angle of marginal stability. Then, particles relax by flowing down the surface until the bed reaches a new surface with an angle $\beta_{s}<\beta_{m}$, the static angle of repose. The avalanches happen intermittently as the tumbler rotates. As Froude number increases, continuous or cascading flow occurs in a lenticular flow region with the highest velocity at the surface Fig. 1.5(b). The flow has a steady flat free surface at an angle $\beta_{d}$ (the dynamic angle of repose) to horizontal. Particles enter the flowing layer on the left from the bed of particles in solid body rotation with the tumbler. They flow down the free surface rapidly and then deposit into the bed to begin solid body rotation again. The angles of repose $\left(\beta_{m}\right.$ and $\left.\beta_{s}\right)$ [35, 117, 133] varies as a function of granular material properties including size [112], surface roughness [129], as well as tumbler wall effects [37, 112], and rotation speed [112, 132, 169]. At a higher rotation speed, cataracting flow occurs [Fig. 1.5(c)] in which particles follow the tumbler wall to a much higher location at the upstream end of the flowing layer and sometimes are thrown off, resulting in an S-shaped free surface. With a high enough rotation speed at a Froude number exceeding approximately 1 , the flow becomes centrifuging [Fig. 1.5(d)], where particles are centrifuged outward to the tumbler wall and rotate as a solid body in a ring [102, 101]. The avalanching regime, has attracted particular research interest to understand the unique properties of granular materials transitioning from a static state to a flowing state, but it is not particularly common in industrial flows that motivate the research here. Likewise,


Figure 1.5. Illustration of flow regimes in tumblers: (a) avalanching (intermittent flow), (b) continuous flow/cascading, (c) cataracting, and (d) centrifuging. Reprinted from Meier et al. [101] with permission © 2007 Taylor \& Francis.
because the particles are in solid body rotation, the centrifuging regime is of little practical interest. Cataracting flow is quite difficult to characterize, so we do not consider it here. In this dissertation, the focus is on the continuous flow regime [Fig. 1.5 (b)], where the gravity driven flow is steady and the free surface is flat.

These observations and analysis of flow in a cylindrical tumbler are provided here because the flow can be considered in a plane perpendicular to the axis of rotation. In other words, the axial flow is so small that it does not significantly alter the overall flow and can be safely ignored. (However, later in this dissertation, I show that there are situations where relatively small axial flows cannot be ignored.) Thus, to simplify the flow, a cylindrical tumbler with a small axial dimension compared to radial dimensions is considered. This disk-like tumbler is called a "quasi-2D" tumbler, since the flow is nearly two-dimensional, confined in the plane perpendicular to the axis of rotation. The quasi-2D geometry allows direct visualization and measurements of the flow through clear endwalls and requires less material than fully 3D systems. Therefore, it is an attractive laboratory system to study details of flow kinematics [17, 28, 85, 84, 67, 83, 112]. Jain et al. measured the velocity profile in the flowing layer of a quasi-2D circular tumbler rotating at a constant speed in the continuous flow regime. Velocities are calculated from optical images of particles from


Figure 1.6. Continuum description of granular flow in a quasi-2D circular tumbler rotating at constant speed $\omega$. The flow is modeled as a steady state where the free surface is flat and inclined at an angle of repose $\beta$. The flow is described as a constant shear rate flow in the thin lenticular flowing layer and solid body rotation in the fixed bed. Reprinted from Zaman et al.[172] with permission © 2013 American Physical Society.
the clear endwalls using particle tracking velocimetry (PTV) and particle image velocimetry (PIV) methods [71]. The streamwise velocity in the flowing layer varies almost linearly as a function of the flowing layer depth for most of the flowing layer. Near the interface between the fixed bed and flowing layer, the streamwise velocity decreases exponentially toward zero as a function of depth. In attempts to describe the flow with continuum approaches, the flow field can be simplified to a linear velocity profile as a function of depth in a lenticular shaped flowing layer symmetric about the midpoint of its length [101, 24], as shown schematically in Fig. 1.6. The exponential transition near the interface can be neglected because it occurs over a very short distance and the velocity is small enough to have no significant influence on the flow in the continuous flow regime. An incompressible continuum flow model of the quasi-2D circular tumbler can be constructed with a constant shear rate velocity profile in the flowing layer and using mass balance between the flowing layer and the bulk material in solid body rotation below the flowing layer [101, 24]. The continuum model can then be used to model the flow in a granular tumbler.

Studies of granular material mixing and segregation in these tumblers are primarily motivated by the observation that distinct segregation patterns form in mixtures where species vary in size or density. One of the simplest examples that illustrates segregation of particles in tumblers is segregation of size-bidisperse particles in a quasi-2D tumbler with a circular cross section rotated at a constant speed, as shown in Fig. 1.7 [101]. The tumbler is filled to $48 \%$ with an initially well-mixed mixture of equal volume large clear particles $(d=1.11$ mm ) and small black particles (diameter $d=0.35 \mathrm{~mm}$ ). Upon rotation (continuous flow regime), the mixture quickly separates (1-2 rotations) into a distinct pattern with a layer of clear large particles close to the tumbler wall and at the free surface (barely visible in the figure), leaving a core of small black particles [Fig. 1.7(a)]. This radial segregation is an example of the granular segregation that can occur in all free surface flows whether, as in this case, driven by percolation (small particles fall into the voids between large particles) or other mechanism such as density-difference-driven buoyancy where light particles rise to the free surface of the flow and heavy particles sink. During flow down the free surface, small particles percolate through voids generated by shear, therefore, pushing large particles to the top of the flowing layer. In the downstream half of the flowing layer, particles reach the interface between the flowing layer and the bulk before depositing into the bulk to continue solid body rotation. Small particles that have percolated to the bottom of the flowing layer reach the interface first, and deposit near the middle of the flowing layer. Whereas, large particles on the top of the flowing layer continues further downstream, and leave the flowing layer closer to the tumbler wall. By repeated passes through the flowing layer, segregation between small and large particles is enhanced after the initial pattern forms in only 1-2 passes.

Segregation in the quasi-2D circular tumbler has been studied using a model incorporating the advection of the mean flow, percolatation-driven segregation, and diffusion due


Figure 1.7. (a) Radial segregation of an initially well mixed mixture of 1.11 mm (clear) and 0.35 mm (black) diameter particles in a quasi-2D circular tumbler filled to $48 \%$ of its total volume. (b) Radial streak segregation pattern in the same tumbler when it is $58 \%$ full. The tumbler has a diameter of 200 mm and thickness of 6 mm . Reprinted from Meier et al. [101] with permission (c)2007 Taylor \& Francis.
to particle collisions [138]. The model is formulated based on an advection-diffusion continuum transport equation with an added term for segregation that determines concentration of each particle species as a function of space and time. This method has previously been shown to capture the segregation process in various geometries including plug, annular, and chute flows, where the flow field is relatively simple [159]. Specifically, two dimensionless groups, the ratio between advection and diffusion as well as ratio between advection and segregation, have been shown to play important roles in determining final segregation patterns [41, 138]. Schlick et al. combine this segregation model with the continuum description of the kinematics in the flowing layer in the quasi-2D circular tumbler to demonstrate quantitative agreement with DEM simulations and qualitative agreement with experiments [138]. Although this method is useful in predicting segregation and provides fundamental insights into the mixing and segregation, it can be challenging to implement this model for more complex flow field dynamics often encountered in 3D mixing systems.

### 1.3.2. Segregation patterns and dynamical systems approach

Consider here an example of a more complex segregation pattern in the quasi-2D circular tumbler. If the tumbler is filled to $58 \%$ volume faction with initially mixed equal volumes of small black particles and large clear particles, a lobed segregation pattern occurs as shown in Fig. 1.7(b). Similar lobed patterns can occur when the rotation speed is slowed into the avalanche regime or modulated at an integer multiple of the rotation speed [67, 83, 44, 72]. Similarly, lobed patterns have been observed in quasi-2D tumblers having a polygon shape because the flow becomes time-periodic due to the polygonal tumbler geometry [100].

To understand these intricate patterns, dynamical systems approaches have been utilized to analyze mixing as a result of interaction between segregation and the chaotic dynamics of the underlying flow field [100]. In one instructive example [Fig. 1.8], a square quasi-2D tumbler is initially filled with a uniform mixture of small $(d=0.3 \mathrm{~mm})$ black glass particles and large $(d=1.2 \mathrm{~mm})$ clear glass particles. The tumbler is rotated at constant angular speed ( $\omega=1.44 \mathrm{rpm}$ ) so that particles continuously flow down the free surface (rolling/cascading regime [102, 62]). After several revolutions, shown in Fig. 1.8(a), the small black particles accumulate in the two lobes, which extend from the core toward the two corners, while large clear particles occupy the periphery of the tumbler.

The lobed pattern comes from the time-periodic nature of the flow due to the tumbler geometry. That is, the surface flowing layer varies in length periodically from the position shown in Fig. 1.8 (a) to a position where it spans the diagonal of the tumbler. This lobed pattern matches quite well with the non-chaotic regions on the diagonal in the Poincaré section map, shown in Fig. 1.8(b). A Poincaré section map is a stroboscopic mapping [152] that captures the time-periodic nature of the flow by recording the positions of tracer points after each period (one quarter revolution in this example). Chaotic regions are made clear by scatter of points in the domain, while non-chaotic regions are shown by points trapped in islands on the diagonals (closed loops) [100]. The correspondence between the lobes of small


Figure 1.8. (a) Segregation experiment in a half-full square tumbler with $40 \%$ small ( 0.3 mm ) black particles and $60 \%$ large ( 1.2 mm ) clear particles by weight. Steady-state pattern after ten clockwise revolutions of the tumbler at 1.44 rpm . (b) Poincaré section of a half-full square tumbler derived from model of flow kinematics. Reprinted from Meier et al. [100] with permission (c)2006 American Physical Society.


Figure 1.9. Fixed points categorized by surrounding flow shown in stroboscopic map. The black square around a fixed point is deformed along the pathlines of red curves into the gray shape. Blue curves and arrows indicate local stroboscopic motion. Elliptic fixed point is surrounded by rotational movement (a). Hyperbolic fixed point experiences compression and stretching in two directions (b). from Meier et al. [101] with permission (c)2007 Taylor \& Francis.
black particles in the experiment and the non-chaotic regions on the diagonal in the Poincaré map results from the interaction between segregation and the flow dynamics. The key point here is that the points are advected according to a continuum model formulated purely from the flow kinematics without consideration of segregation. Yet the correspondence between the Poincaré map and the segregation pattern is quite clear.

Before considering how the dynamical systems features are related to mixing, it is helpful to explain some of the features of the Poincaré map in Fig. 1.8(b). The closed loops on the diagonals shown in the Poincaré section [Fig. 1.8 (b)] are a signature of periodic non-chaotic regions (or regular islands) [113, 152]. The center of such a non-chaotic region is an "elliptic" fixed point, as shown schematically in Fig. 1.9(a). A tracer point at this location, denoted as the blue dot in the center, returns to the same location after every period (or some multiple of the period) of the flow. The flow in the vicinity of the elliptic point is quasi-periodic, meaning tracer points return to the corresponding closed loop but at a certain angular distance away, depending on system conditions. In phase space, the trajectories become closed loops as shown by blue curves with arrows in Fig. 1.9(a). Orbits surrounding an elliptic fixed point that persist under weak perturbation (remains quasi-periodic instead of becoming unstable or destroyed) are called KAM (Kolmogorov-Arnold-Moser) orbits, and the resulting KAM islands act as barriers to mixing [113]. On the other hand "hyperbolic" fixed point that experiences both compression and stretching is usually associated with mixing. As shown in Fig. 1.9(b), the "hyperbolic" fixed point (green dot) connects two material lines pointing in opposite directions, indicated by blue curves with arrows. The blue trajectory approaching the fixed point in forward time is called the stable manifold, while the blue trajectory leaving the fixed point is called the unstable manifold. The material lines near them asymptotically approach the stable manifold in forward time, but the unstable manifold in backward time. Chaos is created when the stable manifolds and the unstable manifolds asymptotically connect two hyperbolic points (heteroclinic connection) [113]. The Poincaré section does not show the stable and unstable manifolds, because the separation of points on the manifolds grow exponentially with time. Therefore, the chaotic regions appear as a scatter of points. These chaotic regions promote mixing by distributing particles randomly in the chaotic portion of the domain.


Figure 1.10. (a) Poincaré section in a $75 \%$ full square tumbler. The arrows indicate direction of stretching and compression around the hyperbolic points. (b) Unstable manifold of the same system overlaid on an experimental image of a $75 \%$ full square quasi-2D tumbler with $30 \%$ large clear particles and $70 \%$ small black particles. Reprinted from Meier et al. [100] with permission (c)2006 American Physical Society.

An example of mixing behaviors influenced by unstable manifolds can be shown in the square quasi-2D tumbler in Fig. 1.10. The continuum model predicts period-3 elliptic fixed points and associated islands where one period is one quarter of the tumbler revolution. At the rotational phase shown in the Fig. 1.10 (a), two of the three periodic islands are located in the lower half of the tumbler on the diagonals, while the third is stretched out in the thin flowing layer. Hyperbolic points are shown by arrows indicating the directions of stretching and compression around them. The unstable manifolds originating from these hyperbolic points are shown in Fig. 1.10, overlaid on an experimental image of $30 \%$ large clear particles and $70 \%$ small black particles. Similar to the $50 \%$ full case in Fig. 1.8, the small black particles accumulate at the periodic non-mixing islands on the diagonal and near the flowing layer. The shape of the lobed pattern follows the structure of the unstable manifolds closely. Similar unstable manifolds have been found in the BST flow for period-1 hyperbolic points, and their association with non-mixing behaviors are discussed in [24]. In this dissertation, stable and unstable manifolds are calculated for several protocols and their connections to mixing are discussed in Chapters 5 and 6.

The intent of using dynamical systems approaches is to determine whether the system approaches an equilibrium state, repeats in cycles, or produces chaotic behaviors and regular behaviors at the same time [152]. It has been applied to fluid mixing [5], particularly in regard to chaotic advection. Chaotic advection, characterized by stretching and folding, has been studied in microfluidics [151], geophysics [165], composites processing [74] and food processing [104]. Deterministic chaos or "chaos theory" aims to understand the typical chaotic flow structures and how they became chaotic [115]. It also provides insight into the relationship between these structures and the actual flow [115]. The correspondence between visualization of chaotic advection in incompressible 2D time-periodic flows and 2D area preserving maps of dynamical systems has inspired researchers to merge the two areas [118, 166]. The dynamical systems perspective excels at providing a theoretical and computational framework that offers a fundamental understanding of mixing that can be use to describe phenomena in various systems even with different length and time scales. As shown in the example of the square quasi-2D tumbler, some of these dynamical systems approaches including computation methods of finding the structures and experimental visualization methods are useful for understanding mixing in granular systems as well. Thus, this dissertation sets out to look for similar connections between the dynamical systems approaches and the mixing of granular materials in a 3D tumbler system.

### 1.3.3. From quasi-2D tumbler to 3 D tumblers

Examples of quasi-2D tumblers have demonstrated the complexity of tumbler flows, but also provide insights for understanding the 3D tumbler flows. A simplified continuum model for 3D tumbler flows has been proposed by decomposing the 3D geometry into many 2D slices [101, 24]. An example of describing a 3D spherical tumbler in terms of many non-interacting 2D slices is shown schematically in Fig. 1.11. The velocity profile based on the quasi-2D circular tumbler shown in Fig. 1.6, is parametrized in the axial direction with varying radius
and length of the flowing layer. Justification of this simplification comes from the observation that velocity in the axial direction is small compared to streamwise velocity [127]. Zaman et al. have also measured the axial drift of particles near the tumbler wall to be about half a particle diameter (about $2 \%$ of tumbler diameter) per pass through the flowing layer [172]. Using 2D slices provides a simple approach to explore mixing in 3D tumbler flows in more complex geometries. However, any small axial displacements or velocities inherent to the 3D geometries can be amplified through repeated tumbler rotations. Several studies have demonstrated that transport in the axial direction is critical in long-term flow patterns observed in systems with granular materials of two or more species [176, 66, 22, 3, 65, 20]. This is also shown to be the case in Chapter 6 of this dissertation. Moreover, contact of particles with the endwalls can induce slow axial circulations that transmit of particles axially in rotating cylinders [128, 19]. The effect of contact between particles and tumbler walls can also result in non-trivial segregation patterns that can invert when mixture composition or tumbler wall roughness changes [18, 34, 45].

In a 3D tumbler flow, there are many questions analogous to those related to the phenomena in quasi-2D tumblers. What are the dynamical systems structures in 3D tumbler flow? How are these structures related to mixing or segregation and why? When tumbling a mixture of segregating particles, what will happen? How is segregation affected by chaotic and non-chaotic regions of the flow? Does the continuum model based on quasi-2D kinematics still work? To begin answering these questions, we first define several aspects of 3D tumbler flow in the next chapter.


Figure 1.11. (a) Schematic of flow kinematics in a 2D slice consists of constant shear rate flow in the flowing layer and solid body rotation in the bulk. (b) Decomposition of a 3D spherical tumbler into 2D slices. Reprinted from Zaman et al. [172] with permission (C)2013 American Physical Society.

## CHAPTER 2

## Three-dimensional spherical tumblers

## SUMMARY

This chapter introduces the model system studied in this dissertation, the bi-axial spherical tumbler (BST). The spherical tumbler is the simplest 3D tumbler geomety that serves as a prototype for understanding the mixing and segregation of granular materials. With bi-axial protocols, the resulting flow represents a simple model for time-periodic flows that occur in 3D tumblers used in industry. In this chapter, the BST is defined and past work related to BST reviewed, including a continuum description, dynamical systems analysis, experimental results, and the cutting-and-shuffling framework of the BST. An outline for the remainder of this dissertation is provided at the end of this chapter.

### 2.1. Bi-axial spherical tumbler

This dissertation focuses on what is arguably the simplest geometry for 3D mixing a sphere. Consider the problem of how to mix granular materials that only differ in color in a sphere, as shown in Fig. 2.1. When the sphere is rotated continuously around a single horizontal axis [Fig. 2.1(a)], only slow diffusion occurs. If, however, the rotation is stopped, and the tumbler is rotated about a perpendicular axis, and these rotations are repeated alternately [Fig. 2.1(b-d)], it seems likely that the mixing would be improved. The seemingly simple additional rotation about a second axis introduces time-periodic complex flow. Spherical tumblers are not used in industry, but an idealized 3D spherical tumbler offers a simpler path to understanding the fundamentals of mixing in 3D granular flows.


Figure 2.1. Tumbling a spherical tumbler ( $D=14 \mathrm{~cm}$ ) half-filled with equal volumes of purple and clear particles of the same size with a initial interface vertically perpendicular to the page with arrows indicating rotation direction around axes: (a) Only weak axial diffusion near the interface drives mixing for single axis rotation; (b) Introduction of a second rotation axis; (c,d) Repeated rotations about two axes. (See Appendix B for details of the apparatus.)


Figure 2.2. Bi-axial spherical tumbler (BST) flow consists of two rotations about two perpendicular horizontal axes per iteration. The tumbler is rotated about (a) the $z$-axis for $\theta_{z}$, and then about (b) the $x$-axis for $\theta_{x}$, at rotation speed $\omega$. A normal vector to the free surface is offset from the direction of gravity by the angle of repose $\beta$. Streamlines are shown on a 2 D slice. Adapted from Zaman et al. [173] © 2018 with permission of Springer Nature.

The focus of this dissertation, the spherical tumbler rotating alternately about two orthogonal horizontal axis, i.e. the bi-axial spherical tumbler or BST, is shown schematically in Fig. 2.2. The spherical tumbler is half-filled with dry granular materials and rotated alternately about two orthogonal horizontal axes, here the $z$ - and $x$-axis by angles $\left(\theta_{z}, \theta_{x}\right)$ beyond the angle of repose $\beta$. In Fig. 2.2, the free surface and direction of gravity are offset by $\beta$ for purposes of visualization. In general, a mixing protocol is denoted by a triplet $\left(\theta_{z}, \theta_{x}, \gamma\right)$, where $\gamma$ is the angle between the rotation axis and is kept constant at $\gamma=90^{\circ}$ in this dissertation but can be set to other values [77, 94 .

The primary practical challenge in experimentally studying the flow in most granular systems including the BST system lies in the opaque nature of granular materials, which makes it difficult to experimentally probe the flow and mixing dynamics inside the tumbler. For this reason, we use three different approaches to study flow and segregation in the BST system. First, we perform experiments using an x-ray system to track x-ray opaque particles in the flow. Second, we develop and use a continuum model approach to explore the dynamical systems aspects of the bi-axial tumbler flow and connect those aspects to PWI approaches. Third, we use discrete element method (DEM) simulations in which the motion of tens of thousands of interacting particles are tracked computationally in the flow. Together, these approaches allow the investigation of the underlying physics of the mixing, segregation, and segregation pattern formation in the BST system.

### 2.1.1. Previous work on BST flow dynamics

Meier et. al devised a continuum model for BST based on the quasi-2D continuum description [101]. Two-dimensional slices normal to the $z$ (axial) direction are described with the same model for quasi-2D [Fig. 1.11 with the assumption that each 2D slice is independent from the adjacent slices (no axial flow). The flowing layer length and flowing layer thickness of each 2D slice is adjusted according to the axial position of that slice. The description for
rotation about the $z$-axis is identical for rotation about the $x$-axis with just a change in the rotation axis. Using this approach, Meier et. al found period-1 elliptic points associated with regions that return to their starting locations every iteration [101], analogous to the elliptic points shown in Fig. 1.8(b) for a square quasi-2D tumbler. Similar to the quasi-2D tumbler, these periodic regions in a BST are assumed to be associated with non-mixing behaviors, while the rest of the domain is generally chaotic and associated with mixing [101].

Continuing the dynamical systems approach, Christov et al. derived analytical expressions for period-1 points for a range of protocols [24]. The periodic fixed points were found to form a curve in the 3D BST flow that pierces hemispherical shells with a range of radii as shown in Fig. 2.3 [24], where the blue line coincides with a curve of periodic elliptic points piercing the hemispherical shell at the center of KAM islands, and the green line coincides with a curve of periodic hyperbolic points. The elliptic fixed points on this curve, when connected, form the center lines of 3D KAM tubes as shown by the magenta structure in Fig 2.4, analogous to KAM islands in 2D dynamical systems [113]. Mixing within KAM tubes is likely to be poor [24], and the boundary of the KAM tube is likely a barrier to mixing between the tube and the remainder of the domain [113], like the boundary of a 2 D KAM region. Christov et al. also found and visualized the stable and unstable manifolds of the BST flow, which are signatures of chaotic flows in fluid systems [113]. These dynamical system features are derived purely from the continuum description, but are later shown in this dissertation to capture the underlying flow dynamics of the BST system [78, 177, 173].

The mixing of monodisperse particles in the BST system was explored using the cutting-and-shuffling framework by Juarez. et al. [78, 77]. Experiments using particle species differing only in color illustrated pattern evolution in the BST system with a high correspondence to the BST continuum model as well as the PWI description of BST in the first few iterations. Over a large number of iterations, collisional diffusion and stretching in the


Figure 2.3. Poincaré sections showing KAM islands surrounding elliptic fixed points on hemispherical shells of various radii (decreasing from left to right) for the $\left(180^{\circ}, 180^{\circ}\right)$ protocol (bottom view). The periodic elliptic (hyperbolic) curve on the diagonal is indicated by the blue (green) line. Reprinted from Christov et al. [24] with with permission of the authors.


Figure 2.4. KAM tube (magenta) in the BST for the $\left(180^{\circ}, 180^{\circ}\right)$ protocol surrounding the elliptic periodic curve (period-1) indicated in blue. The green curve indicates the hyperbolic periodic curve. Reprinted from Christov et al. [24] used with permission of the authors.
flowing layer has an increasing influence, making the pattern resulting from cutting-andshuffling less discernible. The mixing pattern for the colored particles can be traced back to the underlying cutting-and-shuffling framework considering material on a hemispherical shell. This work demonstrates that mixing in the BST flow consists of traditional chaotic
dynamics (stretching) in the flowing layer, but it is built upon the underlying framework of mixing due to cutting-and-shuffling. Again, cutting-and-shuffling alone can produce only polynomial mixing rates [16, 7], but the skeleton of mixing due to cutting-and-shuffling is clear for small numbers of iterations. The application of PWI related to cutting-andshuffling in such a physical flow has inspired further study of the rich dynamics of the BST PWI [122, 121, 148].

It is important to note in the context of this dissertation that the assumption of negligible axial transport between 2D slices in the continuum model was challenged experimentally by Zaman et. al [172]. Axial drift of particles in a spherical tumbler half-filled with monodisperse particles rotating about a single axis was measured to be about one particle diameter at the surface of the flow for each pass through the flowing layer (small compared to primary flow down the sloped surface). This axial drift was also observed in DEM simulations by D'Ortona et al. [172], and further circulation of particles was illustrated in which particles drift axially toward the poles on the free surface of the flowing layer, and drift back toward the equator when they are submerged in the flowing layer. Curved trajectories of particles suggested the axial transport is primarily a result of the curved geometry of the bounding wall of a spherical tumbler. Although it has been shown that the continuum model predicts tumbler dynamics relatively well [78, 77], the axial velocity will later be shown critical to pattern formation behaviors in the BST flow of particles that segregate (Chapter 5 \& 6).

### 2.1.2. Previous work on segregation

Most studies of segregation in spherical tumblers focused on rotation about a single axis. In a size-bidisperse system, continuous rotation about a single axis leads to a segregation pattern in the form of bands perpendicular to the axis of rotation as shown in Fig. 2.5 [18, 34, 45]. Depending on the composition of the mixture used, tumbler fill level, and tumbler wall roughness, large particles accumulate in a single band on the equator or double bands near


Figure 2.5. Segregation pattern of banding in a spherical tumbler with equal volumes of small black particles ( 1 mm ) and large clear particles ( 4 mm ): (a) Top view of single large particle band on the equator for a $30 \%$ full tumbler; (b) Top view of double large particle bands near the poles of a $60 \%$ full tumbler. The flow direction in the flowing layer is indicated by the arrow. Reprinted from Chen et al. [18] with permission ©(C2009 American Physical Society.
the poles. Due to radial segregation, large particles only occupy the bands near the tumbler walls and on the free surface, resulting in a core of small particles underneath. At high fill levels, large particles form two bands, one at each pole, while a single band at the equator occurs at lower fill levels. This transition also occurs at a lower fill level for smaller absolute particle sizes. The curvature of particle trajectories was found to be inversely related to the tumbler to particle diameter ratio, with a small ratio resulting in large particles curving toward the poles. The important observation in this study is that at lower fill levels (30\%), a thin layer of small particles are pushed along the upstream tumbler wall above the free surface, and fall off toward the poles, resulting in single banding of large particles on the equator. However, this layer of small particles does not occur at higher fill levels $(\geq 50 \%)$ because the free surface is nearly perpendicular to the wall. Thus, the large particles drift toward the poles, leading to double banding.

D'ortona et al. investigated the effect of tumbler wall roughness on the transition between the single banding and double banding of large particles 34. Wall roughness significantly affects the curvature of particle trajectories between small and large particles as well as their axial drift. Rough walls promote less curved trajectories and more axial drift, resulting in double bands near the poles [34]. Both studies [18, 34] indicate that curved trajectories
play an important role in segregation pattern transitions. These results demonstrate that although the axial drift with each pass through the flowing layer may be small in the 3D spherical tumbler flow, it can have a large influence on mixing and segregation in sizebidisperse systems.

An earlier study addressing mixing and segregation in a BST-like flow was published by Gilchrist and Ottino [49], in which the spherical tumbler is constantly rotating about one axis, while periodically rocking about an orthogonal axis. The introduction of rocking around the second axis is in the pursuit of better mixing and it inspired the BST flow [49]. A continuum description based also on non-interacting 2D slices was used to model the flow, although it did not include segregation. A robust single band segregation between size different particle species was observed in experiments that matches the non-mixing KAM islands predicted by the continuum model for several protocols. It was speculated that once the segregation is complete, the system behaves as a single species. Therefore, the continuum model without segregation should be appropriate for describing the system in the steadystate limit. This work on mixing and segregation in a 3D spherical tumbler shows that similar to the quasi-2D square tumbler in Chapter 1.3.2, a continuum model based solely on kinematics predicts the segregation patterns. It also encourages searching for similar mixing and segregation behaviors in the BST flow and developing a deeper understanding of the mechanism driving only one particular particle species into non-mixing regions.

### 2.1.3. Cutting-and-shuffling in the BST

The BST flow can be viewed through the lens of PWI (cutting-and-shuffling) by focusing on how material is displaced by rotations about alternating axes. Because cutting-and-shuffling is only concerned with discontinuities and rearrangements, the finite thickness flowing layer in physical systems and the model in Fig. 1.6 is simplified as infinitesimally thin $(\delta \rightarrow 0)$, as shown schematically in Fig. 2.6. As the flowing layer thickness $\delta$ decreases, the flowing layer


Figure 2.6. Characterization of granular flow in a quasi-2D circular tumbler. Adapted from Zaman [174] as the flowing layer thickness is reduced from (a,b) a finite value to (c) zero in which limit the dynamics are described by PWI where wedges of material are flipped across the rotation axis.
velocity $\vec{u}$ increases. When $\delta$ goes to the limit of 0 [Fig. 2.6(c)], the flow is equivalent to instantaneously flipping a wedge over the rotation axis. A wedge having an apex angle of $\theta$ (corresponding to $\theta_{z}$ or $\theta_{x}$ ) in light gray starting on the left side undergoes a rotation along the arrow and ends at the dark gray wedge shape location on the right. The free surface changes from the solid line into the dashed line.

The situation is analogous in a spherical tumbler except that the wedge of a circle in Fig. 2.6(c) becomes the wedge of a sphere. Furthermore, with an infinitesimal thin flowing layer, the hemisphere is radially invariant. Thus, the PWI for a hemisphere can be simplified to a hemispherical shell. The operation of PWI for the BST is illustrated in Fig. 2.7 for successive rotations about $z$-axis (a-d) and $x$-axis (e-h) [122]. The blue boundary before $z$-axis rotation and the red boundary before $x$-axis rotation trace the cuts that define the resulting non-mixing islands [122, 148]. During the $z$-axis rotation, the hemisphere is first rotated by $\theta_{z}$ and cut through the $y=0$ plane (red curve). The lune bounded by the blue and red curve in (c) is rotated about the $z$-axis so that the blue curves coincide and red boundary becomes horizontal. Similar to the first rotation, a lune of $\theta_{x}$ is cut at $y=0$ (black curve) in (f) and rotated about the $x$-axis so that the red curves meet in (h). This process is then repeated, and the locations of blue and red boundaries are tracked.


Figure 2.7. Three-dimensional view of the BST PWI operation on the hemispherical shell for the $\left(45^{\circ}, 45^{\circ}\right)$ protocol. Reprinted from Park et al. [122] with permission © 2016 AIP Publishing.

Park et al. formalized the PWI of a BST system on 2D curvilinear surfaces (hemispherical shells) and identified large regular cells (open areas that are analogous to KAM islands in Poincaré maps) associated with non-mixing behaviors for some protocols, while there are no discernible structures for others [122, 121]. The non-mixing behavior can be understood in terms of a mathematical formulation (exceptional sets) that effectively tracks cumulative cutting lines - large regular cells remain uncut and therefore do not mix [122]. Mixing is induced for protocols where the entire domain is cut into small pieces and rearranged. The extent of mixing therefore, is correlated with area of regions that are cut into fine pieces [121]. Thus, protocols with large uncut regions in the PWI correspond to continuum model predictions of non-mixing islands. An example for the $\left(57^{\circ}, 57^{\circ}\right)$ protocol is shown in Fig. 2.8. In this case, there are two sets of large period-3 regions (six non-mixing regions) evident as large white circular regions in the exceptional set. The $\left(90^{\circ}, 90^{\circ}\right)$ protocol, which is a unique case where the hemispherical shell is only cut in the horizontal and vertical planes, dissects the entire hemispherical surface into four large non-mixing regions. As will be shown later in
this dissertation, these regular cells correspond to the segregation pattern that comes about in a BST flow of size-bidisperse particles. The PWI theory predicts a variety of structures [122]: arrowheads for the $\left(45^{\circ}, 45^{\circ}\right)$ protocol, nearly uniform cut distribution with no evident structure for the $\left(45^{\circ}, 15^{\circ}\right)$ protocol, and an intricate pattern for the $\left(15^{\circ}, 15^{\circ}\right)$ protocol.

Smith et al. used the idea of resonance (similar to periodic return of regular cells) to identify system parameters that govern the shape, size, and locations of regular cells [145]. This study provides important insights to the geometric and systematic reasons for nonmixing behaviors in the PWI and offers a priori prediction of mixing efficacy of the entire protocol space considered [BST protocols of $\left(\theta_{z}, \theta_{x}, 90^{\circ}\right)$ ].

These results for PWI offer guidelines for studying non-mixing behaviors in the BST flows. However, stretching in the flowing layer occurs on top of the underlying skeleton of mixing induced by cutting-and-shuffling. For this reason, a continuum model for the BST is developed as part of this dissertation that can be used to generate Poincaré maps that bridge between cutting-and-shuffling of the PWI, which is the skeleton of the dynamics, and actual granular flow and segregation in a spherical tumbler undergoing the BST protocol for mixing.

### 2.2. Objective and Topics

This dissertation extends work on dynamical systems approaches to understand mixing and segregation in BST flow. We identify dynamical systems structures of granular flow in a BST flow and understand their role in inducing mixing and non-mixing behaviors, as well as


Figure 2.8. Exceptional sets from PWI on hemisphere (bottom view) for BST protocols as indicated with $\gamma=90^{\circ}$.
segregation pattern formation. First, analysis of experiments, a continuum model, and PWI theory demonstrates complex mixing dynamics in the 3D BST flow even without particle segregation. Second, segregation pattern formation in a BST flow is explained as a result of the interaction between mixing and segregation of particle species.

To begin, Chapter 3 discusses cutting-and-shuffling as a mixing paradigm in a simple 1D system in comparison to stretching and folding. This abstract mathematical system demonstrates various principles of practical concern for mixing. I extend the previous research in this area by considering uncertainty in cut locations to mimic actual process uncertainties, and demonstrate that its influence on mixing is dependent on the nature of the unperturbed dynamics.

The main focus of this dissertation starts in Chapter 4 with an experimental study of mixing and non-mixing behaviors induced by the flow dynamics in a 3D BST system. Correspondence of experiments to the PWI theory occurs when dynamical systems features persists through finite thickness flowing layer and are large compared to particle size and diffusive effects. These considerations of physical parameters of the flow are made possible by the continuum model, combining the cutting-and-shuffling framework and stretching in the flowing layer. The interaction between mixing induced by flow dynamics and segregation of particle species is described in Chapter 5. Structures of complex segregation patterns are visualized by both photography and x-ray imaging, and a mechanism of pattern formation is proposed. Chapter 6 utilizes DEM simulations of segregation in BST flow to analyze particle movement, which supplies data for demonstrating the mechanism for segregation pattern formation. Chapter 7 summarizes the dissertation and discusses possible extensions.

## CHAPTER 3

## Cutting and shuffling a line segment: Mixing in one-dimension SUMMARY

Cutting and shuffling a line segment, a seemingly simple system, generates surprisingly complex dynamics by varying only a few parameters. This system is a realization of cutting-and-shuffling in 1D, formulated as a type of interval exchange transformation (IET) in mathematics. Mixing and the effect of "uncertainty" in mixing are examined across a wide range of parameter space. Mathematical definitions of mixing and their relevance to granular materials are discussed. In general, mixing depends on the long term dynamics of a specific protocol (mixing occurs for irreducible non-rotational permutation). The deterministic mixing result can also be improved by adding stochastic randomness to the system as demonstrated by adding variation in cut locations.

This chapter is based on the publication "Cutting and shuffing a line segment: effect of variation in cut location" by Mengqi Yu, Paul B. Umbanhowar, Julio M. Ottino, and Richard M. Lueptow, Int. J. Bifurcat. Chaos 26, 1630038 (2016). Earlier studies on cutting-andshuffling of a line segment, i.e. interval exchange transformations, focused on connections to mathematical theories, while I included practical "uncertainties" to examine how they influence system behaviors and mixing.

### 3.1. Introduction

Dynamical systems provide a widely adopted framework to study flow and mixing problems. Chaotic mixing [113, 5], specifically, has made inroads in wide-ranging fields, including microfluidics [120, 151], physiology [158], food processing [104], polymer processing [178],
composite processing [74], earth sciences [124], oceanography [131, 165], and atmospheric sciences [125]. In the absence of diffusion, a key measure of mixing quality is the amount of intermaterial, or interfacial, area between initially distinct components [119, [78, 136]. Stretching and folding, the fingerprint of chaotic mixing, is the key mechanism to create intermaterial area. The literature covering this topic is vast.

Mixing can also be generated by cutting and shuffling, which, in contrast to stretching and folding, has only recently begun to be explored. The framework of piecewise isometries (PWI) [51, 53] has emerged as a foundation to understand cutting and shuffling. Though PWI is not chaotic, they can generate surprisingly complex dynamics. [79, 103]. The simplest PWI is the one-dimensional case, which is called an interval exchange transformation (IET). In our previous work [89], a specific IET system was constructed to analyze mixing by cutting and shuffling. Here, we consider an even more practical aspect - the effects of small variations in cut location. We show how small random perturbations to the length of subsegments can significantly change mixing dynamics in cutting and shuffling of a line segment.

In this chapter, IET system construction is reviewed along with two different initial conditions, and relevant mathematical theories are summarized to set the foundation for this work. Then we explore the dependence of mixing by cutting and shuffling on various parameters including the permutation order, the magnitude of variation in cut location and the subsegment length ratio. The interplay of these parameters is examined as well as the impact of the initial condition on the mixing metrics. We conclude by characterizing approaches that typically result in good mixing and discuss how they might apply to more complicated PWI.

### 3.2. IET construction and simulation methodology

A specific realization of an IET can be constructed for cutting and shuffling a line segment [89]. The mixing procedure consists of repeated cutting of a line segment into subsegments, and then rearranging (shuffling) the subsegments in a prescribed order. A unit length line segment is divided into $N$ subsegments of length $L_{i}(i=1,2, \cdots, N)$, where the ratio $r=$ $L_{i+1} / L_{i} \geq 1$ defines the relative lengths of consecutive subsegments. Subsegment lengths are normalized so that the entire line segment is defined on [01].

Two types of initial conditions are considered: 1) multicomponent initial conditions ( $N \geq$ 4) with the initial interfaces between component intervals corresponding to the cut locations; and 2) two-component initial conditions in which the line segment consists of two equal intervals of distinct components independent of cut locations. In the multicomponent initial condition case, each component is assigned a unique color for visualization (multicolor), as shown in Fig. 3.1(a). We call an interval of a single component (color) in the line segment a "component interval" to distinguish it from the subsegments whose interfaces are the cuts. In this case, the component intervals are equivalent to the subsegments divided by the cuts in the initial configuration. This is in contrast to the two-component initial condition in which each component interval (black or white) covers one-half of the line segment, independent of the cut locations. The effect of initial conditions on cutting and shuffling is discussed later in this chapter.

For both types of initial conditions, the subsegments after the cut are numbered consecutively $(1,2, \ldots, N)$ and rearranged in the order specified by the permutation $\Pi\left(\left[\begin{array}{lll}1 & 2 & \ldots\end{array}\right]\right)$ $=\{1,2, \ldots, N\}$, where $\{1,2, \ldots, N\}$ denotes all possible permutations of the set. For example, in Fig. 3.1(a), after the cut, the subsegments are shuffled according to the permutation $\Pi$ ([1 $\left.\left.\begin{array}{lll}2 & 3 & 4\end{array}\right]\right)=\left[\begin{array}{lll}3 & 1 & 4\end{array}\right]$, where the integers denote the sequence of the output of one iteration. We use the notation $\Pi=[3142]$ for brevity. The transformation maps the line segment $[0$ 1] onto itself. After shuffling, interfaces between identical components are removed allowing


Figure 3.1. Illustration of the first two iterations of an IET for the initial conditions with $N=4, r=1.5$, and $\Pi=[3142]$. Dashed lines indicate exact cut locations. Cut locations (blue solid lines) can be made at the same location (a) or varied (b). Subsegments are defined by the cut locations whereas component intervals are independent of the cuts. Subsegments and component intervals are equivalent to each other in the initial condition in (a), but not in (b).
them to recombine. Interfaces between distinct components remain. For the subsequent iteration, the line segment is cut at the same locations (independently of components) to give $N$ subsegments again, and the new subsegments are shuffled and reassembled according to the same rearrangement order. Multiple applications of the IET mixes the components (colors) of the initial line segment to different degrees depending on $N, r, \Pi$, and the number of iterations, $n$.

### 3.2.1. Variation in cut location

To analyze the effect of variation in cut location, we introduce a small random variation to the "exact" locations for each cut of every iteration. The "exact" cut locations, shown by blue vertical lines in Fig. 3.1(a), are aligned for every iteration. In contrast, the cut locations with variation, shown in Fig. 3.1(b), can be on the left or right of the "exact" cut locations (dashed lines). Note that the initial condition is still constructed with the interfaces between component intervals corresponding to the "exact" cut locations as in Fig. 3.1(a).

However, the subsegments are not equivalent to component intervals for the initial condition in Fig. 3.1(b) since the cuts are perturbed. The lengths of the subsegments after the cut are slightly different from the "exact" subsegment lengths (but they still sum to 1). After the first iteration, there are seven component intervals in Fig. 3.1 (b) instead of only four in Fig. 3.1(a). The variation in cut location is distributed according to a normal distribution with variance $\sigma^{2}$. $\sigma=0$ indicates cutting and shuffling with exact cut locations, and $\sigma>0$ corresponds to variation in the cut location. Thus, now $\sigma$ can be varied in addition to the parameters $N, r$, and $\Pi$. In MATLAB simulation, the variation in cut location is generated by the randn command. A brief description of the algorithm is given in the Appendix A. In these simulations, $\sigma$ is always smaller than the shortest subsegment length and the distribution is bounded as needed so that the cut locations do not overlap or exceed the [0 1] interval.

The degree of mixing is quantified using the percent unmixed, $U_{n}$, and the number of interfaces between distinct components, $C_{n} . U_{n}$ at iteration $n$ is the percentage of the line segment corresponding to the longest continuous component interval, which is a measure of the degree of local mixing. In both Fig. 3.1(a) and 3.1(b), $U_{2}$ is the percentage of the line segment corresponding to the large white component interval in the middle. A small $U_{n}$ corresponds to good mixing since all component intervals are equal to or shorter than this value. $C_{n}$ at iteration $n$ is the number of interfaces between distinct components. $C_{2}=6$ in Fig. 3.1(a) and $C_{2}=9$ in Fig. 3.1(b). The number of interfaces measures global mixing properties. Large $C_{n}$ corresponds to many interfaces and, hence, good mixing. Although various ways to quantify mixing exist [8, 153, 98, $U_{n}$ and $C_{n}$ are suitable for finite time non-diffusive mixing analysis as in the present work. Both measures are intuitive, easy to compute, have physical significance, and have been used previously 89.

### 3.2.2. Reducible, irreducible and rotational permutations

IET permutations can be categorized as reducible or irreducible. A permutation $\Pi$ is reducible [81] if for some $1 \leq i \leq N-1$,

$$
\begin{equation*}
\Pi(\{1,2, \ldots, i\})=\{1,2, \ldots, i\} \tag{3.1}
\end{equation*}
$$

A permutation that is not reducible is termed irreducible. For any $i<N$, the set of the first $i$ elements after shuffling is a permutation of the subset itself for a reducible permutation, or equivalently, a reducible permutation is one that can be decomposed into separate permutations of the subsets. For example, $\Pi=[2143]$ is a reducible permutation because the first two elements are a permutation of the subset itself, i.e., $\Pi([12])=[21]=$ $\{1,2\}$. Similarly, $\Pi=[24135]$ is a reducible permutation in that $\Pi([1234])=[2413]$ is a permutation of the subset itself. In contrast, $\Pi=[3412]$ is irreducible, because it cannot be decomposed into separate subsets. Note that $\Pi([12345])=[52341]$ is irreducible even though $\Pi([234])=[234]$. The definition of a reducible permutation requires that one of the subsets always includes the first element.

A subgroup of irreducible permutations is rotations. A rotational permutation $\Pi$ of $\{1,2, \ldots, N\}$ satisfies [9]

$$
\begin{equation*}
\Pi(i+1) \equiv \Pi(i)+1 \quad \bmod \quad N \tag{3.2}
\end{equation*}
$$

for all $i \in\{1,2, \ldots, N\}$. It is easily understood as a permutation where all elements shift in one direction by the same amount, but the sequence of elements does not change. For example $\Pi=[3412]$ is a rotation.

### 3.2.3. Mixing and related theories

Mathematical theories concerning IETs have been developed in close relationship to ergodic theory, which provides a hierarchy of definitions of mixing [155, 153$]$ that considers levels of randomness [10] of a system in the limit as the number of iterations goes to infinity. Keane defined the minimality condition and further proved that if an IET has an irreducible permutation and the subsegment lengths are rationally independent (not linear combinations of each other with rational coefficients), then such an IET is minimal [81]. It was shown that a minimal IET is ergodic [81], satisfying the lowest level of the ergodic hierarchy. More recently, it has also been proven that almost every minimal IET with irreducible non-rotational permutation is weakly mixing [9]. Weakly mixing is a stronger result then ergodicity in the hierarchy, yet both of these results only consider the infinite iteration limit.

For a finite number of iterations, nevertheless, it has been shown that cutting and shuffling a line segment with irreducible permutations can yield significant mixing provided that the protocols have the following characteristics [89]:
(i) The rearrangement order should be an irreducible permutation.
(ii) The line segment should be cut into a large number of subsegments ( $N \geq 6$ subsegments).
(iii) The ratio of adjacent subsegment lengths should ideally be irrational and close to 1 .

Reducible permutations do not mix well [89, 81, 162], since the decomposition of subsets hinders mixing by trapping the elements inside the subsets. As we will show later, rotational permutations, even though they are irreducible, do not yield good mixing, because the elements only cycle through the line segment. The observation that an irrational subsegment length ratio yields optimal mixing [89] corresponds to the theoretical requirement that subsegment lengths be rationally independent to avoid periodic dynamics [81, 162]. However, the impact of variation in cut location on mixing, which is a practical consideration, has not been studied and is the focus here.

### 3.2.4. Space-time plots

Space-time plots effectively illustrate the dynamics of cutting and shuffling a line segment as shown in Fig. 3.2. In the space-time plots, the initial configuration is located at the top, and the output from each iteration is consecutively positioned below. In this way, the evolution of the overall pattern is made evident.


Figure 3.2. Cutting and shuffling of a line segment by (a) a reducible permutation $\Pi=[3124]$ for which the last subsegment remains in the same location; (b) an irreducible permutation that is a rotation $\Pi=$ [3412], where the pattern demonstrates simple periodic dynamics; and (c) an irreducible permutation that is not a rotation $\Pi=$ [2431], where significant mixing occurs after relatively few iterations.

The choice of permutation can affect mixing significantly. Figure 3.2 (a) shows an example of poor mixing under a reducible rearrangement order $\Pi=$ [3124]. The degree of mixing remains low because the fourth subsegment is never shuffled to other locations. In contrast, irreducible rearrangement orders in 3.2 (b) and 3.2 (c) shuffle all subsegments. However, there is an obvious difference between 3.2 (b) and 3.2 (c): a simple periodic pattern in 3.2 (b) and significant mixing in 3.2(c). The rearrangement order $\Pi=[3412]$ in Fig. 3.2(b) is a rotation and its mixing is representative of all rotational permutations. Mixing under rotations yields periodic dynamics in which the initial pattern only shifts laterally but never mixes. In our previous work [89, rotations were identified with poor mixing, but all irreducible permutations (including rotations) were used when comparing to reducible permutations in the analysis of the effects of $N$ and $r$ on mixing.

### 3.3. Results and discussions

### 3.3.1. Cutting and shuffling with rational $r$

In Fig. 3.3 we show the results of two sets of cutting and shuffling protocols with $N=4, r$ $=1.5, \Pi=[3142]$ and $N=6, r=1.25, \Pi=[653241]$ both without variation $(\sigma=0)$ and with variation ( $\sigma=0.005$ ) in cut location.

In Fig. 3.3(a), a periodic pattern is clearly evident in the space-time plot, with complete reassembly at iteration 65. Even though $\Pi=[3142]$ is irreducible and non-rotational, the periodicity comes about from $r$ being rational, and particularly, a ratio of two small integers, $r=1.5$, or $3 / 2$. Such a periodic pattern correlates with poor mixing. In Fig. 3.3(b), introducing variation in cut location changes the dynamics significantly and slowly destroys the periodic pattern that resulted from $r$ being rational. The original periodicity of the pattern becomes hard to discern after 60 iterations, though some vestiges remain evident near the bottom of the plot. Nevertheless, it is clear that introducing variation in cut location prevents reassembly of the initial components and improves mixing.

Now consider an irreducible permutation that leads to significant mixing with no variation in cut location (Fig. 3.3(c)). Variation in cut location again perturbs the pattern, as shown in Fig. 3.3 (d), but the improvement in mixing quality from Fig. 3.3 (c)-3.3(d) is less obvious when comparing the mixing at iteration 100 in the two cases.

To explore mixing in more depth, including the interplay between $\Pi$, $r$, and $\sigma$, we examine several cases in detail. Four typical mixing results for irreducible non-rotational permutations can be obtained by simply switching two elements in the permutation order [89], as shown in the left column of Fig. 3.4 (a)-(d). We contrast space-time plots of mixing with no variation in cut location ( $\sigma=0$ in the left column) with variation in cut location ( $\sigma=0.005$ in the middle column) and compare the percent unmixed $U_{n}$ as a function of the number of iterations in both cases (right column). The blue lines in the space-time plots indicate the


Figure 3.3. Space-time plots over 100 iterations of IET based cutting and shuffling for two different combinations of parameters: (a,b) $r=1.5, \Pi=$ $([3142]) ;(\mathrm{c}, \mathrm{d}) r=1.25, \Pi=([653241])$. Variation in cut location is $\sigma=0$ (a,c) and $\sigma=0.005(\mathrm{~b}, \mathrm{~d})$.
cut locations. For $\sigma=0$ (left column), the cut locations are fixed at each iteration resulting in straight vertical blue lines, whereas the blue lines are distributed around the exact cut locations for mixing with variation in cut location in the middle column for $\sigma=0.005$.

Figure 3.4 (a), for the irreducible, non-rotational permutation $\Pi=$ [52413], suggests that significant mixing can be achieved with exact cuts $(\sigma=0)$. However, there is still a global periodic pattern that limits mixing. This pattern is disturbed by variation in the cut location ( $\sigma=0.005$ ), evident starting from about the 20th iteration. The component intervals appear more random in length and location. The difference is quantified in terms of the decay of the percent unmixed, $U_{n}$ (right). After approximately 50 iterations, $U_{n}$ for $\sigma=0$ varies with a small amplitude as intervals reassemble and are cut again. $U_{n}$ for $\sigma=0.005$ continues to decay with increasing $n$ as the longest interval decreases in length. Thus, slightly improved mixing results from variation in cut location.


Figure 3.4. Mixing depends on permutation $(N=5, r=1.5$, and $\sigma=0$ (left column) or $\sigma=0.005$ (middle column)). The percent unmixed $U_{n}$ is displayed as a function of iteration $n$ in the right column. Irreducible non-rotational permutations are applied in (a) $\Pi=[52413]$, (b) $\Pi=[52143]$, (c) $\Pi=$ [52341], and (d) $\Pi=[52314]$; an irreducible rotational permutation is applied in (e) $\Pi$ $=[45123]$, and a reducible permutation is used in (f) $\Pi=[42315]$.

The second irreducible non-rotational permutation order considered, $\Pi=[52143]$ shown in Fig. 3.4(b), results in a periodic pattern that is obvious in the space-time plot for $\sigma=$

0 . The periodicity corresponds to short period oscillations in $U_{n}$ and large amplitude peaks
as component intervals reassemble. Cutting and shuffling with variation in cut location ( $\sigma=0.005$ ) destroys the periodic pattern after only about 20 iterations, and the associated value of $U_{n}$ is well below that for the case with no variation in cut location $(\sigma=0)$.

In Fig. 3.4 (c), the irreducible, non-rotational permutation $\Pi=$ [52341] also results in a periodic pattern in the space-time plot for $\sigma=0$. This pattern persists with variation in cut location $(\sigma=0.005)$, except with the interfaces slightly perturbed. The periodic fluctuation of $U_{n}$ indicates that cutting and shuffling with $\sigma=0$ in this case ( $\left.\Pi=[52341]\right)$ results in global reassembly every few iterations. $U_{n}$ for $\sigma=0.005$ decreases monotonically as expected but at a much slower rate here (Fig. 3.4(c)) than in Fig. 3.4(a) and Fig. 3.4(b). Note, however, that the randomness in the locations of the cuts plays a significant role. The decay of $U_{n}$ with variation in cut location is shown for five different runs, each with different sets of variations generated randomly. In one case, $U_{500}$ is less than $5 \%$, while in four other cases it is substantially higher. Thus, variation in cut location improves mixing but the details are sensitive to the particular variations.

The surprisingly large value for $U_{n}(\sigma=0)$ and slow decay of $U_{n}(\sigma=0.005)$ for this irreducible non-rotational permutation in Fig. 3.4(c) is a result of the [234] sequence in the middle of the permutation $(\Pi=[52341])$. The only other irreducible non-rotational permutations for $N=5$ with a sequence of 3 consecutive elements are $\Pi=[54123]$ and $\Pi=$ [34521] which have similar mixing characteristics to $\Pi=$ [52341]. Likewise, shorter sequences of $12,23,34$, or 45 in the middle of an irreducible non-rotational permutation do not mix as well as permutations without these sequences, though the effect is not as severe. Similar results occur for consecutive sequences in irreducible non-rotational permutations for $N=4$ and $N=6$. Thus, it seems that consecutive sequences in irreducible non-permutations should be avoided to obtain good mixing, though we are not aware of a theoretical basis for this result.

The last example of an irreducible non-rotational permutation, $\Pi=[52341]$ in Fig. 3.4(d), again demonstrates how variation in cut location perturbs the periodic pattern in the spacetime plots. $U_{n}$ for cutting and shuffling with $\sigma=0$ decays to less than $5 \%$ in around 50 iterations, but the intervals reassemble to generate a peak in $U_{n}$ within 250 iterations. $U_{n}$ for cutting and shuffling with $\sigma=0.005$ decays at the same rate for the first approximately 50 iterations, but continues to decay thereafter, completely obliterating the large peak that occurs at $n=213$ for $\sigma=0$.

Comparing the four examples discussed above in Fig. 3.4(a)-(d), $U_{500}$ for $\sigma=0.005$ is very similar in all four cases except Fig. 3.4 (c) with $\Pi=$ [52341]. This type of irreducible non-rotational permutation with a consecutive sequence yields mixing that depends on randomness in variation in cut location. Nevertheless, variation in cut location always improves both the rate and the degree of mixing for all irreducible non-rotational permutations.

Mixing under a rotational permutation $(\Pi=[45123])$ is shown in Fig. 3.4(e). The simple periodic pattern in the space-time plot demonstrates how the intervals just cycle through the line segment in the same order. Even with variation in cut location, the order of the component intervals does not change, and the variation in cut location only offsets the starting point of a cycle, since all subsegments shift together. The resulting plot of $U_{n}$ shows a very large value with high frequency variations regardless of $\sigma$. Clearly, cutting and shuffling with variation in cut location does not significantly improve mixing for rotational permutations.

Figure $3.4(\mathrm{f})$ demonstrates that mixing for a reducible permutation $(\Pi=[42315])$ remains poor even when variation in cut location is introduced. The last subsegment remains at the same location and prevents further mixing. In the space-time plot for cutting and shuffling with $\sigma=0.005$, the length of the last white interval is reduced only slightly by the shifting cut at its left edge while the other intervals mix. As $n$ increases, the cut could possibly occur far from the mean location, but with low probability. $U_{n}$ for $\sigma=0$ stays constant,
and $U_{n}$ with $\sigma=0.005$ decreases only slightly even after 500 iterations. Thus, reducible and rotational permutations that yield poor mixing with exact cut locations will not show significant improvement when variation in cut location is introduced. Instead, the dynamics are dictated by the permutations.

### 3.3.2. Cutting and shuffling with closer-to-irrational $r$

Mixing protocols with irrational $r$ should produce better mixing [89, 81, 162]. However, all IETs realized with finite precision calculations necessarily have rational values for $r$ and thus will always be periodic [81. though the period may be quite long. Nevertheless, we can examine the effect of a rational $r$ getting closer to an irrational number through the concept of a finite continued fraction 88. Every real number has a specific continued fraction expansion and it is finite for a rational number [88]. We call a number with a longer continued fraction expansion "closer-to-irrational". To demonstrate the effect of $r$, we consider in Fig. 3.5 a closer-to-irrational value of $r=1.49$ (four terms expansion) for the same six permutations to compare with $r=1.5$ (two terms expansion). We also considered $r=1.497$, which is even closer to irrational (five terms expansion) than $r=1.49$, but the results are very similar to those for $r=1.49$, suggesting that the biggest gain comes from simply shifting away from $r=1.5$. It is evident that a closer-to-irrational value of $r=1.49$ reduces the propensity for reassembly that occurs for $r=1.5$ when comparing the right column in Fig. 3.5 to that in Fig. 3.4 for the first four cases (a-d) with $\sigma=0$. Furthermore, the mixing is comparable for $\sigma=0$ and $\sigma=0.005$ in 3.5(a), 3.5(b), and 3.5(d). In these three

[^0]\[

$$
\begin{equation*}
\left[a_{0} ; a_{1}, \ldots, a_{k}\right]=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{\ddots \cdot+\frac{1}{a_{k}}}}} \tag{3.3}
\end{equation*}
$$

\]

The continued fraction expansion for $r=1.5$ is $[1 ; 2]$ while for $r=1.49$ it is $[1 ; 2,24,2]$. Thus $r=1.49$ is closer to irrational


Figure 3.5. Mixing depends on permutation $(N=5, r=1.49$, and $\sigma=0$ (left column) or $\sigma=0.005$ (middle column)). The percent unmixed $U_{n}$ is displayed as a function of iteration $n$ in the right column. Irreducible non-rotational permutations are applied in (a) $\Pi=$ [52413], (b) $\Pi=[52143]$, (c) $\Pi=$ [52341], and (d) $\Pi=[52314]$; an irreducible rotational permutation is applied in (e) $\Pi$ $=$ [45123], and a reducible permutation is used in (f) $\Pi=$ [42315]. Identical permutations as in Fig. 3.4 but with a closer-to-irrational $r=1.49$.
cases, regardless of the value of $\sigma, U_{n}$ decreases to below $5 \%$ in the first 50 iterations and continues to decay even up to 500 iterations. Interestingly, for the irreducible non-rotational
permutation with a consecutive sequence in Fig. 3.5(c), partial reassembly still occurs for $r$ $=1.49$ and $\sigma=0$. For the first 250 iterations, $U_{n}$ for both $\sigma=0$ and $\sigma=0.005$ decreases to less than $5 \%$. The two curves diverge around 300 iterations and again near 500 iterations when partial reassembly occurs for $\sigma=0$. Nevertheless, mixing is improved with variation in cut location. For the permutations in Fig. 3.5(a), 3.5(b), and 3.5(d), reassembly is not evident within 500 iterations but will occur eventually, because every IET with a rational $r$ is periodic. However, when reassembly starts, $U_{n}$ for $\sigma=0$ increases, while $U_{n}$ for $\sigma=0.005$ remains small as is the case in Fig. 3.5(c).

While the dynamics change with closer-to-irrational $r$ for irreducible non-rotational permutations, the rotational permutation in Fig. 3.5(e) and the reducible permutation in 3.5 (f) with $r=1.49$ are quite similar to those with $r=1.5$ in Fig. 3.4(e) and (f). Even with $r$ $=1.49$, a rotation like that in Fig. 3.5(e) only shifts the subsegments without mixing them, even when there is variation in the cut location. Similarly, neither a closer-to-irrational $r$ nor a variation in cut location can alter the unchanging position of the last subsegment for the reducible permutation in Fig. 3.5 (f).


Figure 3.6. Number of interfaces $C_{n}$ vs. iterations for $\Pi=[3142]$ for all four combinations of $r=\{1.49,1.5\}$ and $\sigma=\{0,0.01\}$.


Figure 3.7. Percent unmixed $U_{n}$ vs. iterations for $\Pi=$ [3142] for all four combinations of $r=\{1.49,1.5\}$ and $\sigma=\{0,0.01\}$.

### 3.3.3. Variation in cut location versus closer-to-irrational $r$

Variation in cut location enhances mixing to a degree similar to that for a closer-to-irrational $r$ for some examples of irreducible non-rotational permutations - compare Figures 3.4(a, b, and d) with Figure 3.5 (a, b, and d). Accordingly, we now consider in detail the effect of variation in cut location and $r$ closer-to irrational for a typical irreducible non-rotational permutation, $\Pi=$ [3142]. In Fig. 3.6, the number of interfaces $C_{n}$ is plotted as a function of iteration for combinations of $r$ and $\sigma . C_{n}$ is periodic and stays small for $r=1.5$ and $\sigma=0$, since the initial pattern reassembles every 65 iterations (Fig. 3.3(a)). The period of $C_{n}$ for $r$ $=1.49$ and $\sigma=0$ is far beyond $10^{5}$ iterations, so the increase in $C_{n}$ is almost linear for the first 500 iterations. Similarly, changing $\sigma$ from 0 to 0.01 for $r=1.5$ induces linear growth of $C_{n}$ over the first 500 iterations. However, changing $\sigma=0$ to 0.01 for $r=1.49$ does not alter the rate at which $C_{n}$ increases. Note that for $r=1.49$ and $\sigma=0, C_{n}$ eventually decreases to the initial number of cuts because of global reassembly, while $C_{n}$ would continue to increase for $r=1.49$ and $\sigma=0.01$. We hypothesize that the growth of $C_{n}$ for $\sigma \neq 0$ would continue linearly even as $n \rightarrow \infty$, since each cut is made at a distinct location, making component reassembly unlikely to occur. Note that the "linear" increase in intermaterial area indicates
cutting and shuffling is a different mechanism from stretching and folding which exhibits an exponential mixing rate [16].

Corresponding plots of $U_{n}$ for the cases in Fig. 3.6 are shown in Fig. 3.7. The high frequency periodic dynamics for $r=1.5$ with $\sigma=0$ result in peaks in $U_{n}$ due to global reassembly. Cutting and shuffling with the closer-to-irrational $r=1.49$ but still $\sigma=0$ leads to better mixing as $U_{n}$ decays quickly in 100 iterations and continues to decrease up to 500 iterations, since $r=1.49$ extends the reassembly period beyond $10^{5}$ iterations. Cutting and shuffling with variation $\sigma=0.01$ results in effective mixing at 500 iterations regardless of $r$.


Figure 3.8. $\left\langle U_{n}\right\rangle_{\Pi^{*}}$ ( $U_{n}$ averaged across all irreducible non-rotational permutations $\Pi^{*}$ ) for (a) $r=1.5$ and (b) $r=1.49$ with $\sigma=0,10^{-4}, 10^{-3}$, and $10^{-2}$ for $N=5$. Error bars indicate the upper and lower extremes of the $U_{n}$ distribution.

Cutting and shuffling with variation in cut location improves mixing even with closer-to-irrational values for $r$ by adding more discontinuities while preserving existing ones. For every iteration, the subsegment lengths are rational but they can vary randomly. Keane's condition [81] is not satisfied in the mathematical sense, since neither the cut variations nor the subsegment lengths are irrational values. Nevertheless, the dynamics appear to be aperiodic as if the subsegment lengths were rationally independent. Thus, the effect of variation in cut location and a closer-to-irrational $r$ are similar in that the lengths of subsegments become rationally independent resulting in significant mixing.

### 3.3.4. Dependence of mixing on $\sigma$ and $r$

We have demonstrated that variation in cut location can improve mixing for some specific examples of IETs with irreducible non-rotational permutations. Consider now the impact of the magnitude of $\sigma$ on mixing for the irreducible non-rotational permutations shown in Fig. 3.8. The percent unmixed $\left\langle U_{n}\right\rangle_{\Pi^{*}}$, averaged across all irreducible non-rotational permutations $\Pi^{*}$ is plotted as a function of iteration $n$ for $N=5$ and $r=1.5$ in Fig. 3.8(a) and $r=1.49$ in Fig. 3.8 (b). Behaviors for $N=4,5$, and 6 are identical, so only the results for $N=5$ are presented here. Peaks in $\left\langle U_{n}\right\rangle_{\Pi^{*}}$ for cutting and shuffling with $\sigma=0$ in Fig. 3.8(a) indicate strong reassembly for many permutations around 200 iterations. As variation in cut location is introduced, $\left\langle U_{n}\right\rangle_{\Pi^{*}}$ decays almost linearly on a log-log scale and continues to decay after 500 iterations for all three values of $\sigma \neq 0$. This suggests that variation in cut location breaks a fundamental constraint associated with cutting and shuffling with unperturbed cuts. Even with variation of only $\sigma=10^{-4}$, the peaks in $U_{n}$ evident for $\sigma$ $=0$ are eliminated and mixing is improved for $n>20$. Large values of $\sigma$ improve mixing marginally for $n>50$.

For the closer-to-irrational value of $r=1.49$ shown in Fig. 3.8(b), $\left\langle U_{n}\right\rangle_{\Pi^{*}}$ for cutting and shuffling with $\sigma=0$ does not exhibit periodic dynamics in the first 500 iterations, though global reassembly eventually occurs at a large enough $n$. Unlike the case for $r=1.5,\left\langle U_{n}\right\rangle_{\Pi^{*}}$ for $r=1.49$ decays with $n$ regardless of whether there is variation in cut location or not. It is evident from Fig. 3.4-3.8, for irreducible, non-rotational permutations, that $\sigma \neq 0$ and closer-to-irrational values of $r$ have similar effects in reducing reassembly and improving mixing, but using both together does not result in further improvement in mixing in finite time. In contrast, specific values for $r$ and $\sigma$ make little difference in mixing for reducible or rotational permutations. Poor mixing always results.


Figure 3.9. Illustration of the first two iterations of cutting and shuffling with a two component initial condition for $r=1.5, \sigma=0$, and $\Pi=$ [3142]. The cut locations and variation are implemented in the same manner as in Fig. 3.1.

### 3.3.5. Effect of initial conditions

A question that arises is the dependence of the mixing on initial condition. Up to this point, multicomponent initial conditions have been used for our analysis. The coloring serves as a tracking method where each color can be thought to represent a group of tracers. From this perspective, the space-time plots show how the tracer points in each component interval move under cutting and shuffling. Moreover, the colors allow the human eye to easily discern if the line segment is mixed well or not. However, the initial condition in this approach depends on $N$ and $r$, which are parameters for the cutting and shuffling protocols. In fact, $U_{0}$ depends on $N$ and $r$ even before the first iteration of shuffling. Therefore, using $U_{n}$ to compare mixing efficiency at the same $n$ for different choices of $N$ and $r$ has the potential to inadvertently reflect the initial conditions. Thus, we consider as an alternative a consistent initial condition independent of $N$ and $r$.

A commonly used initial condition that may be the most relevant in practical applications is equal amounts of two components. Each component is assigned its own color, for simplicity black and white here. As Figure 3.9 shows, each iteration of cutting and shuffling still follows the same approach as in the multicolor scheme in Fig. 3.1.

Table 3.1. Number of permutations ( $N$ !), irreducible permutations, and fraction of rotations for increasing $N$. The number of rotation permutations is $N$ - 1. The number of irreducible permutations is calculated by Comtet [1974] and recorded by Sloane [2010]. For a more detailed discussion of irreducible permutations, see Klazar [2003].

| $N$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total $=N!$ | 1 | 2 | 6 | 24 | 120 | 720 | 5040 | 40320 | 362880 | 3628800 |
| Irreducible | 1 | 1 | 3 | 13 | 71 | 461 | 3447 | 29093 | 273343 | 2829325 |
| Rotation/irred. | 0 | 1 | 0.67 | 0.23 | 0.06 | 0.01 | 0.0017 | $2.4 \times 10^{-4}$ | $2.9 \times 10^{-5}$ | $3.2 \times 10^{-6}$ |

The "multicolor" approach and the "black and white" approach can be compared in the context of the effect of subsegment length ratio $r$ on mixing for cutting and shuffling with $\sigma$ $=0$ or $\sigma=0.005$ and $N=4,5$, and 6. In Fig. 3.10(a), the percent unmixed $\left\langle\bar{U}_{n}\right\rangle_{\Pi}$ averaged across all irreducible permutations (including rotations) for iterations 51-100 is plotted as a function of $r$ for the multicolor initial conditions. We consider iterations 51-100 to average out large fluctuations in $\left\langle\bar{U}_{n}\right\rangle_{\Pi}$ resulting from reassembly (like those in Fig. 3.4(b)). The best mixing corresponds to the smallest value of $\left\langle\bar{U}_{n}\right\rangle_{\Pi}$, which occurs at an $r$ value slightly larger than 1, consistent with previous results [89]. $\left\langle\bar{U}_{n}\right\rangle_{\Pi}$ is smaller for larger $N$ for $1<\mathrm{r}<3$, also consistent with previous results. Results for the black and white initial condition shown in Fig. 3.10(b) are quite similar including peaks at $r=1 / 1,2 / 1,3 / 2$, and $3 / 1$ (for which intervals readily reassemble). Again, better mixing results as $N$ increases, and poorer mixing results as $r$ increases, because it takes many iterations to break up the longest interval. Thus, the general conclusions [89] about the impact of the parameters on mixing in Section 3.2.3 are similar regardless of the initial condition. However, the numeric values for $\left\langle\bar{U}_{n}\right\rangle_{\Pi}$ differ between the two initial conditions with the multicolor initial condition having a lower value for $r$ close to 1 due to their smaller initial subsegment lengths. When $r$ increases, $\left\langle\bar{U}_{n}\right\rangle_{\Pi}$ is smaller for the black and white initial condition because the last component interval in multicolor initial condition is longer than 0.5 .

As noted in Section 3.3.2, irreducible permutations that are rotations result in poor mixing. Moreover the fraction of rotational permutations that are a subset of the irreducible


Figure 3.10. $\left\langle\bar{U}_{51-100}\right\rangle_{\Pi}\left(U_{n}\right.$ averaged across a set of permutations and across iterations 51-100) vs. subsegment length ratio $r$ for $N=4,5$, and 6 . Mixing from multicolor initial conditions in (a), (c) and (e), and black and white initial condition in (b), (d) and (f). All irreducible permutations are included in (a) and (b), while only irreducible non-rotational permutations are used in (c)-(f).
permutations decreases as $N$ increases (see Table 3.1). Thus, including rotations in $\left\langle\bar{U}_{n}\right\rangle_{\Pi}$ has a larger effect for smaller $N$. Therefore, we next consider $\left\langle\bar{U}_{n}\right\rangle_{\Pi^{*}}$ for irreducible permutations that are not rotations $\left(\Pi^{*}\right)$ for multicolor initial conditions (Fig. 3.10(c)) and for black and white initial conditions (Fig. 3.10(d)). By excluding rotational permutations, $\left\langle\bar{U}_{n}\right\rangle_{\Pi^{*}}$ collapses to a single curve for $N=4,5$, and 6 , though at some values of $r$, larger values of $N$ result in slightly better mixing. Considering the fraction of rotations of all irreducible permutations in Table 3.1, it is clear that the large difference in mixing (Fig. 3.10(a,b)) for $N=4$ compared to $N=5$ or $N=6$ for all irreducible permutations simply results from including rotations in the analysis. Furthermore, although the number of irreducible nonrotational permutations for a given $N$ increases rapidly with $N$ (10 for $N=4,67$ for $N$ $=5$, and 456 for $N=6$ ), the averaged dependence of the mixing $\left\langle\bar{U}_{n}\right\rangle_{\Pi^{*}}$ on $r$ is almost
identical. More interestingly, the standard deviation across all irreducible, non-rotational permutations $\Pi^{*}$ is comparable in magnitude for all $N$, regardless of the initial condition, as shown in Fig. 3.11. Thus, comparable mixing on average can be achieved with $N=4$ as with large $N$ if irreducible non-rotational permutations are used exclusively.



Figure 3.11. Standard deviation of $\left\langle\bar{U}_{51-100}\right\rangle_{\Pi^{*}}$ across all irreducible nonrotational permutations for $N=4,5$, and $6, \sigma=0$ for (a) multicolor (b) black and white initial conditions.

Finally, we compare the results for cutting and shuffling with and without variation in cut location. In Fig. 3.10 (e-f), $\left\langle\bar{U}_{51-100}\right\rangle_{\Pi^{*}}$ is plotted against $r$ for cutting and shuffling with variation in cut location ( $\sigma=0.005$ ). The overall trend follows that for $\sigma=0(3.10(\mathrm{c}-\mathrm{d}))$ in that $\left\langle\bar{U}_{51-100}\right\rangle_{\Pi^{*}}$ increases as $r$ becomes larger. Most importantly, the "resonance peaks" at $r=1 / 1,2 / 1,3 / 2$, and $3 / 1$ related to reassembly are eliminated by random variation in cut location. However, mixing improves only slightly for other values of $r$ for both the multicolor initial conditions and the black and white initial condition. This again demonstrates that variation in cut location selectively enhances mixing and results in a similar effect as a closer-to-irrational $r$ so long as the number of iterations is less than the reassembly period. Therefore, significant mixing over a finite time can be achieved even when $r$ is the ratio of small integers (has a continued fraction expansion of length less than or equal to 2) provided that $\sigma \neq 0$. Finally we note that the small peaks in $\left\langle\bar{U}_{51-100}\right\rangle_{\Pi^{*}}$ in Fig. 3.10 (e-f) are inherent structures rather than fluctuations from randomness in cut location variation evident for $U_{n}$
in Fig. 3.4(c), since they persist for different samples of the underlying distribution of cut location variation.

### 3.4. Conclusions

Cutting and shuffling a line segment generates surprisingly complex dynamics by varying only a few parameters. Small random perturbations to the dynamical system can enhance mixing. In particular, we have shown that variation in cut location improves mixing by varying the subsegment lengths every iteration so that, on average, they act as if they are rationally independent. Even though mixing is not significantly improved by varying the cut locations for IETs with closer-to-irrational subsegment length ratios, the periodicity of the dynamics is destroyed by perturbing the cuts. In addition to improving mixing by allowing variation in cut location, we also showed that the average dependence on subsegment length ratio for irreducible non-rotational permutations is almost identical for $4 \leq N \leq 6$. Pathological cases were also identified where mixing remains poor even with variation in cut locations for reducible and irreducible rotational permutations, as well as for permutations with a sequence of consecutive elements. Thus, the impact of introducing variation in cut locations depends on the fundamental dynamics of the protocol, which is more evident for irreducible non-rotational permutations not having consecutive sequences of elements.

In general, good mixing can be reliably obtained in finite time for IETs with the following characteristics:
(i) The rearrangement order should be an irreducible non-rotational permutation without sequences of consecutive elements.
(ii) The ratio of adjacent subsegment lengths should be close to 1 .
(iii) Either the ratio of adjacent subsegment lengths should be irrational (or "closer-toirrational") or there should be slight random variation in cut location.

Other methods to perturb the IET dynamical system include randomly choosing permutations for each iteration or distributing cuts randomly in the entire line segment, both of which would be appropriate subjects for future research.

We have demonstrated that it is possible to achieve significantly enhanced practical mixing with irreducible non-rotational permutations by randomly perturbing the cut locations when compared to the unperturbed protocol. This framework of mixing (cutting and shuffling with randomly perturbed cut locations) provides a point of departure for developing practical engineering processes with enhanced mixing properties.

Varying cut locations can also be applied to a three-dimensional PWI, for example one obtained by cutting and shuffling a hemisphere, which is a dynamical framework for flow in a biaxial spherical tumbler [78, 24, 101]. On the other hand, application of variation in cut location to arbitrary two dimensional PWI has limitations that depend on the geometry. In the example of the isosceles triangle PWI [53], the cut can only be made at one position for the isosceles subtriangles to reassemble into the original shape. However, it is possible to construct a 2D PWI by cutting and shuffling a square as shown in Fig. 3.12, using the "kindergarten" method 122 in which construction paper is manually cut and shuffled. Essentially, one iteration of 2D cutting and shuffling consists of a 1D interval exchange transformation in the horizontal direction (rectangles are shuffled in the horizontal direction) followed by another interval exchange transformation in the vertical direction (rectangles are shuffled in the vertical direction). In Fig. 3.12, the red lines indicate the cuts for each iteration, first vertical and then horizontal ( $N=4$ in each operation). The two dimensional PWI shown in Fig. 3.12 is likely to follow similar guidelines for good mixing to those for the 1D IET examined in this dissertation, but this is left to future work.


Figure 3.12. Rectangle exchange transformation of a diagonal two component initial condition realized manually using construction paper. Each row represents one iteration of cutting and shuffling, first in the vertical direction, and then in the horizontal direction. The analogous protocol used here is $\Pi=$ [3142], $r=1.5$ with no intentional variation in cut location.

## CHAPTER 4

## Persistent non-mixing structures in BST flow

## SUMMARY

Thorough mixing of granular materials in a 3D geometry appears to be simple. However, rotating a geometrically simple 3D tumbler, a sphere, about a single axis only produces slow mixing through diffusion. Rotating the spherical tumbler alternately about two different horizontal axes generates complex dynamics with the possibility of enhanced mixing. The unique flow kinematics of granular materials resemble those of a Bingham plastic. Granular materials in a rotating tumbler in the presence of gravity only flow near the free surface while the majority of material rotates rigidly with the tumbler. Non-destructive x-ray imaging allows continuous tracking of particles that demonstrates regular non-mixing regions coexist with chaotic mixing regions. These dynamical structures can be understood by studying the interplay between stretch-and-folding in the flowing layer and the solid rearrangement of cutting-and-shuffling formalized in terms of piecewise isometries (PWI). In the presence of stretching-and-folding in the flowing layer and collisional diffusion, structures of periodic non-mixing islands persist in the continuum model, resulting in mixing barriers. This chapter demonstrates that dynamical systems analysis not only can be applied to fluid mixing, but also to granular flows, particularly in flows with both static and flowing regions. Understanding the fundamentals of mixing dynamics of the underlying flow in the BST sets the stage for further investigation into the interaction of mixing and segregation.

This chapter is based on the publication "Persistent structures in a three-dimensional dynamical system with flowing and non-flowing regions" by Zafir Zaman, Mengqi Yu, Paul P. Park, Julio M. Ottino, Richard M. Lueptow, and Paul B. Umbanhowar, Nat Commun, 9,

3122 (2018) [173] © 2018 Springer Nature. This work is a collaboration with Zafir Zaman and Paul Park. Zafir Zaman designed and built the original x-ray imaging equipment. Zafir Zaman designed the tumbling apparatus and I worked with him to build and test it (see Chapters 4-5 in [174] for details of the x-ray equipment). I also developed the continuum model simulations. Zafir and I performed the experiments and analyzed results. Paul Park developed the BST PWI model and methods for model simulations.

### 4.1. Introduction

The goal of mixing is to rearrange initially segregated matter into states where the constituent elements are homogeneously distributed. In fluids, where the elements are atoms or molecules, mixing at low Reynolds numbers can be achieved by the stretching-and-folding of chaotic flows combined with thermal diffusion which drives mixing at the smallest length scales [167, 87, 113]. In bulk solids composed of macroscopic (athermal) particles, the particles can be deliberately rearranged, as in the cutting-and-shuffling of a deck of cards [154]. Other rheological materials-Bingham fluids and polymer mixtures [175] for example-fall between these two extremes.

While mixing of fluids and mixing of solids have long histories and are relatively mature fields, little is understood about mixing when flowing and non-flowing regions coexist, especially in three-dimensions (3D). For example, in yield stress materials, constituent elements move together as a solid where local stresses are low, but flow in relative motion where the yield stress is exceeded. Common examples of yield stress materials include paint, concrete paste, polymer mixtures [175], and granular materials, e.g., sand. Understanding 3D mixing in such materials is critical in many domains where variations in local concentration can be disastrous, including the pharmaceutical industry [108], composite materials [160], and concrete manufacturing. Understanding when and how flowing and non-flowing regions interact in the presence of both stretching-and-folding and cutting-and-shuffling will likely lead to new and more effective mixing methods that take advantage of both mechanisms simultaneously. An amusing but noteworthy example of mixing in a system with flowing and non-flowing regions is the Spanish Christmas Lottery (the second longest continuously running lottery with the largest payout in the world), where 100,000 wooden balls are mixed within a 2 m diameter sphere rotated about a horizontal axis with the expectation of randomness [163]. Our results show that this expectation cannot be taken for granted.

To study the interaction of mixing by stretching-and-folding with mixing by cutting-and-shuffling, we consider a geometrically simple 3D model system with localized flow a spherical tumbler half-filled with a dry granular material and rotated alternately about orthogonal horizontal axes. Experiments with this system demonstrate the existence and extraordinary persistence of non-mixing island structures due to cutting-and-shuffling for many different experimental protocols even in the presence of diffusion and flowing regions. To understand the structure, we employ the mathematics of piecewise isometries to predict the geometric skeleton of the mixing and non-mixing regions, demonstrating that for a range of tumbling protocols, the mixing structure is a fundamental consequence of the dynamics of cutting-and-shuffling. We further utilize a continuum model that connects the solids mixing by cutting-and-shuffling with fluid-like mixing by stretching-and-folding. This model fully captures the mixing and non-mixing regions observed in the experiments and provides insight into the interaction between stretching-and-folding and the underlying structure of the dynamical system based on cutting-and-shuffling.

### 4.2. Results

### 4.2.1. Persistent periodic structures

In a tumbler, (a common device used in many industrial processes such as particle mixing, coating, and drying), particles flow in a relatively thin layer at the free surface, while below the surface in the non-flowing bed, particles move together in solid body rotation about the rotation axis, see Fig. 4.1. To mix the granular material in our half-filled $D\left(=2 R_{o}\right)=14 \mathrm{~cm}$ diameter spherical tumbler, the tumbler is rotated alternately about orthogonal horizontal axes by angles $\left(\theta_{z}, \theta_{x}\right)$ beyond the repose angle of the granular material, $\beta$ [101]. To characterize the mixing, we use x-ray imaging to track the location of a 4 mm diameter spherical tracer particle in a bed of 2 mm diameter glass spheres after each iteration for a wide range of protocols [i.e., $\left(\theta_{z}, \theta_{x}\right)$ pairs], details are provided in the Appendix $B$. The larger diameter


Figure 4.1. Spherical tumbler geometry and flow. Sketch showing three representative particle trajectories (curves with arrowheads) in the flowing layer and in solid body rotation in a plane normal to the free surface and perpendicular to the $z$-rotation axis. The two dashed curves show the lower boundary of the flowing layer in planes normal to the free surface and parallel and perpendicular to the rotation axis.
tracer particle flows on the free surface and is subsequently deposited in the bed near the tumbler wall.

Using our experimental apparatus, we consider first the itinerary of the tracer particle for an example protocol when the spherical tumbler is alternately rotated by $57^{\circ}$ about orthogonal horizontal axes [a $\left(57^{\circ}, 57^{\circ}\right)$ protocol] for 500 iterations. The position of the tracer particle viewed from the bottom of the spherical tumbler after each iteration (small circles) is shown in Fig. 4.2(a). After each iteration the tracer particle is alternately displaced between three distinct regions as indicated by the gray lines between the tracer particle positions. In this run, the tracer particle never departs from these three non-mixing regions (islands) despite collisions with other particles that drive random collisional diffusion, and other minor experimental errors including small variations in the rotation angle. These effects, however, can play a role. Figure 4.2 (b) shows a second 500 iteration experiment under the same conditions for which the tracer particle moves periodically between the same three regions (blue points) but also between a second set of period-3 regions (red points) and aperiodically (black points). The aperiodic motions, where the tracer particle is not in one of the two


Figure 4.2. Period-3 non-mixing regions under the $\left(57^{\circ}, 57^{\circ}\right)$ protocol. (a) In one experiment, the tracer particle cycles between period-3 regions A1A3 (blue circles) with stroboscopic paths (gray lines) for 500-iterations of the protocol. (b) In a second experiment with the same macroscopic initial conditions, the tracer particle cycles between period-3 regions A1-A3 (blue circles) for 326 iterations (1-90, 96-331), period-3 regions B1-B3 (red circles) for 101 iterations (386-486), and outside of period-3 regions (black circles) for 73 iterations (91-95, 332-385, and 487-500). (c) Passive tracers in the finite flowing layer (FL) model mix everywhere except in two sets of period-3 regions (A1-A3 and B1-B3), whose boundaries are superimposed on the experimental data in (a,b). (d) The piecewise isometry model (PWI), which describes solids mixing by cutting-and-shuffling, predicts unmixed cells (white regions) of which only the largest cells, (A1-A3, B1-B3) persist in the continuum model (c). Period3 trapping regions from experiments correspond with period-3 cells from the continuum and PWI models [blue (red) curves for regions A1-A3 (B1-B3)]. Bottom-views ( $+y$-direction) shown in all panels.
sets of period- 3 regions, occur in only 73 of the 500 iterations but allow the tracer particle to move from one set of period-3 regions (blue) to the other set (red) and back. Similar period-3 non-mixing regions are observed in the 'nearby' protocols ( $54^{\circ}, 54^{\circ}$ ) and ( $60^{\circ}, 60^{\circ}$ ).

To better understand the existence of these non-mixing and mixing regions, we first consider the predictions of a standard and simple advection based continuum model [101] for flow in a half-filled tumbler. In the model (see Appendix C), particles flow down the
surface in a thin flowing layer that lies on top of non-flowing particles in the bulk that move in solid body rotation with the tumbler. For rotation about any axis (the $z$-axis here with $x$ in the streamwise direction and $y$ normal to the free surface), the non-dimensionalized velocity field $\mathbf{u}=(u, v, w)$ is piecewise defined such that the flowing layer $(0 \geq y \geq-\delta)$ velocity is $\mathbf{u}_{\mathrm{f}}=\left((\delta+y) / \epsilon^{2}, x y / \delta, 0\right)$ and the bulk $(y<-\delta)$ solid body rotation velocity is $\mathbf{u}_{\mathrm{b}}=(y,-x, 0)$. The interface of the lenticular flowing layer with the bulk is located at $\delta(x, z)=\epsilon \sqrt{1-x^{2}-z^{2}}$, where $\epsilon=\delta(0,0)=\sqrt{\omega / \dot{\gamma}}$ is the maximal dimensionless flowing layer depth at the center of the sphere $(x=z=0)$ for shear rate $\dot{\gamma}$ and angular rotation velocity $\omega$. All variables are dimensionless-lengths are normalized by the tumbler radius $R_{o}$ and the rotation period $T$ is normalized by $1 / \omega$. This flowing layer (FL) continuum model, which includes stretching characteristic of chaotic flows [113], is parameterized by the flowing layer depth $\epsilon$, which is set to 0.15 to match the conditions in the experiments (see Appendix C).

To characterize mixing in the continuum model, blue passive tracer points are seeded at the intersection of the flowing layer boundary $\delta$ and a hemispherical subshell having normalized radius $r=0.9$ (Radius $r=0.9$ was used to mimic tracer particle position in experiments as elliptic regions at larger $r>0.9$ reveal more intricate structures not apparent in experiments likely due to particle size effects and collisional diffusion. As the intricate elliptic regions at $r>0.9$ occur at the same location on the hemispherical shell as elliptic regions at $r=0.9$, we use the elliptic orbits at $r=0.9$ for comparison to experiment.) before the first rotation, while red points are seeded in the same location after a half-iteration (i.e., rotation about the $z$-axis). In Fig. 4.2(c), the Poincaré (stroboscopic) map (see, e.g., Ref. [152]) of tracer points advected by the continuum model under the same conditions as the experiment [Fig. 4.2(a)] displays uniform mixing throughout the domain except for six empty regions. These empty regions correspond to two sets of period-3 regions (A1-A3 and B1-B3): a point initially in A1 cycles to A2 in the next iteration, to A3 in the following
iteration, and then back to A1. Overlaying the non-mixing regions in Fig. 4.2(c) on the experimental tracer results in Fig. 4.2(a,b) shows that they correspond to the regions in experiments where the tracer particle lingers.

Although the continuum model captures the main features of the experiments shown in Fig. 4.2(a,b), deeper insight into why persistent period-3 structures form under the ( $57^{\circ}, 57^{\circ}$ ) protocol (and period- $n$ structures for other protocols) is gained from a perspective based exclusively on solids mixing by cutting-and-shuffling. This is accomplished by taking the $\epsilon \rightarrow 0$ limit (an infinitely thin flowing layer). In this theoretical limit, particles instantaneously jump across the free surface to a downstream point symmetric about the midpoint of the free surface and, consequently, undergo only solid body rotation. Since there is no shear in the flowing layer for a half-filled tumbler, the biaxial mixing protocol in the $\epsilon \rightarrow 0$ limit corresponds to a radially invariant hemispherical domain with mixing dynamics that are equivalent to slicing the hemisphere into four pieces that are rearranged and then reassembled into a hemisphere again. This type of transformation is called a piecewise isometry (PWI) [81, 50, 53, 54, 80] and it has found use in several applications [27, 6, 142, 141, 147]. Here, and similar to the continuum model, the boundaries formed by the slicing after a rotation about a single axis are used as initial conditions for tracer points whose trajectories form a subset of the exceptional set [47], which is the skeleton for transport dynamics in PWI systems. Blue tracers are seeded where the domain is cut by the action of the $\theta_{z}$ rotation, while red tracers are seeded where the domain is cut by the $\theta_{x}$ rotation. The mixing mechanism for PWI is simply cutting-and-shuffling in analogy with mixing a deck of cards [2, 157], but this does not prevent PWI from possessing complicated dynamics [53, 54, 80, 52, 7]. In fact, the hemispherical piecewise isometry system described here has several interesting properties including non-mixing regions [122, 149], resonances corresponding to non-mixing regions [145], and a fractal nature [121].

Similar to the continuum model, repeated iteration of the four piece PWI model for the $\left(57^{\circ}, 57^{\circ}\right)$ protocol [Fig. 4.2 (d)] generates open regions devoid of tracers, known as cells. These cells vary in size and periodicity across the domain, with certain areas dominated by a particular color of tracer particle. The largest circular cells have the lowest periodicity. The one-to-one correspondence in size and location between the largest cells in the PWI model (A1-A3 and B1-B3), the elliptical domains in the continuum model [Fig.4.2(c)], and the nonmixing regions in the experiments [Fig. 4.2 (a,b)] is remarkable. This agreement suggests that the periodic regions observed in experiment for the $\left(57^{\circ}, 57^{\circ}\right)$ protocol result from the solids mixing structure generated by cutting-and-shuffling, and that it is the cutting-and-shuffling that prescribes the underlying structure, or 'skeleton' of the mixing.

### 4.2.2. Dependence on rotation protocol

The periodicity, as well as the size and location, of non-mixing structures depends on the rotation protocol. For example, consider the results for the $\left(90^{\circ}, 90^{\circ}\right)$ protocol, which has period-2 non-mixing regions, shown in Fig. 4.3. In experiment [Fig. 4.3.(a)], a tracer particle seeded in the A1 region, cycles between A 1 and A 2 and between B 1 and B 2 for a total of 263 and 46 iterations, respectively, for a 500 -iteration experiment. Compared to the period-3 non-mixing regions under the $\left(57^{\circ}, 57^{\circ}\right)$ protocol in Fig. 4.2, the tracer escapes more frequently from the period-2 non-mixing regions. Again, the non-mixing regions (A1A2 and B1-B2) correspond well with the islands in the continuum model [Fig. 4.3(b)], while in the PWI model [Fig. 4.3(c)] the four non-mixing regions occupy the entire domain since the entire hemisphere returns to its initial condition every two iterations. As with the $\left(57^{\circ}, 57^{\circ}\right)$ protocol, this is presumably the case because the finite-depth flowing layer in experiment and the continuum model converts a portion of the PWI model's non-mixing regions into mixing regions by virtue of stretching in the flowing layer [149], a point we return to below.


Figure 4.3. Period-2 non-mixing regions under the $\left(90^{\circ}, 90^{\circ}\right)$ protocol. (a) Tracer particle in a 500 -iteration experiment appears in period-2 regions A1A2 (red circles) for 263 iterations (mean 38 iterations per instance) and B1-B2 (blue circles) for 46 iterations (mean 12 iterations per instance), stroboscopic paths indicated by gray lines. (b) In the continuum model, two sets of period-2 regions (A1-A2 and B1-B2) exist. (c) The PWI model undergoes trivial period2 rearrangement of the entire domain. (d) Interchange of non-mixing $A$ and B regions in the continuum model at 500 plus one-half-iteration illustrates the generic (i.e., protocol independent) half-period offset relationship between A and B non-mixing regions.

For the half-full spherical tumbler mixed by alternating rotations about orthogonal axis, persistent non-mixing period- $n$ regions always appear in pairs, which is a manifestation of the relationship between the full and half-iteration structures. For example, the two sets of non-mixing regions in Fig. 4.3(b) swap positions [Fig. 4.3(d)] upon an additional half-cycle of the mixing protocol. Thus, the B-set of non-mixing regions is the half-period offset of the A-set of non-mixing regions and vice versa.

Both PWI and continuum models capture the gross features of the large scale persistent mixing and non-mixing structures observed in experiments for the two protocols we have examined so far. However, they do not describe transitions of the tracer particle into and out
of the islands seen in experiments, e.g., Fig. 4.2(b) and Fig. 4.3(a). This is because particle diffusion, which is driven by particle-particle collisions in granular flows, is not included in either model so that the underlying structure of the mixing is evident. The collisional diffusion coefficient for flowing macroscopic particles scales as $d^{2} \dot{\gamma}$ where $d$ is the diameter of the particles in the tumbler and $\dot{\gamma}$ is the shear rate [161]; in our tumbler and on average, diffusion randomly displaces a particle in the spanwise direction by $\sim \mathrm{d}$ per flowing layer pass [172]. For the $\left(57^{\circ}, 57^{\circ}\right)$ protocol which produces $\sim 1$ flowing layer pass per iteration, the root-mean-square displacement after 500 -iterations is $d \sqrt{500} \approx 4.5 \mathrm{~cm}$, which is a bit more than half the tumbler radius. Based on the size of the non-mixing regions under the $\left(57^{\circ}, 57^{\circ}\right)$ protocol, we expect a mean residency time of about 350 iterations in the regions, which is on the order of the observed residence times of at least 500 iterations in Fig. 4.2(a), 326 iterations for the period-3 A regions in Fig. 4.2 (d), and 101 iterations for the period-3 B regions in Fig. 4.2 (d). Consequently, we expect particles in experiments to 'leak' out of non-mixing regions with a residence time that decreases as the square root of the size of the non-mixing regions. This is likely why smaller islands predicted by the continuum and PWI models are not evident in the periodic orbits of the tracer particle in experiment. What is remarkable, though, is that even though diffusion is intrinsic in the experiments, it has minimal impact. Even with diffusion in the experiments, the tracer particle remains in the non-mixing region [Fig. 4.2(a)] or returns to the non-mixing region after being bumped out of it by diffusion (Figs. 4.2(b) and 4.3(b)]. Thus, the fundamental structure of the flow (non-mixing regions predicted by the continuum model or the PWI) dominates in spite of diffusion.

To further illustrate the minimal influence of diffusion on particle motion, Fig. 4.4 shows the motion of 100 tracer particles starting inside and outside an island for the ( $57^{\circ}, 57^{\circ}$ ). The tracers follow the advective flow field defined by the continuum model but in addition undergo a random walk while in the flowing layer with a mean step size per flowing layer
pass of $d$. After twelve iterations of protocol, most of the tracers starting within the island are still within the island, while tracers starting outside the island are dispersed over the hemisphere. Thus, the chaotic mapping of tracer particles outside the island dominates the collisional diffusion. Similar results are obtained for tracer points with added diffusion in the PWI model.

Non-mixing islands in a background of mixing are the most common but not the only possibility; some protocols can produce nearly completely mixed domains. For example under the rotationally asymmetric $\left(75^{\circ}, 60^{\circ}\right)$ protocol (Fig. 4.5), the tracer particle explores most of the domain in experiments [Fig. 4.5(a)], while the continuum [Fig. 4.5(b)] and PWI [Fig. 4.5(c)] models generate mixing regions that completely and nearly completely, respectively, fill the domain. Note that, complete mixing is not guaranteed by an asymmetric protocol, i.e., $\theta_{z} \neq \theta_{x}$, and, conversely, a symmetric protocol, i.e., $\theta_{z}=\theta_{x}$, does not guarantee the existence of non-mixing regions.


Figure 4.4. Influence of collisional diffusion. Comparison of the motion of 100 tracer particles under the $\left(57^{\circ}, 57^{\circ}\right)$ protocol with collisional diffusion and initially located (gray circle) (a) within an island and (b) outside an island. After twelve iterations of the protocol, most of the particles initially located (a) within the island remain, while particles initially located (b) outside the island are distributed over the entire hemisphere due to chaotic mixing.

## Barriers to mixing

Under the three protocols used in Figs. 4.2.4.5, the non-mixing regions in experiments, also exist in the continuum model and the PWI model (where they correspond to the largest cells). In contrast, under the $\left(45^{\circ}, 45^{\circ}\right)$ protocol [Fig. 4.6, a mixing barrier emerges that divides the hemisphere into two regions and is not obviously captured by the PWI model. A tracer particle in two experiments [Fig. 4.6(a,b)] follows two different extended finger-like period-3 structures that are separated by a leaky barrier to particle transport and, together, cover the entire domain. These interdigitated period-3 structures are readily apparent in the continuum model [Fig. 4.6(c)]. Red and blue tracers each dominate half of the domain with an elongated non-mixing region in each 'finger,' which roughly corresponds to the tracer particle positions from experiment. The region dominated by blue tracers appears to have only two 'fingers.' The third 'finger' is mostly contained in the flowing layer, which is not visible in the view shown in Fig. 4.6(c), though the blue edges of this 'finger' are evident at the periphery of the domain as well as the periphery in the experiments [Fig. 4.6(b)]. For the equivalent half-iteration structures in the continuum model, the red tracer dominated regions alternate with the regions dominated by blue tracers with one of the red 'fingers'


Figure 4.5. Mixing under the $\left(75^{\circ}, 60^{\circ}\right)$ protocol. (a) Tracer particle positions (black points) and stroboscopic paths (gray lines) in a 500-iteration experiment continuously explore nearly the entire domain with no obvious periodic (non-mixing) regions. (b) In the corresponding FL model, tracers are mixed throughout the domain, consistent with the experiment. (c) The PWI model predicts a mostly mixed domain with a few small cells that are indiscernible in the experiment and FL model.
mapped to the flowing layer. To delineate the two regions, we followed a tracer point in the continuum model seeded between the red and blue tracer dominated regions to produce the grey points superimposed on the experimental data in Fig. 4.6(a,b). The path of this tracer suggests a mixing barrier that wraps around the entire domain.

Unlike the PWI model structures for protocols shown in Figs. 4.2.4.5, the structure generated by the PWI model under the $\left(45^{\circ}, 45^{\circ}\right)$ protocol [Fig. 4.6 (d)] is less clearly related to the experiment and the continuum model as it lacks the typical large cells that manifest as non-mixing regions in the experiment. Instead the PWI model generates large arrowhead-like features consisting of multiple small cells with transport barriers between adjacent red and


Figure 4.6. Period-3 mixing barrier between two halves of the domain for the $\left(45^{\circ}, 45^{\circ}\right)$ protocol. (a,b) In 500-iteration experiments, the tracer particle (red and blue circles) cycles through two distinct parts of the domain every three periods depending upon its initial location. (c) The corresponding FL model has two thin sets of period-3 islands corresponding to the structure in experiment ( $\mathrm{a}, \mathrm{b}$ ) [red islands in (c) correspond to red 'fingers' in (a) and blue islands in (c) correspond to blue 'fingers' in (b)]. The two sets of islands in experiment are separated by a mixing barrier (grey points in (a,b) which are extracted from the continuum model). (d) The PWI model predicts two sets of period-3 arrowhead patterns.
blue arrowheads. However, the colors and positions of the arrowhead features correspond to the 'finger' features in the experiment and FL model.

### 4.2.3. Dependence on flowing layer depth

The structures generated by the continuum model match experimental observations regardless of the protocol, while those predicted by the PWI model are not always evident in experiment or the continuum model. For example, the small non-mixing cells in the PWI model for the four protocols we examine above are missing in results from experiments and the continuum model. As explained above, lack of fine structure is expected in experiments where granular diffusion is present, but this does not explain their absence from the diffusionless FL model. To better understand the relationship between the non-mixing structures in the PWI and FL models, particularly for the $\left(45^{\circ}, 45^{\circ}\right)$ protocol, we consider the influence of the flowing layer depth. Physically, the flowing layer depth increases with rotation rate $\omega$ and decreases with shear rate $\dot{\gamma}$, since $\epsilon=\sqrt{\omega / \dot{\gamma}}=\delta(0,0) / R$ [43], and is typically $\sim 10$ particle diameters in experiments. As Fig. 4.7 shows, non-mixing regions shrink and, in most cases, vanish with increasing flowing layer depth in the continuum model. Nearly all cells present in the PWI model (i.e., $\epsilon=0$ ) disappear under the $\left(57^{\circ}, 57^{\circ}\right)$ and $\left(45^{\circ}, 45^{\circ}\right)$ protocols at $\epsilon=0.2$ and $\epsilon=0.1$, respectively, while under the $\left(90^{\circ}, 90^{\circ}\right)$ protocol, cells shrink but persist up to the largest $\epsilon$ examined.

Focusing on the $\left(45^{\circ}, 45^{\circ}\right)$ protocol [Fig. 4.7(c)], the cells present at $\epsilon=0$ shrink and eventually annihilate with increasing $\epsilon$. However, new structures emerge for larger $\epsilon$, characterized by both non-mixing regions and a mixing barrier between red and blue tracer particles. In particular, at $\epsilon=0.15$, the leftmost red 'finger' and its central non-mixing region land in the flowing layer after a half-iteration, while each of the subsequent red 'fingers' map to the flowing layer one iteration apart. The same phenomenon occurs for the blue 'fingers' except on full iterations. The flowing layer acts as a mixing barrier in the $\left(45^{\circ}, 45^{\circ}\right)$


Figure 4.7. Effect of flowing layer depth on non-mixing regions. Three different protocols are examined (columns): (a) $\left(57^{\circ}, 57^{\circ}\right)$, (b) ( $90^{\circ}, 90^{\circ}$ ), and (c) $\left(45^{\circ}, 45^{\circ}\right)$. With increasing flowing layer depth, $\epsilon$ (rows), non-mixing regions formed by cutting-and-shuffling $(\epsilon=0)$ shrink in (a-c) and disappear in (a,c), while new non-mixing regions originating from stretching-and-folding in the finite depth flowing layer appear and grow in (c) for $\epsilon \geq 0.15$.
protocol as each part of the fixed bed lands in the flowing layer during a change in the rotation axis. This behavior is not unique to the $\left(45^{\circ}, 45^{\circ}\right)$ protocol as Fig. 4.8 illustrates for the $\left(45^{\circ}, 15^{\circ}\right)$ protocol. Here, the experiments show evidence for two sets of period-4 islands separated by a mixing barrier. Again, the continuum model shows that these features emerge for finite $\epsilon$.


Figure 4.8. Weak elliptic non-mixing barrier around period-4 regions under the $\left(45^{\circ}, 15^{\circ}\right)$ protocol. (a,b) The tracer particle in 500-iteration experiments only occasionally crosses the mixing barrier (grey points). Color map illustrates the period- 4 cycle. (c) Non-mixing regions are not evident for $\epsilon=0.05$ but become prominent with increasing flowing layer depth in the continuum model.

### 4.2.4. Motion of persistent vs. emergent non-mixing regions

The primary difference between non-mixing regions present at $\epsilon=0$ that persist for $\epsilon>0$ and non-mixing regions that emerge only for $\epsilon>0$ is that the persistent regions completely exit the flowing layer at the end of a rotation while the emergent regions are always fully
contained within the flowing layer at the end of a rotation. This difference is illustrated in Figs. 4.9 and 4.10 (and in Supplemental Movies $11^{1}$ and 2.2 respectively) which depict the usual images of the hemispherical bottom surface viewed from below, plus images of the free surface of the flowing layer viewed from below in order to visualize the passage of the nonmixing region through the flowing layer. In addition to images at the full iteration (500+), these figures also include images of both surfaces during and just after completing the first rotation of the $501^{\text {st }}$ protocol (i.e., $500 \frac{1}{2}+$ ).

Viewed in this way, Fig. 4.9 reveals two generic features of persistent non-mixing regions [illustrated here for the $\left(57^{\circ}, 57^{\circ}\right)$ protocol]. First, persistent non-mixing regions pass entirely through the flowing layer during each rotation, regardless of the flowing layer depth, which rearranges ('shuffles') them on the hemisphere. Second, their boundaries are set by the boundary of the flowing layer during the interchange of rotation axes (the 'cut'). This is particularly evident in Supplemental Movie 1, but can also be seen in Fig. 4.9. At 500+ iterations, non-mixing regions A2 and A3 are just touching the circular edge of the flowing layer. Between iteration $500+$ and $500 \frac{1}{2}$, corresponding to the first $57^{\circ}$ rotation of the iteration, non-mixing regions A2 and B1 are stretched as they pass through the flowing layer. At $500 \frac{31}{100}$ the flowing layer image shows B1 stretched completely across the the flowing layer while only the trailing portion of A2 is visible as it finishes crossing the flowing layer. In the subsequent half-iteration, A2 and B3 pass through the flowing layer in the direction of the arrow.

Returning to the case of emergent structures that appear only for $\epsilon>0$, Fig. 4.10 illustrates [using the $\left(45^{\circ}, 45^{\circ}\right)$ protocol] that their motion is quite different from that of persistent islands. First, emergent islands periodically land entirely within the flowing layer at the end of a rotation and are stretched in the streamwise direction. Subsequent rotation about the orthogonal axis stretches them in the opposite direction before they return to the
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Figure 4.9. Movement of persistent non-mixing regions through the flowing layer. Non-mixing regions (A1-A3, B1-B3) present at $\epsilon=0$ [see Fig. 4.7(a)] are still present at $\epsilon=0.15$ and pass fully through the flowing layer after each halfiteration $\left[\left(57^{\circ}, 57^{\circ}\right)\right.$ protocol]. Views from below of the hemispherical shell (a) and the planar flowing layer (b). Labels of periodic regions illustrate changes in orientation and arrows indicate the direction of flow in the flowing layer. Animations are provided in Supplementary Movie 1.
bulk. Second, their boundaries are not necessarily coincident with the flowing layer boundary at the end of a rotation. Third, the boundary of the mixing barrier (between red and blue 'fingers') maps approximately to the boundary of the flowing layer as shown by the mostly blue flowing layer at $500+$ iterations and the mostly red flowing layer at $500 \frac{1}{2}+$ iterations. However, the mixing barrier between red and blue regions is less clearly defined than the white non-mixing region boundaries.

Iteration


Figure 4.10. Movement of emergent non-mixing regions through the flowing layer. Emergent non-mixing regions (A1-A3, B1-B3) appear only for $\epsilon>0$ (i.e., non-existent in the PWI model) and their accompanying 'fingers' alternate between being fully contained in the flowing layer or in the bulk after each halfiteration for the $\left(45^{\circ}, 45^{\circ}\right)$ protocol. Views from below of the hemispherical shell (a) and the planar flowing layer (b) for $\epsilon=0.15$. Labels of periodic regions illustrate changes in orientation. Animations are provided in Supplementary Movie 2. Arrows in (b) indicate the direction of flow in the flowing layer.

### 4.3. Discussion

Cutting-and-shuffling offers an expanded new framework from which to consider mixing, and of which we have only begun to investigate. Based on this study of mixing in a model system consisting of a spherical tumbler under a biaxial mixing protocol, we show that the
mathematics of piecewise isometries (the PWI model) can accurately predict the mixing and non-mixing regions observed in experiments when the flowing layer depth is sufficiently small. While the mathematical limit of cutting-and-shuffling represented by the PWI model provides a skeleton of the structure of solid-like mixing, fluid-like stretching in the flowing layer modifies the structure. The continuum FL model connects the idealized non-mixing regions evident in the PWI model with the modified non-mixing regions observed in experiments, though without collisional diffusion. In our model system, a deeper flowing layer increases the fraction of particles in the flowing layer and the time they spend there, which then increases the influence of mixing via stretching-and-folding. We expect other 3D dynamical systems with coexisting solid and fluid regions (which include many practical mixing devices such as bladed mixers and plows in addition to tumblers) to exhibit similar complex mixing structures that result from the distinct and competing mixing processes associated with fluid stretching-and-folding and solid cutting-and-shuffling [149]. A deeper understanding of these 'hybrid-mixing' systems based on the structures determined by piecewise isometry theory is expected when the spatial extent of flowing regions is limited or when the flows are weakly shearing.

Finally, the cutting-and-shuffling paradigm for mixing lies at the intersection between the abstract mathematical theory of piecewise isometries and dynamical systems approaches to mixing. While we have shown that non-mixing regions occur under certain conditions, it may be possible to improve both the degree of mixing and the rate of mixing by varying the cut-and-shuffle parameters at each iteration using optimal control strategies to develop 'time-dependent' cut-and-shuffle mixing strategies. Of course, compared to smooth dynamical systems, cutting-and-shuffling uses discrete time steps and generates complex, multi-modal, discontinuous distributions of mixing metrics across the parameter space, all of which present new challenges in optimal control. Furthermore, the cuts can occur anywhere, so the combinatoric methods used to study discrete space shuffling do not necessarily
apply. Nevertheless, combined cutting-and-shuffling and stretching-and-folding strategies offer the potential to actively control the degree and rate of mixing, which may be significant in many physical systems.

## CHAPTER 5

Pattern formation in a fully three-dimensional segregating granular flow SUMMARY

Complex mixing behaviors have been demonstrated for a tracer particle in the BST system for protocols with coexisting flowing and static regions. In this chapter, tumbling a size-bidisperse mixture in the same setup provides insight into the interaction between segregation and mixing dynamics. Experiments show robust segregation patterns over a range of particle sizes and volume ratios. Large particles preferentially accumulate in nonmixing regions while small particles cover the chaotic region. Reconstruction of the 3D locations of large particles using x-ray based particle tracking suggests accumulation of large particles near the tumbler wall, consistent with radial segregation in tumbler flows. The formation of the segregation pattern is hypothesized to be dependent on axial transport of particles in the flowing layer coupled with radial segregation. The protocol-dependent structure of the unstable manifolds of the flow surrounding the non-mixing islands provides further insight into why certain segregation patterns are more robust than others.

This chapter is adapted from "Pattern formation in a fully three-dimensional segregating granular flow" by Mengqi Yu, Paul B. Umbanhowar, Julio M. Ottino, and Richard M. Lueptow, Phys. Rev. E 99, 062905 (2019) © 2019 American Physical Society.

### 5.1. Introduction

Segregation of flowing granular materials, differing in properties such as density or size, has been studied both experimentally and theoretically in a number of canonical geometries
including chutes [135, 33], quasi-two-dimensional (2D) bounded heaps [40], and annular shear cells [55], where the underlying flow field is relatively simple and develops easily predicted segregation patterns. However, the situation can be more complex when the chaotic dynamics of the underlying flow field interacts with segregation, as can occur in quasi-2D tumblers [67, 83, 44, 100, 101]. Although chaotic flows have been well studied in fluids 60, 113], similar studies with granular systems are few, particularly for three-dimensional (3D) systems.

As an example of the interaction between segregation and chaotic dynamics, consider the case of a quasi-2D tumbler with square cross-section rotated at a constant speed [100], where non-trivial segregation pattern forms due to the competing influences of segregation and the underlying flow. Here, the tumbler is initially half-filled with a uniform mixture of small (diameter $\left.d_{S}=0.3 \mathrm{~mm}\right)$ black glass particles and large $\left(d_{L}=1.2 \mathrm{~mm}\right)$ clear glass particles. The tumbler is rotated at constant angular speed ( $\omega=1.44 \mathrm{rpm}$ ) so that particles


Figure 5.1. (a) Segregation experiment in a half-full square tumbler with $40 \%$ small ( 0.3 mm ) black particles and $60 \%$ large ( 1.2 mm ) clear particles by weight. Steady-state pattern after ten clockwise revolutions of the tumbler at 1.44 rpm . (b) Poincaré section of a half-full square tumbler derived from model of flow kinematics. Reprinted with permission from Meier et al. [100]
continuously flow down the free surface (rolling/cascading regime [102, 62]). After several revolutions, shown in Fig. 5.1(a), the small black particles accumulate in the two lobes, which extend from the core toward the two corners, while large clear particles occupy the periphery of the tumbler.

The lobed pattern comes from the time-periodic nature of the flow due to the tumbler geometry. That is, the surface flowing layer varies in length periodically from the position
shown in Fig. 5.1(a) to a position where it spans the diagonal of the tumbler. The corresponding Poincaré section, a stroboscopic mapping [152] of points advected by a simple kinematic model of the granular tumbler flow, is shown in Fig. 5.1(b). The Poincaré section captures the time-periodic nature of the flow by recording the positions of points after each period (one quarter revolution). Some points in the Poincaré section are trapped in islands on the diagonals (closed loops), while others are advected throughout the domain [100]. The key point here is that the Poincaré section is based on a continuum model derived purely from the velocity field, without any information concerning the particles used in the experiments or their tendency to segregate. Nevertheless, the correspondence between the two non-mixing elliptic islands along the diagonals (evident as colored ellipses and associated lobes) in the Poincaré section and the lobes of small black particles in the experiment is clear. The segregation pattern is a manifestation of the interplay between segregation of particles in the flowing layer and the dynamics of the time-periodic flow in the tumbler. Segregation drives small particles to percolate to the bottom of the flowing layer where they are influenced by the advection of the underlying flow field to accumulate in the non-mixing elliptic islands [100]. Pattern formation in quasi-2D tumblers occurs in many different tumbler geometries (square, pentagonal, triangular, and elliptical) with a range of particle types, sizes, weight fractions ( $2.5 \%$ to $60 \%$ ), tumbler fill fractions ( $50 \%$ to $75 \%$ ), and rotation rates [100, 101]. In other situations, radial streaks of segregated particles as well as lobed patterns can be observed [66, 67, 64, 72, 44, 179, 100].

While the interaction between particle segregation in the quasi-2D square tumbler in Fig. 5.1(a) and the 2D chaotic dynamics of the associated Poincaré section based only on the kinematics of the flow is quite evident, it is not obvious if the same interaction will occur in a fully 3D system. Previous studies of granular flow in 3D tumblers focused on axial segregation in long rotating drums [176, 3, 22, 66] and spherical tumblers [45, 34, 21, 18]. It is only recently that chaotic dynamics in a spherical tumbler has been identified and a


Figure 5.2. Biaxial spherical tumbler flow consists of two alternating single axis rotations about (a) the $z$-axis and (b) the $x$-axis, at a rotation speed $\omega$. Material passing through the flowing layer (with a flat free surface at angle $\beta$ to horizontal) is subsequently deposited downstream and then moves in solidbody rotation with the tumbler until it reenters the flowing layer. Reprinted with permission from Zaman et al. [173]
kinematic continuum model has been proposed [78, 101, 24]. In this chapter, we examine whether or not granular segregation and chaotic dynamics interact in a similar way in a 3D system so as to generate segregation patterns related to non-mixing regions.

To answer this question, we consider segregation patterns in a 3D spherical tumbler that is half-filled with a mixture of small and large millimeter-sized spherical particles. As shown schematically in Fig. 5.2, the tumbler is rotated by angle $\theta_{z}$ about the $z$-axis and then by angle $\theta_{x}$ about the $x$-axis, where the $z$-axis and $x$-axis both lie in the horizontal plane. In the figure and in most previous studies, the axes are orthogonal, but in general, the angle $\gamma$ between them can have any value [77, 94]. This latter biaxial rotation protocol is specified by the triple $\left(\theta_{z}, \theta_{x}, \gamma\right)$ and typically is repeated many times. The segregation patterns described here depend on the specific protocol angles, mixture compositions, and particle sizes. There are other factors that can influence the segregation patterns such as particle density and tumbler wall smoothness, but they are beyond the scope of this study. Christov et al. 24] identified chaotic mixing regions coexisting with regular non-mixing islands based on a continuum model calculation of the underlying flow for certain protocols. An example of the coexisting chaotic region and non-mixing islands in the Poincaré section is shown in the bottom view of the system in Fig. 5.3(a), where the white elliptical regions (labeled A1-A3
and B1-B3) are non-mixing islands surrounded by the chaotic region covered in blue and red tracer points. This Poincaré section is calculated from the continuum model outlined in Christov et al. [24] by tracing points initially seeded on the interface between the bulk and the flowing layer [see Appendices Cand D. The red and blue colors in the continuum model indicate tracer points for the $z$-axis and $x$-axis rotations, respectively.

More recently, Zaman et al. [173] experimentally demonstrated that elliptic non-mixing islands in the flow of monodisperse particles serve as barriers to mixing by prohibiting material exchange across their boundaries. Specifically, they showed that a single tracer particle can stay within the non-mixing regions near the tumbler wall, periodically appearing in each of the period-3 non-mixing regions (either A1-A2-A3 or B1-B2-B3), over hundreds of iterations of the protocol in a spherical tumbler rotated about two orthogonal axes. Occasionally, the tracer particle wanders into the chaotic region due to collisional diffusion, but it eventually returns to the non-mixing regions where it can again remain hundreds more iterations. These non-mixing regions also can be predicted by the more abstract mathematical theory of piecewise isometries (PWI) [50, 51], where discontinuities can generate complex dynamical behaviors as seen in various applications [153, 31]. The PWI map, which applies to the limiting case of an infinitely thin flowing layer at the free surface [78, 122, 145], captures the skeleton of the underlying flow generated by the fundamental framework of cutting-and-shuffling, a mechanism for mixing discrete materials [78, 26, 177, 94, 170, 173].

In this chapter, we replace the monodisperse bed particles and single large tracer particle used in our previous work [173] with mixtures of small and large particles to explore if segregation patterns in a fully 3D system match the predictions of the Poincaré section derived from the flow kinematics alone. This would be analogous to the quasi-2D segregation pattern in Fig. 5.1(a) matching the 2D Poincaré section in Fig. 5.1(b). Apart from the fundamental question of whether 3D chaotic dynamics interact with granular segregation, this research has implications for practical devices for mixing granular materials in which


Figure 5.3. (a) Bottom view of the Poincaré section of a half-full spherical tumbler for $r=0.95$ with protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$. (b) Bottom view of a segregation experiment in a half-full spherical tumbler with $15 \%$ large ( $d_{L}=4 \mathrm{~mm}$ ) blue particles and $85 \%$ small $\left(d_{S}=1.5 \mathrm{~mm}\right)$ red particles by volume with 30 iterations of the same protocol as in (a). Red and blue colors in experiments and in the continuum model are unrelated.
non-mixing (segregation) regions are detrimental to the mixing process, a critical issue in mixing powders in the pharmaceutical and chemical industries.

The answer to the question of whether or not granular segregation and chaotic dynamics can interact in a 3D system to generate segregation pattern is immediately evident from the bottom view of an experiment with a mixture of initially mixed large blue particles ( $d=4$ $\mathrm{mm})$ and small red particles $(d=1.5 \mathrm{~mm})$ for protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$, shown in Fig. 5.3(b), taken after 30 iterations. Large blue particles accumulate in the period-3 non-mixing regions at the bottom center of the tumbler, corresponding to $\mathrm{A} 1, \mathrm{~B} 2$, and B 3 islands in the Poincaré section in Fig. 5.3(a). The red and blue colors in the continuum model indicate tracer points for the $z$-axis and $x$-axis rotations, respectively. In the next section we will show that large blue particles also accumulate in the non-mixing regions labeled as A2, A3, and B1 on the periphery of the tumbler, which is not visible in Fig. 5.3(b) due to curvature of the tumbler surface.

Thus, it appears that the same mechanism that leads to pattern formation in the quasi2D system of Fig. 5.1 also occurs in a fully 3D system. That is, segregation due to particle size difference effectively drives one particle species into the non-mixing features derived from dynamical system models. In the remainder of this dissertation we explore pattern
formation in the 3D spherical tumbler, its relation to chaotic dynamics, and the details of the mechanisms that are involved.


Figure 5.4. (a) Segregation experiment in a half-full spherical tumbler rotated at 2.6 rpm with $10 \%$ large blue particles ( 3 mm ) and $90 \%$ small red particles ( 1 mm ) by volume showing six distinct large particle islands after 30 iterations of protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$. The outer ring is the tumbler reflection in the surrounding cylinder, which shows the periphery of the tumbler. (b) POV-Ray [1] generated view of Poincaré section including a reflective cylinder. Flowing layer edges are tracked for 500 iterations near the tumbler wall at nondimensional radius $r=0.95$. (c) Bottom view of 3D non-mixing islands from continuum model for $0.55<r<0.95$ in increments of 0.05 consist of a pair of period-3 islands for a total of six conical-shaped non-mixing structures (A1-A2-A3 and B1-B2-B3).

### 5.2. Segregation pattern visualization

Experiments are conducted using the same apparatus and methodology described previously [173]. An acrylic spherical tumbler of diameter $D=2 R_{o}=14 \mathrm{~cm}$ half-filled with millimeter-sized spherical glass particles is placed on an apparatus consisting of a set of three rollers mounted on a turntable. The spherical tumbler rests on the rollers, one of which is driven by a motor to rotate the tumbler about a single horizontal axis at 2.6 rpm . To rotate the tumbler about a different axis, a mechanism lifts the tumbler off the rollers, the turntable is rotated, and the tumbler is set back down on the re-oriented rollers. In this way, the tumbler can be repeatedly rotated about two horizontal axes in an alternating fashion to perform a biaxial rotation protocol. In previous work [173], only a single large tracer particle
was tracked. Here, we use a large number of larger diameter particles so that segregation patterns can form.

To qualitatively analyze the segregation pattern, we photograph the tumbler from below. After a desired number of biaxial rotations, the tumbler is removed from the apparatus, placed in a hole in a metal plate having a diameter slightly smaller than that of the tumbler, and photographed from below. Due to the curvature of the spherical tumbler, only the lower portion of the hemisphere is clearly captured in the photo [center circular image in Fig. 5.4(a)]. To view the periphery of the tumbler, a polished circular aluminum cylinder ( 15.2 cm diameter by 7.6 cm long) is attached to the bottom of the plate concentric with the tumbler. In this way, the reflection of the periphery of the tumbler is also captured in the photo [ring in Fig. 5.4(a)]. The tumbler is illuminated by a point LED light source positioned just to the side of the camera lens. Two photos are taken with the light source on the left and right sides of the camera lens while maintaining the same camera location and settings. The final image is obtained by combining left and right halves of the two photos that do not have glare or shadows. The light-colored arc above the label B2 in Fig. 5.4(a) is the seam between the two halves of the clear spherical tumbler.

Figure 5.4 (a) shows pattern formation for the protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$. Here, large blue particles accumulate in non-mixing regions surrounded by small red particles. There are six clusters of large blue particles, three in the center circle (A1, B2, and B3) and three reflected in the ring (A2, A3, and B1). These clusters align closely with the six non-mixing islands evident in the Poincaré section in Fig. 5.4(b), which is constructed according to the process outlined in Appendices C]and D. The tumbler and the reflected ring in the Poincaré section are constructed using POV-Ray [1] in the same manner the tumbler is photographed in Fig. 5.4(a).

The similarity between the segregation pattern of clusters of large particles in Fig. 5.4(a) and the elliptic (non-mixing) regions in the Poincaré section in Fig. 5.4(b) is a key result of
this dissertation. That is, the Poincaré section, which is based only on a simple kinematic model of the velocity in the flowing surface layer in the tumbler and has no particle segregation model at all, predicts the regions in which segregating particles (large particles in this case) accumulate. Thus, the chaotic dynamics of the system, as represented by the Poincaré section, predicts the segregation pattern for the experimental conditions.

Unlike the quasi-2D systems shown in Fig. 5.1. Poincaré sections in a fully 3D systems are also three dimensional. Figures 5.3 and 5.4 only show the segregation pattern visible at the clear wall of the spherical tumbler and the corresponding Poincaré section at a dimensionless radius of $r=0.95$ (just adjacent to the wall of the tumbler). These 2D non-mixing islands on different invariant surfaces form a 3D structure around a line of periodic points [107, 101, 130, 105, 24]. To visualize the 3D structure in the spherical tumbler flow, trajectories of the points on the boundaries of non-mixing islands for the $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ protocol in the radius range of $0.55<r<0.95$ are isolated and assembled in Fig. 5.4(c) to form six cone-like Kolmogorov-Arnold-Moser (KAM) tubes [130, 24], analogous to 2D KAM islands. The shape of the 3D KAM structure is determined by the protocol. The 3D KAM structures shown here for the $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ protocol are conical with their apex pointing toward the center of the hemisphere. The bases of the cone-like KAM tubes are at the wall of the tumbler and correspond to the islands $\mathrm{A} 1-\mathrm{A} 3$ and $\mathrm{B} 1-\mathrm{B} 3$ in which the large particles accumulate in Fig. 5.4(a). Viewing the hemisphere from the bottom as in Fig. 5.4(c), the A2, A3, and B1 KAM tubes are viewed from the side making their conical shape obvious, while the A1 KAM tube is viewed from its base [leading to the nested ellipses in Fig. [5.4(c)]. KAM tubes B2 and B3 are between these extremes of orientation. The largest ellipse in each of the six KAM tubes, which is the portion of the KAM tubes closest to the wall of the tumbler, corresponds to the elliptical non-mixing regions in Figs. 5.4(a) and 5.4(b).

In Fig. 5.4 (a), the mixture consists of $10 \%$ large ( 3 mm ) blue particles and $90 \%$ small ( 1 mm ) red particles. The large blue particles accumulate into regions that correspond to

| color | red |  | blue |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| nominal size $(\mathrm{mm})$ | 1 | 1.5 | 2 | 3 | 2 | 4 |
| actual size $(\mathrm{mm})$ | $1.12 \pm 0.09$ | $1.50 \pm 0.13$ | $1.90 \pm 0.09$ | $3.15 \pm 0.14$ | $2.03 \pm 0.12$ | $3.99 \pm 0.04$ |

Table 5.1. Nominal particle sizes and corresponding actual particle sizes.
non-mixing islands predicted by the continuum model. To fully characterize the pattern formation, experiments are carried out across a range of particle size ratios $R$ and large particle volume fractions $f$. Figure 5.5 shows experimental results for mixtures of equaldensity spherical glass particles with actual particle size ratios 3.56, 2.67, 2.1, 1.27, and 1.69. Nominal and actual particle diameters of the mixtures used in the experiments are listed in Table 5.1. The volume fraction of large particles is $5 \%, 15 \%$, and $25 \%$. In the first four columns of Fig. 5.5, the large particle size is kept constant at 4 mm to allow a direct visual comparison of the coverage of large particles on the tumbler wall. The rightmost column with $R=1.69$ and a large particle diameter of $d=2 \mathrm{~mm}$ provides a comparison to size ratio $R=2.1$ images with large particle diameter of $d=4 \mathrm{~mm}$ to assess the effect of the tumbler size relative to particle sizes.

Consider the first row of experiments with $f=5 \%$. The three clusters of blue particles match with non-mixing islands $\mathrm{A} 1, \mathrm{~B} 2$, and B 3 predicted by the Poincaré section calculated from the continuum model in Fig. 5.4(b). The boundaries of the regions of blue particles become more difficult to discern as the particle size ratio decreases, particularly for $R=1.27$. This result is expected since a smaller size ratio reduces segregation. Consequently, particles have a greater tendency to remain in a mixed state, resulting in less distinct segregation with a smaller size ratio. It is also evident that the islands of large blue particles are smaller for larger size ratios. This is likely a result of the relatively small fraction of large particles and the large particle size ratio, which allows small particles to populate regions at the wall below the large particles.


Figure 5.5. Segregation experiments in a half-full spherical tumbler after 30 iterations of protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ rotated at 2.6 rpm for a range of mixtures: $5 \%, 15 \%$, and $25 \%$ volume fraction $f$ of large blue particles with small red particles, for size ratios $R=3.56,2.67,2.1,1.27,1.69$. All columns use 4 mm diameter large particles except for the rightmost column where the large particle diameter is 2 mm .

As the volume fraction of large particles increases (rows two and three in Fig. 5.5), the same segregation pattern persists. For all size ratios, the clusters of large particles occupy larger area as $f$ increases from $5 \%$ to $25 \%$, growing in both length and width, because more large particles are available to accumulate in the non-mixing regions. In general, accumulation of large particles into the non-mixing regions is more distinct with a larger size ratio, while collisional diffusion and segregation make the patterns less evident with decreasing size ratio so that for a size ratio of $R=1.27$ and $f=25 \%$ the segregation pattern is no longer evident.

For the four size ratios on the left in Fig. 5.5, the large particle diameter remains constant at 4 mm while the small particle size varies. Consider now the size ratio $R=1.69 \mathrm{in}$ Fig. 5.5. where the large particle size is now 2 mm instead of 4 mm . The accumulation of large blue particles into three non-mixing regions is still observed across the different large particle volume fractions. At $f=25 \%$, compared with a similar size ratio $R=2.1$, the coverage
of large blue particles is much higher with fewer small red particles visible. Yet, it is still obvious that large blue particles accumulate more intensely in the non-mixing regions.

The series of experiments in Fig. 5.5 demonstrates that the segregation pattern for this particular protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ is quite robust and manifests itself across a wide range of particle size ratios and large particle volume fractions, despite the interplay between collisional diffusion and segregation due to particle size difference. The segregation pattern becomes clear after about 15-20 iterations and remains obvious with more iterations (see Fig. F. 1 in Appendix F for experiments at 20, 40, and 50 iterations). The protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ exhibits robust and repeatable patterns with every run (see Fig. F. 2 in Appendix F for repeated experiments). The period-3 non-mixing structures in protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ segregation pattern are not unique. More generally, similar period-3 segregation patterns also develop after 15 to 20 iterations for a range of rotation angles $\left(54^{\circ}-60^{\circ}\right)$ about both axes (see Fig. F. 3 in Appendix F for segregation experiments of protocol $\left(54^{\circ}, 54^{\circ}, 90^{\circ}\right)$ and $\left(60^{\circ}, 60^{\circ}, 90^{\circ}\right)$ and a comparison to corresponding Poincaré sections).

Collisional diffusion tends to disperse particles throughout the domain, as is evident from weaker segregation at smaller $R$. In previous work on spherical tumbler flow, chaotic advection also drives particles across the entire domain with random paths [173]. Thus, we hypothesize that the segregation between large and small particles traps many large particles in the non-mixing regions resulting in the pattern formation. The details of the features depend on the relative strength of diffusion, segregation and chaotic advection, which is also observed in the structure variation (stratified, segregated, and mixed states) of bounded heap flows [39]. Other factors including rotation rates and fill fractions may also influence pattern formation in a quasi-2D tumbler [100, 67], and are likely to do so in a spherical tumbler.

### 5.3. Non-mixing structures in 3D

Visualization of the segregation patterns formed at the tumbler wall in the previous section is an intuitive way to qualitatively analyze the pattern formation, but only near the tumbler wall. As shown in Fig. 5.4(c), the non-mixing structures predicted by the Poincaré section are cone-like in three dimensions. Hence, x-ray imaging is employed to examine the 3 D nature of particle segregation.


Figure 5.6. Schematic of depth determination. Cone-shaped x-ray beam passes through the tumbler and x-ray images are captured by a detector below the tumbler. Rotating the tumbler between the two extremes defined by the repose angle results in trajectories $l_{1}$ and $l_{2}$ at the detector that depend on the radial location of the particle in the tumbler.

The x-ray imaging equipment used in this study is the same as used previously [173]. X-ray images of the tumbler are captured by a detector located below the tumbler apparatus as shown in the schematic in Fig. 5.6. The 14 cm diameter tumbler appears as a circular image on the detector with a diameter of 612 pixels. The image is calibrated to remove warping effects in image detection due to the image intensifier and camera optics [173]. The
tracer particle used in this study is about 3 mm in diameter, which is about 13 pixels in the image. The cone-shaped x-ray beam makes it possible to obtain the 3 D positions of multiple tracer particles as follows. When the tumbler is slowly rotated to the granular material's angle of repose and back, all particles move in solid body rotation. A sequence of images are taken at one frame per angle of rotation to record the positions of all tracer particles. Then, the 3D trajectories of tracer particles can be tracked. These trajectories project onto the detector image at different trajectory lengths depending on the particle depth, as shown in the schematic side view in Fig. 5.6. For example, the black particle that is closer to the tumbler wall has a longer projected trajectory $\left(l_{2}\right)$ than that of the red particle $\left(l_{1}\right)$, which is located further radially inward. However, the tracer particle positions are projection-distorted because the x-rays that strike the flat detector traverse different distances depending on the depth of the particle and how far it lies from the source-detector central axis. The 3D position of a tracer particle can be calculated iteratively from the sequence of 2D images during the slow rotation where all particles move in solid body rotation (a rocking motion). Based on the tracer particle coordinates in the images, an approximate radial location of the particle in the tumbler can be determined. With the estimated radius, coordinates of the trajectory are adjusted accordingly, and a new value of the radius can be calculated. This process is repeated until the difference in radius between successive iterations is less than $1 \%$. With multiple tracer particles, a particle tracking velocimetry (PTV) algorithm in MATLAB is used to detect and trace particle trajectories [29]. To ensure accurate tracking, only trajectories longer than $65 \%$ of the sequence length are used, which also reduces error due to particles overlapping. In this way, the 3D position of many x-ray opaque tracer particles is obtained after each rotation of the protocol.

The apparatus and analysis methods have some limitations. Tracking the trajectories of tracer particles requires accurate detection of the particles in the x-ray image. With a large number of tracer particles, particles often overlap in the x-ray image. Particles at different
depths may be projected to the same neighborhood on the detector image, particularly as particles accumulate into a non-mixing region and overlap. At the same time, when the tumbler is rotated to the angle of repose, the relative particle locations change, so that particles may cross over each other or overlap in the images. Thus, it is challenging to track a large number of particles. To avoid inaccurate detection of particles, experiments are limited to fewer than 200 x -ray opaque tracer particles. With 3 mm particles, this comprises less than $1 \%$ of the total particle volume. Thus, for experiments with volume fractions of large particles higher than $1 \%$, both large x-ray opaque tracer particles and large glass beads of similar density are used to provide the appropriate volume of large particles. Nevertheless, the tracer particles still represent the ensemble behavior of all large particles.

The continuum model for the $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ protocol predicts cone-like non-mixing structures, each with its base on the wall of the spherical tumbler and its apex pointing toward the center of the tumbler [Fig. 5.4(c)]. The cone-like non-mixing structure narrows to the size of a typical large particle at a dimensionless radius of about $r=0.55$. If the particle is larger than the KAM tube, a single particle in a non-mixing region cannot be distinguished from particles dispersed randomly in the chaotic region. Therefore, non-mixing structures in the experiment should only occur for locations in the tumbler where $r>0.55$. We use this result to explore how particles segregate and patterns form in the tumbler. Two experiments tracking x-ray opaque tracer particles are performed, first targeting particles that start near the center of the bed that should segregate to near the tumbler wall and accumulate in nonmixing regions, and second, targeting particles that start near the tumbler wall that should segregate toward the center of the tumbler where the cone-like non-mixing regions do not extend.

In the first experiment, $400 d=3.01 \pm 0.04 \mathrm{~mm}, \rho=2.5 \pm 0.05 \mathrm{~g} \mathrm{~cm}^{-3}$ hollow silver jewelry beads (Beadcorp) with 0.9 mm holes are used as x-ray tracer particles with $d=$ $1.84 \pm 0.07 \mathrm{~mm} \rho=2.45 \pm 0.3 \mathrm{~g} \mathrm{~cm}^{-3}$ glass particles in the bulk. The tracer particles are


Figure 5.7. Initial condition for tracking particles segregating toward the tumbler wall. Large x-ray opaque 3 mm silver particles (gray region) are seeded in the core of the hemispherical bed of 1.8 mm glass particles (black background) as shown in (a) a side view schematic with arrows indicating that these particles are expected to segregate toward the tumbler wall and (b) a bottom-view x-ray image.


Figure 5.8. (a) Mean normalized radius $\bar{r}$ of large x -ray opaque tracer particles vs. protocol iterations for protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$. X-ray images of tracer particles at (b) 20 iterations and (c) 50 iterations. Particles have segregated to near the tumbler wall after 20 iterations, but only at 50 iterations are the tracer particles segregated into non-mixing islands labeled by A1-A2-A3 and B1-B2-B3. Error bars are $+/-$ one standard deviation.
seeded in the core of the tumbler [Fig. 5.7(a)], appearing as a circular cluster in the bottomview x-ray image [Fig. 5.7(b)]. Thus, the initial blob of large x-ray opaque tracer particles starts at a radial location near the apices of the conical non-mixing structures. Once the rotation protocol starts, the large x-ray opaque particles should migrate to near the wall of the
tumbler due to segregation in the flowing layer, recalling that larger particles preferentially segregate to the surface of the flowing layer and thereby to the periphery of the bed of particles [110]. The question is: Do the large particles accumulate in non-mixing regions before or after they get near the tumbler wall?

To answer this question, in this experiment, after each iteration, the 3D positions of all tracer particles are obtained. The mean tumbler-radius normalized radial position $\bar{r}$ of tracer particles in the tumbler is calculated to quantify the extent of the segregation. In Fig. 5.8(a), the mean normalized radius of tracer particles $\bar{r}$ is plotted against the number of iterations. The mean radius starts around 0.7, increases rapidly in the first 20 iterations, and then stays fairly constant at about 0.9. Thus, the tracer particles segregated to near the wall of the tumbler, as expected. At 20 iterations [Fig. 5.8(b)], tracer particles are dispersed randomly throughout the image but are near the tumbler wall based on Fig. 5.8(a). After 50 iterations [Fig. 5.8(c)], tracer particles form clusters in the non-mixing regions as predicted by the continuum model, labeled as A1-A2-A3 and B1-B2-B3. Note that the the intensity of Figure 5.8(c) is adjusted using adaptive histogram equalization in MATLAB (adapthisteq) [126, 177], where the contrast is enhanced in 64 smaller "tiles" across the entire image. The clusters form slowly, becoming more evident toward the end of the experiment. This result demonstrates that large particles accumulate in non-mixing regions consistent with the continuum model but only after they have first segregated to near the wall of the tumbler where the non-mixing regions have significant volume due to their conical shape.

In the second experiment we use a mixture of $400 d=3.01 \pm 0.04 \mathrm{~mm}$ hollow silver jewelry beads ( $\rho=2.5 \pm 0.05 \mathrm{~g} \mathrm{~cm}^{-3}$ ) as tracers with $d=1.92 \pm 0.04 \mathrm{~mm}$ acrylic particles ( $\rho=1.24 \pm 0.08 \mathrm{~g} \mathrm{~cm}^{-3}$ ) in the bulk. This combination of size and density differences causes the silver particles to sink to the bottom of the flowing layer during tumbler rotation while the acrylic particles rise to the surface of the flowing layer so they segregate toward the tumbler wall. The silver particles are seeded at the bottom of the tumbler as shown in the


Figure 5.9. Large silver particles ( 3 mm ) are seeded at the bottom of the hemispherical bed of 2 mm acrylic particles as shown in (a) the side view schematic with arrows indicating that these particles are expected to segregate toward the center of the particle bed and (b) a bottom-view x-ray image.


Figure 5.10. (a) Mean normalized radius $\bar{r}$ of x -ray opaque tracer particles vs. number of protocol iterations $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$. X-ray image of tracer particles at (b) 20 iterations and at (c) 50 iterations. Error bars are $+/$ - one standard deviation.
side view and bottom view in Figs. 5.9(a) and 5.9(b), respectively. Since silver particles sink to the bottom of the flowing layer, they are expected to segregate toward the core of the hemispherical bed of acrylic particles as the tumbler is rotated. The mean normalized radius of silver particles is plotted as a function of the number of protocol iterations in Fig. 5.10(a). Due to difficulties detecting the silver particles in the first few iterations, a dashed line is drawn to connect the initial condition (particles deposited at the tumbler wall) to subsequent iterations. The mean radius drops quickly to below 0.7 in the first 20 iterations and does
not vary significantly afterwards. The x-ray images at 20 iterations [Fig. 5.10(b)] and 50 iterations [Fig. 5.10(c)] both show x-ray opaque silver tracer particles in the middle portion of the tumbler, meaning that tracer particles relocate from near the tumbler wall to the core of the bed of particles. The dispersion of particles at 50 iterations is very similar to that at 20 iterations, and there is no apparent structure or accumulation of large particles other than near the core of the bed of particles. This result again matches the prediction of the continuum model [Fig. 5.4(c)], where no significant non-mixing structures exist near the core of the particle bed.

This pair of experiments demonstrates that particles form the segregation pattern predicted by the continuum model only close to the tumbler wall. The transport of particles can also be tracked as the volume fraction of large particles increases. Similar size and density glass beads ( $d=3.15 \mathrm{~mm} ; \rho=2.45 \mathrm{~g} \mathrm{~cm}^{-3}$ ) are used along with 200 silver tracer particles ( $d=3.01 \mathrm{~mm}, \rho=2.5 \mathrm{~g} \mathrm{~cm}^{-3}$ ) to make total large particle volume fractions $f=$ $5 \%, 15 \%$, and $25 \%$ mixtures with 1 mm small glass particles. Since the large glass beads and tracer particles have similar size and density, the behavior of tracer particles mirrors the bulk behavior of all large particles. The tracer particles are tracked for 50 iterations of the $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ protocol with large particles initially seeded in the center of particle bed. The mean normalized radius of tracer particles for all volume fractions decreases only slightly with increasing large particle volume fraction, at steady state (46-50 iterations), as shown in Table 5.2.

The results in Table 5.2 are consistent with the non-mixing regions expanding in size at the tumbler wall with increasing large particle volume fraction, as is evident in Fig. 5.5. However, the slight reduction in the mean normalized radius in Table 5.2 suggests not all large particles are in the monolayer at the wall. Based on approximating the coverage of a monolayer of large particles at the tumbler wall, we estimate that most large particles are within 3 particle diameters of the wall at the higher larger particle volume fractions.

| $f$ | $5 \%$ | $15 \%$ | $25 \%$ |
| :---: | :---: | :---: | :---: |
| $\bar{r}$ | 0.9446 | 0.9358 | 0.9257 |
| $\sigma_{r}$ | 0.0629 | 0.0575 | 0.0816 |

Table 5.2. Mean normalized radius $\bar{r}$ and standard deviation of normalized radius $\sigma_{r}$ of tracer particles over 46-50 iterations of experiments with a mixture of 3 mm large silver tracer particles and glass particles and 1 mm small glass particles with large particle volume fractions $f=5 \%, 15 \%$, and $25 \%$.

Thus, the large particles do not entirely occupy the conical non-mixing structures predicted by the continuum model in Fig. 5.4(c) but tend to expand the regions of large particles near the tumbler wall. This indicates that the mechanism of pattern formation is closely related to the segregation dynamics that occurs in the flowing layer. The effect of segregation may be so strong that large particles are pushed to the surface of the flowing layer so they never have a chance to fill the subsurface volume of the cone-like non-mixing structures. On the other hand, when segregation is weak, particles tend to mix more uniformly instead of accumulating in the non-mixing structures as occurs for $R=1.27$ in Fig. 5.5.

### 5.4. Dependence on rotation protocols

Similarity between the pattern formation in experiments and non-mixing regions in the continuum model can be demonstrated in several other protocols, including those shown in Fig. 5.11: $\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right),\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$, and $\left(75^{\circ}, 60^{\circ}, 90^{\circ}\right)$. Large blue particles accumulate in two pairs of period-2 non-mixing islands labeled as A1-A2 and B1-B2 in Fig. 5.11 (a) for protocol $\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right)$. Note that here the two rotation axes are not orthogonal, but at an angle of $80^{\circ}$. Similarly for the orthogonal axes case $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$, large blue particles also accumulate into period-2 non-mixing islands despite more particles appearing in the chaotic region between the non-mixing islands. The period-2 non-mixing structures also occur in combinations of a range of rotation angles $\alpha$ and $\beta$ with different angles between axes $\gamma$ (see Fig. F. 4 in Appendix Ffor experiments of protocols also exhibiting period-2 non-mixing structures). For the protocol $\left(75^{\circ}, 60^{\circ}, 90^{\circ}\right)$ [Fig. 5.11 (c)], where no non-mixing structures


Figure 5.11. Experiments (top) compared to Poincaré sections (bottom) after 30 iterations of protocol $\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right)$ in (a) column, $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$ in (b) column, and $\left(75^{\circ}, 60^{\circ}, 90^{\circ}\right)$ in (c) column. Visualization of tumbler wall for corresponding experiments with $15 \%$ large blue particles ( 4 mm ) and $85 \%$ small red particles ( 1 mm ).
are predicted by the continuum model, the experiment shows no clear segregation patterns, as expected. Consequently, we speculate that other protocols that exhibit large non-mixing regions will show associated segregation regions in experiments.

The non-mixing islands for protocols $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right),\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right)$, and $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$ are called persistent [173] in that they correspond to cells in PWI maps [145, 122], which provide a mathematical description of the action of cutting-and-shuffling that forms the foundation for non-mixing regions in spherical tumbler flow with alternating rotations about two axes [173]. Although PWI maps assume a non-physical infinitely thin flowing layer at the surface, the non-mixing structures they generate can persist for a finite-thickness flowing layer [173], as is evident in these experiments. The boundaries of the non-mixing islands are defined by the interface between the flowing layer and the bulk [173, 145].


Figure 5.12. Poincaré section of the continuum model in (a) the bottom view of the bulk and (b) the bottom view of the flowing layer for protocol $\left(45^{\circ}, 45^{\circ}, 90^{\circ}\right)$. Segregation patterns after 30 iterations in a half-full spherical tumbler with $10 \%$ large clear particles ( 3 mm ) and $90 \%$ small black particles ( 1 mm ) starting with (c) large particles in the bottom of tumbler (bottom view), and (d) large particles on top of the flowing layer.

In addition to the persistent non-mixing regions described thus far, there is another type of barrier to mixing known as an emergent non-mixing region [173], which are not present in the PWI map but emerge in the continuum model for a finite flowing layer thickness. Unlike persistent non-mixing regions that pass entirely through the flowing layer with each rotation and have boundaries set by the boundary of the flowing layer, emergent non-mixing regions periodically land entirely within the flowing layer, are stretched in the streamwise direction, and have boundaries that are not necessarily coincident with the flowing layer boundary [173]. For a detailed discussion of persistent and emergent non-mixing islands, see Zaman et al. [173. An example of a Poincaré section exhibiting emergent non-mixing islands is shown in Fig. 5.12 (a,b) for protocol $\left(45^{\circ}, 45^{\circ}, 90^{\circ}\right)$. The Poincaré section consists of interpenetrating fingers that are primarily red or primarily blue when viewed from the bottom [Fig. 5.12 (a)]. The boundaries between the red and blue regions are shown to be
barriers to mixing [173]. The stretching of one of the white non-mixing regions at the centers of the interpenetrating fingers is evident in Fig 5.12(b), which shows a non-mixing region as visualized from below as it lands entirely in the flowing layer between rotations.

To examine the influence of emergent non-mixing islands on segregation, experiments are conducted with the protocol $\left(45^{\circ}, 45^{\circ}, 90^{\circ}\right)$ for a mixture of $10 \%$ large clear glass particles $(d=2.97 \pm 0.05 \mathrm{~mm})$ with $90 \%$ small black glass particles $(d=1.05 \pm 0.05 \mathrm{~mm})$ with two different initial conditions: large particles initially located in the bottom of the tumbler on the tumbler wall and large particles initially spread on top of the flowing layer. For the first experiment, large particles initially located at the bottom on the tumbler wall, accumulate into three pairs of thin strips, with the most visible pair in the middle [Fig. 5.12(c)]. This pattern corresponds to the red fingers in the continuum model [diagonal from left upper corner to lower right corner and on the left and upper periphery in Fig. 5.12(a)] with a thin non-mixing region in the middle of the fingers. The non-mixing region (white) in the middle of the diagonal finger [Fig. 5.12 (a)] corresponds with the central small black particle filled region in Fig. 5.12 (c). In the second experiment [Fig. 5.12(d)], large particles initially located in the flowing layer accumulate in the two visible blue fingers of the Poincaré map, again with the central non-mixing region (white) filled with small black particles [a third blue finger is stretched across the flowing layer, consistent with Fig. 5.12(b)]. This result is expected since the blue finger is mapped onto the flowing layer where large particles initially are located [Fig. 5.12(a)]. In both experiments, large particles do not occupy the white non-mixing regions predicted by the continuum model. Instead they accumulate in the colored finger like structures, demonstrating that the mixing barriers between the red and blue dominant regions in the continuum model are physical mixing barriers preventing material exchange [173]. Particles starting in one region are mostly confined in this region even with collisional diffusion. For all of the protocols in this section, the experiments demonstrate robust pattern formation matching features in the Poincaré sections derived from the continuum model.

### 5.5. Mechanism of pattern formation

### 5.5.1. Pattern formation in 3D versus quasi-2D

At first glance, segregation patterns in quasi-2D tumbler and 3D spherical tumbler appear similar. In the flowing layer, particles segregate due to differences in size, and at steady state one species accumulates in the predicted non-mixing islands while the other species occupies the rest of the domain. However, a major difference is that large particles occupy the chaotic region in a quasi-2D tumbler, while they accumulate in persistent non-mixing structures in a 3D spherical tumbler. Conversely, small particles accumulate in the non-mixing region in a quasi-2D tumbler, while they occupy the chaotic region in a 3D spherical tumbler.


Figure 5.13. Schematic of the boundary of the flowing layer (dashed curve) superimposed onto the Poincaré section for (a) a half-full quasi-2D square tumbler and (b) a half-full 3D spherical tumbler.

To explain this difference, first note that segregation in the flowing layer occurs in the same manner in both quasi-2D and 3D spherical tumbler geometries. Small particles percolate down to the bottom of the flowing layer, while large particles rise to the top. The small particles deposit on the static bed of particles first, while the top layer of large particles continues to flow down the free surface. As a result, small particles are deposited near the middle of the flowing layer, while large particles are deposited further downstream. This deposition pattern is reinforced through periodicity due to the tumbler shape (2D) or due to the biaxial protocol (3D). The key point is that the bottom of the flowing layer consists mostly of small particles, which in the quasi-2D tumbler is where the non-mixing islands overlap the
flowing layer as shown schematically in Fig. 5.13(a). Consequently, small particles fall into the non-mixing islands when they segregate to the bottom of the flowing layer. Even if they segregate to the bottom of the flowing layer, where a non-mixing island is not present, they continue to be advected throughout the chaotic flow region (or via collisional diffusion), and eventually make their way into the non-mixing islands in subsequent rotations.

In contrast, the conical non-mixing structures in a 3D spherical tumbler have significant volume near the tumbler wall [Fig. 5.13(b)]. This means that the conical base of the nonmixing regions is located where large particles tend to segregate. As a result, the large particles tend to fill the non-mixing structures in the 3D spherical tumbler. Thus, how the particle segregation in the flowing layer coincides with the non-mixing islands determines which particles accumulate in non-mixing regions. That is, the interplay between underlying advection field and the particle segregation in the flowing layer determines the ultimate segregation pattern. Whether large particles or small particles accumulate in the non-mixing regions depends on the relative location of non-mixing regions when they pass through the flowing layer.

Another important point is that the accumulation of particles in non-mixing regions is made possible when the radial segregation is in the same plane as the mixing barriers. The segregation-driven material exchange across mixing barriers into the non-mixing regions inherently occurs in a single plane in a quasi-2D tumbler. However, the spherical tumbler is more complicated because of its 3D nature. Along with the radial transport, the large particles that accumulate into the non-mixing regions must also align with the non-mixing regions in the spanwise direction, requiring axial displacement of large particles.

In studies of single axis rotation of a spherical tumbler partially filled with size bidisperse mixtures, two different axial segregation patterns occur for a mixed initial condition depending on the fill fraction, absolute particle sizes, particle size ratio, volume fraction of large particles, and smoothness of the tumbler wall [109, 18, 45, 34]. Large particles either
accumulate in a band at the equator of the tumbler, or in two bands near the poles. For the operating conditions used in this study (rotation speed 2.6 rpm and half-filled tumbler), large particles tend to accumulate at the poles when the tumbler is continuously rotated about a single axis. This is shown in a top view of the free surface after 20 single-axis revolutions in Fig. 5.14. The large particles experience a small axial drift velocity that gradually drives them to concentrate in the bands near the poles, consistent with previous experimental results [18, 34].


Figure 5.14. Top view of the flowing layer in a tumbler half-filled with $15 \%$ large blue particles ( 4 mm ) and $85 \%$ small red particles ( 2 mm ) after 20 revolutions about a single axis. White dotted curves represent boundaries of two non-mixing islands predicted by the continuum model for the protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ as they would appear when flowing across the free surface. White arrow indicates the flow direction.

Non-mixing islands predicted by the continuum model for the biaxial (two-axis) rotation protocol as they pass through the flowing layer are shown by the white dotted boundaries overlaid on the single axis experiment result in Fig. 5.14. The axial positions of the nonmixing islands coincide with the regions of large particle accumulation for single axis rotation. Note that the bands formed for the single axis rotation experiment is a steady state result after 20 tumbler revolutions. In the biaxial experiments that we focus on in this dissertation, each single axis rotation action is smaller than $90^{\circ}$. Thus, the axial segregation is small for each iteration, yet the axial segregation is reinforced through repeated iterations. For each single axis action about either the $z$-axis or $x$-axis, the large particles segregate toward the


Figure 5.15. Unstable manifolds of period 3 in gradient color from black (dark) to green (light) for protocol (a) $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$, (b) $\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right)$ in (b), and (c) ( $90^{\circ}, 90^{\circ}, 90^{\circ}$ ). The blue and red closed curves (labeled as A1-A3 and B1-B3) are boundaries of non-mixing islands. Both the unstable manifolds and nonmixing islands are generated on the $r=0.95$ surface. (d) Unstable manifolds superimposed onto experiment of a $75 \%$-full quasi-2D tumbler with a mixture of $30 \%$ small black particles. Reprinted with permission from Meier et al. [100]
poles and accumulate in the coincident non-mixing islands. Segregation in both the radial and spanwise directions ensures that large particles move to the free surface and toward the poles where non-mixing structures have the largest volume. When this concentrating effect due to segregation is stronger than collisional diffusion, such as in the cases of large size ratios, the segregation pattern is clear and the features have distinct boundaries as shown for large size ratios in Fig. 5.5. Similar to radial segregation of small particles in the quasi-2D square tumbler, both radial and axial segregation aligns the large particles with non-mixing regions in the 3D spherical tumbler. Large particles are concentrated in these regions with repeated rotations. It is precisely the alignment of segregation with non-mixing regions that allows the large particles to accumulate in non-mixing regions.

### 5.5.2. A dynamical systems perspective

Experiments for protocols $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right),\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right)$, and $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$ demonstrate robust pattern formation near the tumbler wall [see Figs. 5.4, 5.5, and 5.11(a-b)]. Particle accumulation for protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ is the most compact and has the most well defined boundaries despite the fact that the non-mixing islands predicted by the continuum model are the smallest in size. On the other hand, the patterns for protocols $\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right)$ and
particularly protocol $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$ have less clearly defined boundaries [Fig. 5.11(a-b)], even though the islands predicted by the continuum model are larger. This result occurs regardless of the large particle fraction, so it cannot be explained on that basis. To explore this contradiction, we examine flow behavior in the chaotic region immediately surrounding the non-mixing islands, neglecting effects of axial segregation and diffusion because they are small compared to the mean flow. The chaotic behaviors are induced by complex structures formed from stable and unstable manifolds, which correspond to contraction and expansion of material around a hyperbolic fixed point [113]. The algorithm used to compute the manifolds is described in Appendix $D$.

The unstable manifolds calculated from the continuum model for the portion of the tumbler visible from the bottom are shown with the non-mixing islands for protocols ( $57^{\circ}, 57^{\circ}, 90^{\circ}$ ), $\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right)$, and $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$ in Fig. 5.15 (a-c). There are two unstable manifolds for each of the three protocols, which correspond to the two sets of periodic points. For simplicity, only one of the two manifolds is shown in Fig. 5.15 (a-c). The separate portions of the manifold shown in each of the images are connected through the flowing layer, which is not shown. As the unstable manifolds stretch from the hyperbolic points, the color progresses from black (dark) to green (light). One unstable manifold of protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ [Fig. 5.15(a)] wraps tightly around one group of the non-mixing islands (A1-A2-A3). Particles that happen to be bumped out of the non-mixing regions by collisional diffusion are advected by the unstable manifold. In subsequent iterations, the chance of the particle diffusing back into the non-mixing regions are high because the manifold wraps tightly around the A1-A2-A3 non-mixing regions. For protocol $\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right)$, even though the unstable manifold wraps around the non-mixing islands B1-B2 [Fig. 5.15(b)], the unstable manifold linkage between the two non-mixing islands occupies a larger portion of the domain, spanning the entire tumbler horizontally. Therefore, the accumulation of large particles for protocol $\left(90^{\circ}, 90^{\circ}, 80^{\circ}\right)$ is less distinct [Fig. 5.11(a)] than for protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ [Fig. 5.4(a)] because a particle
that starts outside of a non-mixing region or is bumped outside of the non-mixing region by collisional diffusion is more likely to be dispersed by the manifold to positions elsewhere in the chaotic region. For protocol $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$ [Fig. 5.15(c)], the unstable manifold spans the entire domain and forms large folds that encompass all four non-mixing islands. Thus, particles are more likely to be dispersed to regions elsewhere in the chaotic sea once they are carried away by the manifolds, as is evident in the less distinctly segregated regions for the experiment of protocol $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$ [Fig. 5.11(b)].

The relation between unstable manifolds and the segregation pattern is also evident in the quasi-2D tumbler. As shown in Fig. 5.15(d), the unstable manifolds surrounding the non-mixing islands outline the boundary of the segregation pattern. The unstable manifolds serve as a mixing barrier in that particles follow the manifolds instead of moving across them. This effect is observed in the 3D spherical tumbler for protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$. In contrast, for protocol $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$, the unstable manifolds fill the entire domain, carrying particles throughout rather than acting as a barrier to mixing. As a result, the unstable manifolds in this case facilitate material transport throughout the domain, resulting in an indistinct segregation pattern [Fig. 5.11(b)].

### 5.6. Discussion and conclusions

We started this chapter by asking if granular segregation and chaotic dynamics can interact in a fully 3 D system to generate segregation patterns, and the answer is clearly "yes" based on the visualization experiments alone. To further understand the relation between the segregation and chaotic dynamics, the segregation patterns of granular flows in a 3D spherical tumbler are examined with both surface visualization and x-ray imaging. Both methods demonstrate that particles of different sizes segregate into patterns predicted by a simple kinematic continuum model, at least for the protocols shown in this study and likely for many other protocols. The detailed characteristics of the segregation pattern depend
on the relative strengths of segregation, diffusion, and chaotic advection, as is evident from experiments with different particle size ratios, mixture fractions, and rotation protocols.

The pattern formation is a result of the coincidence between the non-mixing islands of the underlying flow field and particle segregation for both the quasi-2D square tumbler studied previously [100] and the 3D spherical tumbler examined here. When the direction of accumulation due to segregation aligns with non-mixing structures of the underlying flow field, segregation patterns form.

Other factors can influence the details of the pattern, including the strength of the segregation, collisional diffusion, and unstable manifold transport. These effects can be tuned to change the pattern to various degrees. For example, the relative strength of segregation compared to diffusion can be manipulated in several ways including changing rotation speed, particle to tumbler size ratio, and relative particle sizes. For instance, the pattern becomes weak when segregation is decreased with a smaller particle size ratio and thus a higher relative influence of collisional diffusion. It is also likely that when axial segregation is weaker, manifold driven transport becomes more important. The segregation pattern is perturbed more easily for protocol $\left(90^{\circ}, 90^{\circ}, 90^{\circ}\right)$ than protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$, because the unstable manifolds are capable of carrying particles further away from the non-mixing regions. Hence, segregation pattern formation depends not only on the structure of dynamical systems features including elliptic non-mixing regions and unstable manifolds, but also on the relative strength of segregation compared to collisional diffusion. The relative strengths of these factors is key to predicting the pattern formation or to optimizing the mixing by avoiding such pattern formation.

It is also important to recognize that the parameter space for protocols is essentially infinite - rotation angles can vary continuously. We have described a handful of protocols in detail here, and we would expect similar results for protocols with rotation angles within a few degrees of those considered here in which similar non-mixing regions exist. We would also
expect similar results for other protocols with relatively large non-mixing regions, though it would be difficult to consider the complete set of non-mixing regions that may occur [122].

In generalizing the segregation pattern formation for other protocols, several factors must be considered. As mentioned earlier, the kinematic continuum model does not include any information about the particles, and axial transport is neglected. However, as shown in Chapter 5.5.1, axial segregation occurs for size-bidisperse particles in spherical tumbler flow (however small compared to bulk flow). Thus, the possibility of unpredicted pattern formation exists as a result of the additional axial transport that is not included in the present kinematic model. The final segregation pattern depends on a complex interplay between segregation, the flow field, and diffusion. We are also conducting discrete element method simulations to verify the mechanism with a statistical approach as well as examining secondary transport in the system.

Furthermore, the 3D flow in this study generates 2D invariant structures on hemispherical shells. Therefore, radial transport occurs only via diffusion and segregation. Fully 3D transport including radial transport can occur via streamline jumping [25, 24], which can be introduced to the experiments, for example, by rotating the tumbler about two axes at different speeds. Thus, 3D spherical tumbler flow can serve as a prototypical system for studying pattern formation and mixing in even more complicated 3D dynamical systems.

## CHAPTER 6

## Segregation to non-mixing regions driven by weak secondary flow

## SUMMARY

The 3D structure of segregation patterns with large particle accumulation in non-mixing regions is analyzed with DEM simulations. Statistical analysis of particle movements in size-bidisperse cases and monodisperse cases demonstrates segregation patterns exist with low diffusion and large size ratios. DEM simulations also provide evidence that weak axial drift, inherent to a rotating spherical tumbler, transports particles across non-mixing barriers predicted by the unperturbed continuum model, which neglects axial transport. A modified continuum model incorporating this weak perturbation alters the periodic dynamics of non-mixing islands turning them into periodic "sinks." Through quantitative analysis of particle transport and comparisons of various size-bidisperse and monodisperse systems, the mechanism behind segregation pattern formation is identified as the interaction of size-driven radial segregation and surface flow dynamics.

This chapter is based on the manuscript "Segregation to non-mixing regions driven by weak secondary flow" by Mengqi Yu, Julio M. Ottino, Richard M. Lueptow, and Paul B. Umbanhowar to be submitted to Phys. Rev. E. The DEM simulations utilizing Nvidia GPU enabled computation based on CUDA C++ is adapted from code used in [137, 75].

### 6.1. Introduction

Segregation in flowing granular materials is prevalent in many industrial settings including pharmaceutical material blending, chemical material transportation, and construction material handling. In a typical mixing device, such as a tumbler, advection, segregation,
and collisional diffusion occur simultaneously. Advection in a tumbler can be generated by rotation about a horizontal axis that results in various flows including avalanching, rolling, and centrifuging, depending on rotation speed [62, 102]. Segregation between species with different physical properties is well studied, where granular materials demix under flow or shear [70, 35]. At the same time individual particles are continuously colliding with one another resulting in diffusion. Experiments and modeling methods have been developed to understand the interaction of these elements in various prototypical geometries. However, in tumblers where the advection field is complex and periodic, the interactions of advection, segregation, and diffusion are often not straightforward.

Many studies of tumbler flows have focused on quasi-2D geometries where the axial dimension is small compared to the radial dimension; this geometry results in an effectively two-dimensional velocity field. Segregation patterns in quasi-2D tumblers correspond to specific dynamics of the system. In a quasi-2D circular tumbler rotating with sufficient speed to avoid avalanching, particles flow continuously in a relatively thin layer near the flat free surface on top of a bed of particles in solid body rotation with the tumbler. When the particles are a size bidisperse mixture, segregation in the flowing layer leads to a radial segregation pattern where large particles migrate to the periphery of tumbler leaving a core of small particles at the center [17, 67, [72, 179, 58]. This process is well understood and can be modeled using a continuum description [138, 57, [159]. When the rotation speed is modified to be slow or modulated, the boundary between large particles on the periphery and the small particle core develops a multi-lobed structure [67, 83, 44]. Similarly, lobed patterns are observed in quasi-2D tumblers having a polygonal cross-section, due to the time-periodicity of the flow induced by the polygonal geometry, and are closely related to the unstable manifolds of the associated dynamical system [83, 100].

Though quasi-2D geometries have provided a useful avenue for study, tumblers used in industries are almost always 3D. In fact, for cylindrical tumblers with a substantial width relative to their radius, segregation can occur additionally along the axial dimensions, leading to a wealth of interesting phenomena including stable or unstable banding [176, 3, 22, 66, 128]; related banding is observed in spherical tumblers [45, 34, 109, 18, 21]. For rotation about a single horizontal axis, the advective flow is simple. Consequently, segregation patterns result from instabilities associated with spatially varying concentrations of the constituent species. Approaches to understanding these phenomena include analogies to spinodal decomposition [176, 22], and amplitude equation analysis [3].

However, in spherical tumblers rotated about multiple axes, the underlying flow can be chaotic [78, 101, 24]. This leads to new flow and segregation phenomena which can be understood using dynamical system approaches that have proven useful in fluid mixing [113]. Chaotic dynamics has been identified in a spherical tumbler to explain granular flow phenomena and a kinematic continuum model has been proposed [78, 101, 24, 173].

To study the complex interaction between advection, segregation, and diffusion, we consider a segregating granular mixture in what is arguably the simplest possible non-trivial 3D geometry, that of a spherical tumbler with periodic flow dynamics. Here we examine the so-called biaxial spherical tumbler (BST), where the spherical tumbler is half-filled with a size-bidisperse dry granular material and rotated alternately about two horizontal axes by angles $\left(\theta_{z}, \theta_{x}\right)$ beyond the angle of repose. In experiments with the BST, different segregation patterns can be directly observed at the clear tumbler wall which depend on the values of the parameter pair $\left(\theta_{z}, \theta_{x}\right)$. The angle the between two horizontal axes is kept constant at $90^{\circ}$ in this work, but can be set to other values [94].

Mixing dynamics in the BST with monodisperse non-cohesive granular materials has a rich complexity [173]. For certain bi-axial spherical tumbler protocols, some particles are trapped for many iterations, $M$, of the protocol in periodic "non-mixing regions" while
other particles outside of these regions mix aperiodically. At the most fundamental level, the mixing dynamics of the BST can be thought of in terms of a cutting-and-shuffling operation that can be described by the mathematics of Piecewise Isometries (PWI) [78, 173, [77, 122, 121, 145. Essentially, each change in the rotation axis "cuts" the material while the rotation "shuffles" the material to a different location. While the PWI approach to this problem provides a skeleton of the mixing and identifies the potential for non-mixing regions [78, 173, 77, 145] and invariant ergodic subsets that can result in barriers to mixing [95], its exact predictions are altered by the finite thickness of the flowing layer in physical realization of the BST [78, 24, 173, 77]. The physical flow with finite flowing layer thickness is accurately modeled by a time periodic 3D velocity field [24, 101]. An example of the flow structures predicted by the continuum flow model for the protocol $\left(57^{\circ}, 57^{\circ}\right)$ at a radius of $r=0.95$ for a unit hemisphere is shown in Fig. 6.1(a) using a Poincaré section [152]. The Poincaré section is a stroboscopic map of points advected by flow in the tumbler (see Appendix C). The 3D kinematics are determined by decomposing the sphere into non-interacting 2D slices, neglecting axial velocity. For the $\left(57^{\circ}, 57^{\circ}\right)$ protocol, the continuum model predicts two groups of periodic non-mixing islands, A1-A2-A3 and B1-B2-B3. The chaotic region surrounding the non-mixing islands, illustrated by a scatter of points, is where chaotic mixing occurs [101, 24]. The boundaries separating the non-mixing islands and the chaotic region are intersections of the $r=0.95$ shell (an invariant surface since the velocity field produces no radial displacement in the bulk) with six 3D Kolmogorov-Arnold-Moser (KAM) tubes. To visualize the 3D structures, non-mixing boundaries are isolated and assembled with invariant surfaces in the range $0.65 \leq r \leq 0.95$, as shown in Fig. 6.1(b). When viewed from the bottom of the tumbler, KAM tubes A2-A3 and B1-B2-B3 appear in obvious cone shapes, while KAM tube A1 appears as a set of nested ellipses. The cone-like KAM tubes, are widest near the tumbler wall [corresponding to the island boundaries shown in Fig. 6.1(a)] and their apexes point toward the core of the hemisphere. The shapes of the KAM tubes
vary with the protocol [24]. Previous experiments using an x-ray opaque tracer particle among otherwise monodisperse particles supported the existence of the 3D non-mixing regions [173, 171]. When the tracer particle is initially placed in A1, it periodically appears in regions labeled A1-A2-A3 for hundreds of iterations, occasionally jumping out and back into these non-mixing islands due to collisional diffusion, but otherwise corresponding closely to the continuum model where no material crosses the non-mixing island boundaries.

When a size-bidisperse mixture of particles is used instead of monodisperse particles, experiments show that segregation in the thin flowing layer near the free surface results in the large particle species accumulating in the non-mixing regions [171]. For example, a mixture of $5 \%$ large blue particles $\left(d_{L}=4 \mathrm{~mm}\right)$ and $95 \%$ small red particles ( $d_{S}=2 \mathrm{~mm}$ ) results in a segregation pattern that can be observed at the tumbler wall at $M=30$ as shown in Fig. 6.1(c). Though only the middle portion of the tumbler can be easily imaged due to the steep curvature of the tumbler wall, it is apparent that large particles accumulate into non-mixing regions A1, B2, B3 corresponding to those in the Poincaré section Fig. 6.1(a,b) [171]. Furthermore, this segregation phenomenon is also observed in DEM simulations of sizebidisperse mixtures (see Appendix G for DEM simulation details), as shown in Fig. 6.1(d). The bottom view of the DEM simulation at iteration $M=30$ is rendered in the same way as the photograph from experiment in Fig. 6.1(c) to allow easy comparison. Similar to the experiments, large blue particles accumulate into non-mixing islands labeled as A1, B2, and B3 in the DEM simulation. The curious aspect of this result, and the phenomenon that is the focus of this study, is that the non-mixing islands defined by their barriers to transport in the continuum model act as "attractors" for the large particles in a size bidisperse mixture.

Previously, we hypothesized that a secondary axial flow in the flowing layer of particles in a spherical tumbler [172] was a key element of the observed segregation patterns [171]. In this work, using DEM simulations, we aim to understand the complex interplay between the underlying advection field and segregation to uncover the mechanism behind the segregation


Figure 6.1. (a) Poincaré section of a half-full spherical tumbler for $r=0.95$ with the $\left(57^{\circ}, 57^{\circ}\right)$ protocol. (b) Three-dimensional non-mixing KAM tubes visualized by transport barriers from continuum model for $0.55 \leq r \leq 0.95$ in increments of 0.05 . The six conical-shaped non-mixing regions (A1-A2A3 and B1-B2-B3) have period-3. (c) Segregation experiment in a half-full spherical tumbler ( $D=14 \mathrm{~cm}$ ) with $5 \%$ large blue particles ( $d_{L}=4 \mathrm{~mm}$ ) and $95 \%$ small red particles $\left(d_{S}=2 \mathrm{~mm}\right)$ after 30 iterations $(\omega=2.6)$ of the $\left(57^{\circ}, 57^{\circ}\right)$ protocol. (d) DEM simulation under identical conditions. All figures are viewed from below.
of large particles into the non-mixing regions. The 3D structure of the segregation patterns are examined in Chapter 6.2 using DEM simulations. The transport of particles in these non-mixing regions and the chaotic sea is discussed in detail to demonstrate the complex interplay between segregation, advection, and diffusion. Based on Chapter 6.2 and previous work [172, 173, 171], we propose that axial transport is a key element leading to segregation pattern formation that is missing from the original continuum model [24, 173]. To prove this hypothesis, axial transport is incorporated into the continuum model to effectively represent large particle movement in Chapter 6.3. Comparison of predictions of this modified continuum model with those from the unmodified model (no axial flow) demonstrates fundamental differences in the dynamical systems behavior related to accumulation of large particles in non-mixing regions. Finally, several examples of segregation in the BST for other protocols are provided to show that pattern formation can be predicted based on the same mechanism.

### 6.2. Non-mixing structures in 3D

Throughout this chapter, we consider a spherical tumbler that is half-filled with initially mixed size-bidisperse mixtures of non-cohesive mm-sized particles. The tumbler is repeatedly rotated about orthogonal axes by angles $\theta_{z}$ followed by $\theta_{x}$, a protocol of $\left(\theta_{z}, \theta_{x}\right)$. For each rotation, the granular bed is first rotated from horizontal to its angle of repose, then rotated by the specified angle, then rotated back to horizontal. Typically, 15-30 iterations of the protocol result in pattern formation [171]. Segregation patterns from DEM simulation with protocol $\left(57^{\circ}, 57^{\circ}\right)$ are compared to results from experiments [171] for the same conditions in Fig. 6.2. The rotation speed of tumbler in the DEM simulation is 3 rpm , similar to 2.6 rpm in experiments. The associated Froude number is about $6 \times 10^{-4}$, at the lower end of the rolling/cascading regime in tumbler flow where we expect a flat free surface with continuous flow [132, 102]. The DEM simulation is rendered using POV-Ray [1] in the same manner as the experiment is photographed from below. Similar to the experiment in Fig. 6.1(c), three distinct large particle regions are observed, corresponding to A1, B2, and B3 regions. The segregation patterns qualitatively match the experiments for a range of large particle fractions, shown in Fig. 6.2.

### 6.2.1. Trajectory of non-mixing regions and internal rotations

The validated DEM simulations allow us to better understand the movement of particles into and out of the non-mixing structures, shown in Fig. 6.2. For the example $\left(57^{\circ}, 57^{\circ}\right)$ protocol considered in detail here, each non-mixing structure returns to its starting position after three iterations (the periodicity of the non-mixing structure depends on the details of the protocol [122, 121, 145, 149, 94, 171). For example in Fig. 6.1(a)-(b), A1 moves to the position of A2 after one iteration, to the position of A3 after two iterations, and returns to A1 after three iterations [145, 173]. During each rotation, one non-mixing island from each group $(A$ and $B)$ flows across the free surface where it is stretched due to the higher velocities


Figure 6.2. Comparison of segregation patterns in experiment ( 2.6 rpm ) [171] and DEM simulation ( 3 rpm ) at $M=30$ for the $\left(57^{\circ}, 57^{\circ}\right)$ protocol using mixtures of 4 mm blue and 2 mm red particles with different large particle fraction $f$ (columns).
in the flowing layer. When particles return to the bulk after flowing down the free surface, the non-mixing islands recover their unstretched shape. The transformation of non-mixing islands as they cross the free surface can be visualized by tracking the large particle clusters, as shown by snapshots of the DEM simulation in Fig. 6.3. This process is also illustrated in Video ${ }^{1}$ Side views of the DEM simulation highlight the movement of non-mixing region A3 as it spreads and then contracts on successive passes across the flowing surface layer corresponding to $\theta_{z}$ and $\theta_{x}$ rotations. Large particles are shown as blue spheres while small particles are transparent. The orientation of the tumbler is offset by the angle of repose to simplify visualization. Particles associated with cluster A3 are colored gold and the region around them is manually highlighted to aid visualization. The direction of flow on the free surface is indicated by the red arrow.

As shown in Fig. 6.3, the large particles mostly accumulate in the six non-mixing regions with a smaller number scattered elsewhere throughout the domain. During the $z$-axis rotation (left column), region A3 is rotated up from the solid body region into the flowing

[^2]layer. At $2 / 3$ of the $z$-axis rotation (third row), region A3 is stretched out in the flowing layer. At the same time, although it is not highlighted, the non-mixing region B1 on the far left side is also stretched as it also flows down the free surface. At the end of the $z$-axis rotation, both regions A3 and B1 land on the opposite side of the flowing layer across the $z$-axis. In the subsequent $x$-axis rotation, region B 1 is buried in the bulk and undergoes solid body rotation, while the highlighted region A3 enters the flowing layer again. At $1 / 3$ of the $x$-axis rotation, region A3 spreads out but condenses itself at $2 / 3$ rotation as it nears the end of flowing layer. Region B3 also flows down the surface during this portion of the iteration. After this bi-axial iteration, region A3 lands on the far left corner of the surface where A2 had started at the beginning of this iteration. The motion of A3 is different during the two rotations that define the protocol. The stretching of region A3 happens mostly in the latter $2 / 3$ of the first rotation $\left(\theta_{z}\right)$, while it occurs in the first $2 / 3$ of the second rotation $\left(\theta_{x}\right)$. This is because A3 is closer to the free surface at the end of the first rotation than at the start. Regions A2, A3, and B2 do not pass through the flowing layer at all during this iteration, but do so during subsequent iterations. With two additional iterations of the protocol, all non-mixing regions pass through the flowing layer and return to their starting positions. However, only the center of the non-mixing regions is periodic as the rest of the region rotates about this fixed point [145]. The amount of internal rotation is determined by the protocol and particle fill level [149]. This internal rotation becomes important as we explore large particle accumulation into the non-mixing regions.

### 6.2.2. Distribution of large particles in non-mixing regions

The structures of the large particle accumulations in non-mixing regions can be analyzed quantitatively from the DEM simulations and compared with non-mixing regions predicted by the continuum model. The average concentration of large particles at the surface of the tumbler after the segregation pattern fully develops is shown in Fig. 6.4 by projecting the


Figure 6.3. Illustration of large particle movement in a DEM simulation during the $M=31$ iteration of the $\left(57^{\circ}, 57^{\circ}\right)$ protocol for an initially mixed mixture of $15 \% 4 \mathrm{~mm}$ particles and $85 \% 2 \mathrm{~mm}$ particles of equal density. The free surface edge boundary is indicated by the black ellipse. Arrows indicate direction of flow on the top of the flowing layer. After one iteration, two groups of nonmixing clusters A1-A2-A3 and B1-B2-B3 rearrange their locations as indicated by labels. Tumbler is visualized so that free surface is horizontal.
position of all particles in a hemispherical shell of thickness $0.9<r<1$ onto a 2D plane using a Lambert azimuthal projection [150] with equal discrete areas [164, 121]. Large particle concentrations are high in the six dark elliptical regions associated with non-mixing regions A1-A3 and B1-B3 for all three large particle fractions, $f$. The boundaries of non-mixing islands predicted by the continuum model are also projected to the 2 D plane in the same manner, as shown by the closed red curves. For $f=0.05$ [Fig. 6.4(a)], almost all large particles accumulate in the non-mixing regions predicted by the continuum model. At $f=0.15$ [Fig. 6.4(b)], the high concentration regions increase in size and remain elliptical. At $f=0.25$


Figure 6.4. Large particle concentration averaged over iterations $(25 \leq M \leq$ 35 ) and dimensionless radius ( $0.9<r<1$ ) under the protocol $\left(57^{\circ}, 57^{\circ}\right)$ for increasing (left to right) large particle fraction $f=$ as indicated. Concentration fields are visualized using a Lambert azimuthal projection which preserves area between the 3D hemisphere and the 2D plane. Boundaries of non-mixing islands predicted by continuum model are indicated by red closed curves.
[Fig. 6.4(c)], the high concentration regions cover much of the domain, because there are too many large particles to fit within the non-mixing regions due to radial segregation (discussed below). Nevertheless, the non-mixing regions are higher in concentration of large particles compared to the rest of the domain, meaning large particles still prefer to accumulate around non-mixing regions. The concentration map (and associated segregation) pattern remains stable for the entire simulation after it initially develops, which takes about 15 iterations of the protocol.

The continuum model results indicate that, in the absence of segregation, non-mixing regions extend radially inward from the wall of the spherical tumbler in a conical shape, as shown in Fig. 6.5. To examine the 3D structure of the particle accumulations in the nonmixing regions, we examine a slice through the particle bed that cuts through non-mixing regions A1 and B1 as shown schematically in Fig. 6.5 (a). The images in column (b) are snapshots of DEM simulations at $M=30$. Compared to the boundaries of the non-mixing regions of A1 and B1 based on the continuum model (white dotted curves), the large particles roughly fall into the same area, but only occupying regions near the tumbler wall. This is readily explained by size segregation. Large particle tend to rise to the surface when they cascade down the flowing layer to end up near the wall of the tumbler, while small particles


Figure 6.5. Particles $(M=30)$ (a) and average concentration $(25 \leq M \leq 35)$ (b) showing segregation patterns for different large particle fractions viewed on the intersecting plane indicated by dashed line in (c) under the ( $57^{\circ}, 57^{\circ}$ ) protocol. Dashed curves in (a,b) indicate boundaries of the 3D cone-like nonmixing regions (KAM tubes) illustrated in (c).
tend to fall to the bottom of the flowing layer to deposit before they reach the tumbler wall at the downstream end of the flowing layer. Consequently, there is a natural tendency for large particles to be near the tumbler wall and small particles further inward. As the large particle fraction is increased from 0.05 to 0.25 , the non-mixing regions are packed more densely with large particles, yet still only in a 3-4 particle diameter thick layer near the tumbler wall. Meanwhile, large particle accumulation expands tangentially along the tumbler wall, while also occupying the free surface. With a higher fraction of large particles, the tendency for them to reside inside non-mixing regions competes with their tendency to segregate to the top of the flowing layer and then deposit near the tumbler wall. When the non-mixing regions near the tumbler wall become more fully occupied at greater large particle fractions, large particles eventually accumulate near the tumbler wall but outside the non-mixing regions. Concentration fields averaged over iterations $25 \leq M \leq 35$ in column
(c) show the distribution for large particles is within and near the non-mixing regions at the wall, but does not extend far into the core of the particle bed.

### 6.2.3. Relating flow dynamics and segregation patterns

Having confirmed that the DEM simulations reproduce the robust segregation patterns observed in experiments, the outstanding question is why do large particles that segregate to the surface of the bed accumulate within the non-mixing islands? First, recall that the six non-mixing regions predicted from the continuum model consist of two groups of period-3 regions, namely $\mathrm{A} 1-\mathrm{A} 3$, and $\mathrm{B} 1-\mathrm{B} 3$, as labeled for the 3D conical shaped non-mixing structures in Fig. 6.5(a). Particles within these structures follow a periodic itinerary that, at each iteration, passes sequentially through each region (A or B). For example, a particle starting in region A2 moves to A3, A1, and then back to A2 with each iteration of the protocol. Thus, the periodic dynamics can be quantified by the net angular displacement over iterations of integer multiples of the periodicity, namely $3 n$ iterations for period-three behaviors. Here, we measure net angular displacement of particles (maximum of $\pi$ ), denoted as $S$, as a function of starting locations over two periods ( 6 M ) in Fig. 6.6 and six periods ( 18 M ) in Fig. 6.7. The results are shown in bottom views of the spherical tumbler presented in Lambert equal area projections as mentioned above. Particles with $0.8<r<1$ are sampled after the initial transient, for iterations $13 \leq M \leq 35$ of DEM simulations starting with a mixed initial condition of various $f$. In both figures, results are shown for large particles in the top row and small particles in the bottom row for $f=\{0,0.05,0.15,0.25,1\}$. Note that $f=0$ and 1 cases are size monodisperse systems with only small or large particles, respectively, and thus the concentration for the other species is zero and the corresponding figures are not shown.

Over the two periods of the flow shown in Fig. 6.6, six distinct regions of small displacement (dark areas) are apparent for both large and small particles. These regions correlate


Figure 6.6. Net angular displacement $(S)$ of larger 4 mm particles (top row) and smaller 2 mm particles (bottom row) over two flow periods during iterations ( $13 \leq M \leq 35$ ) of protocol $\left(57^{\circ}, 57^{\circ}\right)$ for mixtures with large particle fraction varying from 0 to 1 . Grid cells which never contain a large particle occurrence are indicated in gray.


Figure 6.7. Net angular displacement $(S)$ of larger 4 mm particles (top row) and smaller 2 mm particles (bottom row) over six flow periods during iterations $(13 \leq M \leq 35)$ of protocol $\left(57^{\circ}, 57^{\circ}\right)$ for mixtures with large particle fraction varying from 0 to 1 . Grid cells which never contain a large particle occurrence are indicated in gray.
with large particle clusters and non-mixing regions in the continuum model and indicate that particles tend to return to their local neighborhoods near the non-mixing regions after every six iterations. The two groups of period-3 regions (A and B) do not differ from each
other since they are mirror images of each other one-half iteration apart. They have the same periodicity and, consequently, the same net angular displacement.

The variations in the details of these patterns across different compositions can be explained by the associated dynamics of the mixture in the system. In size-bidisperse cases $(f=\{0.05,0.15,0.25\})$, regions of small displacement for large particles are similar in size despite increasing numbers of large particles. Note that for $f=\{0.05,0.15\}$, gray bins indicate regions where no large particles were present due to the low fraction of large particles in the mixture. With a higher large particle fraction $(f=0.25)$, large particles tend to stay close to the tumbler wall but cannot all accumulate in the small angular displacement regions. As a consequence, large particles outside non-mixing regions are dispersed into the rest of the domain leading to higher concentrations away from the low displacement regions [Fig. 6.4(c)]. More interestingly, small particles also exhibit a similar robust pattern for small displacement regions. The reason that only large particle clusters are observed in Fig. 6.2 is because large particles radially segregate to the tumbler wall. When particles are sampled in a 3-4 particle diameter layer close to the tumbler wall, the non-mixing regions near the wall are mostly covered by large particles. However, under the first layer of large particles, there are small particles as well, as is clear in Fig. 6.5. Thus, both small and large particles tend to stay in the period-3 non-mixing regions over two periods. Even in the two monodisperse cases $(f=\{0,1\})$, similar periodic dynamics are observed. The pattern is arguably clearer for $f=0$, likely due to the smaller collisional diffusion of small particles (which scales with the square of the particle diameter [13, [161, 46]) to bump particles in or out of non-mixing regions. However, for both bidisperse and monodisperse mixtures, the regions of lowest angular displacement differ slightly for small and large particles. For example, in size bidispserse cases, the central low displacement region resides close to the center for large particles but is closer to the periphery for small particles. This slight shift in periodic features is likely a consequence of the slight difference in the flow of the two particle species in
the flowing layer (i.e. small particles re-enter the bulk before large particles). Nevertheless, these results demonstrate that periodic dynamics of non-mixing regions are observed in both size-bidisperse and -monodisperse systems and that they are consistent across different particle species over short time periods. Thus, the underlying mechanism for pattern formation is inherent to the tumbler dynamics and not a result of the bidispersity of the mixture. The segregation pattern formation is made visible with large particles on the tumbler wall, but non-mixing structures exist independently of the bidispersity of the granular system.

While Fig. 6.6 shows that the periodic dynamics of particles in the non-mixing regions are robust across various mixtures, behavior over larger numbers of iterations is also of interest. Net angular displacement results over six flow periods $(18 \mathrm{M})$ are shown in Fig. 6.7 for the same set of simulations. In size-bidisperse cases with $f=\{0.05,0.15,0.25\}$, a similar pattern of six low displacement regions is observed compared to Fig. 6.6. Due to collisional diffusion between particles that bumps particles in and out of the non-mixing regions over the longer period of time, the displacements at the centers of the region is larger. The pattern of low displacement regions is weaker for small particles in bidisperse mixtures even though the periodic dynamics of non-mixing regions persist for monodisperse small particles $(f=0)$. This is likely because of two reasons. First, in size-bidisperse cases, small particles are pushed away from the tumbler wall and down to the hemisphere core where the non-mixing region decreases in size [Fig. 6.5(a)]. Thus, compared to $f=0$ where small particles are right against the tumbler wall, fewer small particles follow the periodic movement of the nonmixing region. Secondly, in size-bidisperse cases in the non-mixing region, small particles are dispersed among large particles in the 3-4 particle diameter layer near the tumbler wall so that the diffusion is higher than for monodisperse small particles. The influence of diffusion is also obvious for large particles at $f=1$, where the low displacement regions disappear.

Thus, flow in the spherical tumbler under the $\left(57^{\circ}, 57^{\circ}\right)$ protocol manifests periodic behaviors regardless of whether the mixture is monodisperse or bidisperse. The underlying
flow is elemental for segregation pattern formation, and the periodic dynamics is inherent to the flow independent of segregation driven by particle size differences. However, why large particles accumulate in the non-mixing regions remains unanswered.

### 6.3. Pattern formation mechanism

In Chapter 5 describing experiments like those in Fig. 6.2 [171], the correspondence between experimental segregation patterns and the location of non-mixing regions based on continuum model analysis suggests that material transport across boundaries of non-mixing regions is hindered. The monodisperse cases shown in Fig. 6.6 and Fig. 6.7partially confirm this result. The material transport that occurs across the mixing barriers is readily explained by collisional diffusion in the monodisperse cases. However, in size-bidisperse cases, there is preferential clustering of large particles in these non-mixing regions, which seemingly contradicts the barriers to transport evident in the continuum model. The question is how do the large particles preferentially accumulate in the non-mixing regions, given that both experiments and simulations begin with mixed particles? Clearly, the large particles must somehow preferentially cross the barriers to mixing during an initial transient phase to cluster in the non-mixing regions evident in Figs. 6.1 and 6.2. While the motion of these clusters of larger particles is evident in Fig. 6.4, this does not explain the mechanism that creates them. Moreover, Figs. 6.6 and 6.7 ndicate that the segregation patterns and the flow dynamics are similar in monodisperse and bidisperse systems, but they do not provide insight into how large particles accumulate in the non-mixing regions in the first place.

We propose that the explanation for why large particles accumulate in non-mixing regions lies in the weak axial transport that occurs in spherical tumbler flows [172]. What is missing from the continuum model used to generate Fig. 6.1 (a,b) is the axial transport that we hypothesized in our previous study [171] as an important driving force for the segregation pattern. This hypothesis was based on previous studies of axial drift in a spherical tumbler
under single axis rotation with monodisperse particles [172], as well as the axial segregation pattern that occurs in spherical tumblers with size-bidisperse mixtures rotating continuously about a single axis [34, 18, 45]. In this section, the role of axial transport in forming segregation patterns is discussed in further detail.

### 6.3.1. Axial transport

During each rotation of the bi-axial protocol, the flow is fully 3D. Particles are advected not only in the streamwise direction but also in the axial direction. This axial transport is often neglected because it is so small compared to the streamwise transport or plays no significant role in the segregation, for example in quasi-2D tumblers due to the narrow width of the tumbler. However, for tumblers of significant width, including long cylinders, spherical tumblers, and double cone tumblers rotating about their axes, the effects of axial transport can be significant [66, 18, 172, 34, 21]. For example, Zaman et al. measured axial transport of monodisperse granular materials in a half-filled spherical tumbler rotating continuously about a single axis in a similar setup to that used here [172]. They found that particles move toward the poles when they are near the surface of the flowing layer and toward the equator when they are deep in the flowing layer. The axial drift of particles on the free surface is on the order of one particle diameter (about $2 \%$ of the tumbler diameter) per pass through the flowing layer, a result which they confirmed with DEM simulations.

To characterize the magnitude of the axial drift in the size-bididsperse system considered here, we measure the axial drift per pass of all of the large particles in the flowing layer as a function of axial position for $1 \leq M \leq 15$ during the initial transient phase starting from a fully mixed initial condition, as shown in Fig. 6.8. The data points indicate instances of measured drift per flowing layer pass in the axial position, $\Delta$, divided by large particle diameter, while the yellow curve shows the average of these measurements (averaged over bins of width of one large particle diameter in the axial direction). The average axial drift is


Figure 6.8. Axial drift per flowing layer transit of large particles scaled by large particle diameter vs. axial position scaled by tumbler radius $R_{o}$ for DEM simulation with initially mixed large ( 4 mm ) particles and small (2 mm ) particles under the $\left(57^{\circ}, 57^{\circ}\right)$ protocol during the initial transient phase $(1 \leq M \leq 15)$. Gray points represent individual data points, while the yellow curve represents the binned average value and its standard deviation (error bars).
anti-symmetric with respect to the equator. Large particles move toward the poles (negative drift to the left of the equator and positive drift to the right of the equator) except near the pole where large particles move away from the poles, since only small particles can sustain contact with the tumbler wall in the thin flowing layer at the poles [18, 45, 34]. The magnitude of the axial drift in Fig. 6.8 is about half that found by Zaman et al. [172]. The smaller magnitude is likely due to a slower rotation speed and consideration of all large particles in the flowing layer rather than just those visible at the tumbler wall in solid body rotation [172]. The change of rotation axes in the biaxial protocol could also contribute to a smaller axial drift than that measured for single axis rotation since particles dilate during flow.

### 6.3.2. Modified continuum model

Given the axial drift that is evident in Fig. 6.8, it is logical to modify the continuum model to include axial transport as an essential element to segregation pattern formation. In the previous continuum model [24, 173], the 3D geometry was simplified by considering noninteracting 2D slices in the axial direction with velocities in the streamwise direction only. In the modified continuum model, we also include the axial drift. We do not consider particle mass or size, but only velocities according to the tracer point positions. In this way, by incorporating the measured axial velocity of large particles, we effectively track large particles in the flow of a size-bidisperse mixture after large particles segregate to the free surface. Note that the flow is not strictly incompressible in the modified continuum model, because we only track large particles while neglecting small particles that migrate in the opposite direction. Nevertheless, this allows us to quantitatively illustrate the propensity for large particle movement under the influence of both the bi-axial protocol and the weak axial drift.

The axial velocity is obtained from DEM simulations by tracking large particles in the flowing layer and recording the axial velocity of each particle as it progresses in the flowing layer on a $30 \times 30$ grid, where each grid cell is about one large particle diameter $\left(d_{L}\right)$ in both $x$ and $z$ directions. Large particles that travel for at least half of the rotation action are tracked to exclude those that are only briefly in the flowing layer (i.e. at the beginning or end of the rotation). The tracking sequence starts with any large particle that is within $d_{L}$ of the free surface, noting that large particles readily segregate to near the free surface of the flowing layer. The tracking sequence ends when the streamwise velocity reverses sign, which corresponds to when a particle deposits into the bulk. Axial velocities of particles are recorded in each grid cell every 0.1 s (corresponds to a tumbler rotating of $1.8^{\circ}$ at a 3 rpm rotation rate) over the entire tracking sequence (one flowing layer pass consists of about 18-20 recordings of axial velocity). The axial velocities are sampled over the initial 15
iterations of the simulation for eight different simulations with $f=0.15$, and then averaged. The axial flow is localized in four distinct 3 to 4 particle diameter wide regions located along the curved tumbler wall near the poles on both the upstream and downstream sides. This observation agrees with the conclusion in a previous study that axial drift is a result of the axial slope of the bounding wall [172].

The modified continuum model, including the velocity field in the streamwise and depthwise directions from the original continuum model and the additional axial drift velocity in the flowing layer, is described in Appendix C. The effect of the axial velocity is illustrated in Fig. 6.9 for an example particle starting to the left of the equator at $\boldsymbol{x}_{o}$. A particle flowing down the free surface with only streamwise velocity $\boldsymbol{v}_{s t}$ reaches point $\boldsymbol{x}_{f}$, maintaining a constant axial position. When an axial velocity $\boldsymbol{v}_{a x}$ is added to the streamwise velocity, the particle follows a curved trajectory (as $\boldsymbol{v}_{a x}$ changes along the trajectory) and arrives at $\boldsymbol{x}_{f}^{\prime}$. The curvature of the trajectory in the sketch is exaggerated and collisional diffusion is not included for easier visualization. Depending upon where a particle enters the flowing layer, the curvature of the trajectory will vary. The axial drift toward the poles occurs at the surface of the flowing layer [172], so in a bidisperse system where large particles naturally segregate to the surface, they tend to preferentially drift toward the poles except within a few particle diameters of the poles. In addition to the axial velocity, the effect of diffusion is included in the modified continuum model as noted using a random walk approach in which a multiple of the standard deviation $\sigma_{a x}$ of the measured axial velocity is, with equal probability, added to or subtracted from the mean axial velocity at each time step. Hence, the imposed diffusion is not related to concentration gradient or other possible diffusion mechanisms, such as Taylor dispersion. Although this model is simple, it captures the major elements of the flow dynamics including advection by the streamwise and axial velocities and diffusion. Segregation is implicitly included in the model. First, the axial velocity is based on the large particle motion only. Second, large particles segregate to the surface of


Figure 6.9. Sketch of flowing layer trajectories with axial velocity, $\boldsymbol{v}_{a x}$ and streamwise velocity, $\boldsymbol{v}_{s t}$ (dashed curve) and model with streamwise velocity, $\boldsymbol{v}_{s t}$ only (straight line) showing net poleward displacement of the former. Trajectory curvature is exaggerated for clearer visualization.
the flowing layer and, hence, remain near the tumbler wall when embedded in the bed of particles undergoing solid body rotation. It is near the tumbler wall where the non-mixing islands appear, as shown in Fig. 6.5.

### 6.3.3. Dynamics of the modified continuum model

Continuum model tracking of tracer points for the protocol $\left(57^{\circ}, 57^{\circ}\right)$ with implementation of measured axial velocities is shown as viewed from the bottom of the spherical tumbler in Fig. 6.10. The initial condition in the top row consists of 2000 tracer points randomly distributed on a hemispherical shell of dimensionless radius $r=0.95$ ( $d_{L}$ from the tumbler wall). The advection scheme used in the modified continuum model ensures that the tracer points stay on this hemispherical shell so that they represent large particles close to the tumbler wall due to segregation. Distributions of tracer points at $M=30$ are shown in the middle row of Fig. 6.10, and cumulative tracer point positions ( $30 \leq M \leq 45$ ) are shown in the bottom row along with red closed curves corresponding to the non-mixing islands reproduced from the original continuum model without axial velocity. We compare results for the original continuum model without axial velocity or diffusion in the left column


Figure 6.10. Continuum model simulation of $\left(57^{\circ}, 57^{\circ}\right)$ protocol: (a) without axial drift or diffusion; (b) random walk diffusion only; (c) with axial velocity but no additional diffusion; (d) with axial velocity and diffusion of $\sigma_{a x}$; (e) with axial velocity and diffusion of $20 \sigma_{a x}$. (Top row) Initial random distribution of tracer points. (middle row) Tracer point distribution at $M=30$ showing clustering in (c,d). (bottom row) Cumulative tracer point positions for $30 \leq$ $M \leq 45$.
(a) with the modified continuum model incorporating only a random-walk diffusion of $\sigma_{a x}$ (b), the measured axial velocity field only $v_{a x}(c)$, and combined axial velocity and higher levels of as well as additional diffusion of $\sigma_{a x}$ (d) and $20 \sigma_{a x}$ (e). Immediately obvious in column (a) is that tracer points remain randomly distributed everywhere in the domain for the continuum model without axial velocity or diffusion. The distribution of tracer points remains random after adding diffusion as shown in column (b), indicating that diffusion alone does not cause large particles to accumulate in non-mixing regions. Including the axial velocity in the modified continuum model in (c) results in a non-uniform distribution of
tracer points with a fraction of them accumulating in non-mixing regions (red closed curves) after 30 iterations, while the rest distribute randomly in the domain at a lower density than in (a) and (b). Thus, axial velocity drives tracer points into the non-mixing regions and is a necessary component for segregation pattern formation in bi-axial spherical tumbler flows.

With diffusion, $\sigma_{a x}$, in column (d), tracer point clusters are slightly larger and less dense compared to no diffusion in (c), because diffusion redistributes them more broadly in the non-mixing regions. The greater diffusion also results in the randomly distributed tracer points in the remainder of the domain to be at a slightly higher density than in (c). At 20 $\sigma_{a x}$ in column (e), the accumulation of tracer points is not obvious at $M=30$ (middle row), though it is slightly discernible cumulatively over the next 15 iterations (bottom row). In this case, the attraction of points into non-mixing regions is weak compared to redistribution by diffusion, consistent with the effect of diffusion on net angular displacements (Fig. 6.6 and 6.7), where the mean angular displacement increases with increasing iterations due to collisional diffusion.

Although the modified continuum model is ad hoc, it clearly demonstrates the importance of two factors necessary for pattern formation. First, the modified continuum model predicts accumulation of tracer points in the non-mixing islands found from the original continuum model without an axial velocity component, suggesting the importance of the overall flow dynamics in forming the non-mixing islands themselves. Second, comparing the continuum models with and without axial velocity demonstrates that the axial velocity of the large particles is necessary for large particles to be transported across nominal mixing barriers and accumulate in the non-mixing regions. Moreover, additional diffusion in the system prevents the accumulation of tracer points in the non-mixing islands as it forces tracer points across barriers to mixing, which is consistent with observation of large diffusion and disappearance of segregation pattern in systems with small size ratios where segregation is weak [171].


Figure 6.11. (a,b) Tracking tracer points through barriers to mixing over six periods of $\left(57^{\circ}, 57^{\circ}\right)$ protocol for the modified continuum model with axial transport and no diffusion. Tracer points remain in (orange) or enter (blue) the non-mixing regions or stay in the chaotic region (small black dots). (c) Tracer points entering the non-mixing regions (blue) tend to follow the stable manifolds (green).

The next question is how does the axial velocity enable particles to form clusters? To answer this question, we track tracer points that enter non-mixing regions over multiple iterations as shown in bottom views of the hemispherical tumbler in a Lambert azimuthal projection Fig. 6.11. Here, we focus on demonstrating the effect of the axial velocity without diffusion. Tracer points are initiated evenly distributed on a hemispherical shell of $r=$ 0.95 and in the corresponding portion of the flowing layer and advected for six periods (18 iterations) of the $\left(57^{\circ}, 57^{\circ}\right)$ protocol. Tracer points in the non-mixing islands are identified and highlighted by larger markers with color to differentiate them from points in the chaotic region [Fig. 6.11(a)]. Although the density of tracer points appears to decrease after 18 iterations, this is merely a consequence of some tracer points condensing into small regions throughout the flow domain. The initial locations of tracer points that end up in the nonmixing islands are indicated in Fig. 6.11(b). Tracer points that start in non-mixing islands and persist in the islands are highlighted in orange. They tend to be in the center of non-mixing islands at $M=18$ [Fig. 6.11(a)] and fill the entire non-mixing islands initially [Fig. 6.11(b)], suggesting that they move toward the center of the islands with increasing iterations. Tracer points at the periphery of non-mixing islands at $M=18$ are highlighted in blue. Initially, they start outside of the non-mixing islands in Fig. 6.11(b) and are captured
into the non-mixing islands over 18 iterations. Although most blue tracer points initially surround non-mixing islands, a few originate from within the chaotic region [Fig. 6.11(b)].

The trails of blue tracer point initial locations extending from the non-mixing islands into the chaotic region resemble manifolds found previously [171]. Stable manifolds based on the original continuum model shown by the green curves in Fig. 6.11(c) almost perfectly overlay the initial locations of many of the blue tracer points. This correspondence suggests stable manifolds persist even with the additional axial velocity and play an important role in facilitating the accumulation of tracer points. We speculate that tracer points on these stable manifolds approach the non-mixing islands and when in the vicinity of non-mixing islands, they are then pushed into the island by the axial velocity. If stable manifolds did not encompass the non-mixing islands, tracer points would take longer to get there or simply not get close enough to enter the non-mixing islands at all. Additionally, the internal rotation of non-mixing regions may play a role in sustaining the material inflow from the longitudinal ends. As mentioned in Chapter 6.2.1, each non-mixing region rotates about its periodic fixed point every period, the rotation is close to $\pi$ for the $\left(57^{\circ}, 57^{\circ}\right)$ protocol in this example. Thus, tracer points approach the elliptical non-mixing islands from both ends over two periods.

### 6.3.4. A similar bi-axial protocol

Although we have focused much of this study on the $\left(57^{\circ}, 57^{\circ}\right)$ protocol, segregation patterns appear in the bi-axial spherical tumbler for other protocols [171]. For example, the $\left(90^{\circ}, 90^{\circ}\right)$ protocol shown in Fig. 6.12, results in non-mixing regions of period 2. The average concentration of large particles near the tumbler wall $(0.9 \leq r \leq 1)$ in a DEM simulation for this case is shown in Fig. 6.12(c). Dark regions representing high large particle concentrations match well with continuum model prediction of non-mixing islands, shown as red closed curves. Again, the implementation of axial velocity in the modified continuum model results in tracer points accumulating in non-mixing regions, as shown in Fig. 6.13.


Figure 6.12. (a) Bottom view of the Poincaré section of a half-full spherical tumbler at $r=0.95$ with protocol $\left(90^{\circ}, 90^{\circ}\right)$. (b) Lambert projection of distribution of particles $(0.9 \leq r \leq 1)$ in DEM simulation of a half-filled spherical tumbler with a mixture of $15 \% 4 \mathrm{~mm}$ large particles and $85 \% 2 \mathrm{~mm}$ small particles at $M=30$ of the same protocol. The red particles are semi-transparent to make blue particles visible. (c) Average concentration of large particles (0.9 $\leq r \leq 1$ ) in the DEM simulation for $0<M<30$. Boundaries of non-mixing islands predicted by the continuum model are indicated by red curves.

That is, axial velocity with moderate diffusion results in tracer points accumulating in the non-mixing regions.

Tracking tracer points in the modified continuum model over multiple iterations shown in Fig. 6.14 demonstrates again that axial velocity enables transport of tracer points through mixing barriers, both those in the immediate vicinity of the island and those far away in the chaotic region [Fig. 6.14(b)]. The internal rotation in this case is close to $144^{\circ}$ (equivalent to $4 / 5 \pi$ ), thus giving rise to the slightly pentagonal shape of blue tracer points surrounding the non-mixing islands. As in the previous case, the blue tracer points approaching the non-mixing islands follow the stable manifolds shown by the green curves in Fig. 6.14(c). Like the $\left(57^{\circ}, 57^{\circ}\right)$ protocol, tracer points under the $\left(90^{\circ}, 90^{\circ}\right)$ protocol that initially occupy the entire non-mixing island (orange) [Fig. 6.14 (b)] are compressed into the island centers at $M=18$ [Fig. $6.14(\mathrm{a})]$. Since the movement of tracer points in the continuum model is independent of concentration (i.e., tracer points can overlap), the blue tracer points that occupy the periphery of non-mixing islands at $M=18$ will continue to migrate toward the island center as well.

For both the $\left(57^{\circ}, 57^{\circ}\right)$ and $\left(90^{\circ}, 90^{\circ}\right)$ protocols, the original continuum model predicts non-mixing islands that have significant size and can influence mixing and segregation. The boundaries of these non-mixing islands were understood as barriers to mixing in previous studies [173, 171]. By considering axial velocity in a modified continuum model, which effectively tracks large particles in the transient phase of a segregating mixture, the periodic fixed points in the center of the periodic non-mixing islands become sinks [152]. Therefore, during the initial transient, the barriers to mixing are disrupted. Tracer points in the chaotic region follow stable manifolds to approach the original non-mixing islands and cross the barriers under the influence of the axial velocity. In experiments, because particles cannot overlap, large particles accumulate in the original non-mixing islands and can even expand outward from the non-mixing island in some cases. Once large particles have migrated into these regions, axial transport is balanced by diffusion and contact forces which limit the density of particles, and the system reaches a stable state.

### 6.3.5. A global transport barrier

Another case we consider is the $\left(45^{\circ}, 45^{\circ}\right)$ protocol which differs from previous examples in that there are no large non-mixing islands. Similar to Fig. 6.1(a) and Fig. 6.12, a Poincaré map is generated by tracking points seeded on the interface between the bulk and flowing layer intersecting the hemispherical shell at $r=0.95$. The blue and red points correspond to points initially seeded at the start of the $z$-axis and $x$-axis rotations, respectively. Unlike the distinct non-mixing islands obtained in previous examples, the Poincaré map shows interpenetrating fingers separated by a global mixing barrier [173, 171], as shown in Fig. 6.15(a). Though thin strips of non-mixing islands exist in each "finger" structure, they occupy a relatively small area that does not influence mixing. In the figure, the blue dominated region has two of the three "finger" structures in the bulk, and the other one is in the flowing layer (not visible from the bottom of the tumbler), with its edge extending into the bulk, just


Figure 6.13. Continuum model simulation of $\left(90^{\circ}, 90^{\circ}\right)$ protocol: (a) without axial drift or diffusion; (b) random walk diffusion only; (c) with axial velocity but no diffusion; (d) with axial velocity and diffusion of $\sigma_{a x}$; (e) with axial velocity and diffusion of $20 \sigma_{a x}$. (Top row) Initial random distribution of tracer points. (middle row) Tracer point distribution at $M=30$ showing clustering in ( $\mathrm{c}, \mathrm{d}$ ). (bottom row) Cumulative tracer point positions for $30 \leq M \leq 45$.


Figure 6.14. (a,b) Tracking tracer points through barriers to mixing over six periods of the $\left(90^{\circ}, 90^{\circ}\right)$ protocol for the modified continuum model with axial transport and no diffusion. Tracer points remain in (orange) or enter (blue) the non-mixing regions or stay in the chaotic region (small black dots). (c) Tracer points entering the non-mixing regions (blue) tend to follow the stable manifolds (green).
barely visible on the top and left periphery. Specifically, the red and blue dominated regions are separated by a boundary, a "leaky" barrier to mixing. This is a result of complicated interactions between the flowing layer and the underlying dynamical system related to the bi-axial protocol [78, 24, 173, 77] as well as invariant ergodic structures that result in barriers to mixing [95].

Figure 6.15(b) demonstrates how these barriers to mixing result in pattern formation for a mixture of $15 \%$ large ( 4 mm ) blue particles and $85 \%$ small $(2 \mathrm{~mm})$ red particles in the DEM simulation. The initial condition in this DEM simulation is a tumbler filled to slightly less than half with small red particles and topped with a layer of large blue particles to fill the tumbler to half full, resulting in an overall fraction of $85 \%$ small particles and $15 \%$ large particles. The blue large particles in the initial configuration effectively correspond to the blue dominated flowing layer (one of the three "fingers") in the original continuum model [Fig.6.15(a)]. At 30 iterations, these large particles occupy the entire blue dominated region as a result of diffusion and chaotic mixing in this region, with very few large particles in the small particle (red) dominated regions. Compared to the previous protocol examples of $\left(57^{\circ}, 57^{\circ}\right)$ and $\left(90^{\circ}, 90^{\circ}\right)$, where large particles migrate into periodic non-mixing islands from the chaotic region, here, large particles only infrequently cross the global mixing barrier and instead mainly disperse in the blue dominated region.

A comparison of the original continuum model with the modified continuum model for the $\left(45^{\circ}, 45^{\circ}\right)$ protocol demonstrates that there is a persistent global barrier to mixing, as shown in Figure 6.16. Similar to the initial condition in the DEM simulation [Fig. 6.15(b)], tracer points are initially distributed uniformly in the flowing layer only, corresponding to one of the three blue "fingers" in the continuum model. Note that this initial condition is different from that for the Poincaré map shown in Fig. 6.15(a) but the same for the DEM simulations in Fig. 6.15(b), with the primary purpose to illustrate the mixing barrier. In all cases with or without axial velocity and additional diffusion, the tracer points in Fig. 6.16 are


Figure 6.15. A mixing barrier spanning the tumbler exists for the $\left(45^{\circ}, 45^{\circ}\right)$ protocol (bottom view). (a) Poincaré section advected by the continuum model without axial velocity shows large interlocking finger-like structures. (b) Large blue particles remain primarily in the half of the domain they are initially placed in at $M=30$ of a DEM simulation with $15 \%$ large blue particles and $85 \%$ small red particles.
mostly distributed in the blue dominated region with only a few crossing the mixing barrier. A higher level of diffusion only slightly increases density of tracer points in the red dominated region and blurs the boundary between the two regions [Figure 6.16(d,e)], but it does not alter the overall distribution of tracer points. The global mixing barrier is surprisingly persistent even with an axial velocity and a relatively high level of diffusion. There are two reasons that may explain this persistence. First, the global mixing barrier in this example wraps around two regions that are similarly chaotic themselves, while the barriers to mixing associated with the non-mixing islands in previous examples separate periodic regions from the chaotic region. Therefore, the global mixing barrier does not bound a sink under the influence of axial velocity as it does for the $\left(57^{\circ}, 57^{\circ}\right)$ and $\left(90^{\circ}, 90^{\circ}\right)$ protocols. Second, the direction of axial transport aligns with the tangent direction of the boundary between the red and blue dominated regions when it crosses the flowing layer so that axial transport redistributes large particles along the boundary with a much higher probability than across it.


Figure 6.16. Continuum model simulation of $\left(45^{\circ}, 45^{\circ}\right)$ protocol: (a) without axial drift or diffusion; (b) random walk diffusion only; (c) with axial velocity but no diffusion; (d) with axial velocity and diffusion of $\sigma_{a x}$; (e) with axial velocity and diffusion of $20 \sigma_{a x}$. (Top row) Initial random distribution of tracer points. (middle row) Tracer point distribution at $M=30$. (bottom row) Cumulative tracer point positions for $30<M<45$. Tracer points only cross barriers to mixing occasionally in all cases.

### 6.3.6. Density segregation

Results up to this point describe the formation of segregation patterns driven by size differences. However, it is well-known that density differences for particles of the same size can also result in segregation. The question is do density-bidisperse mixtures in the BST system form patterns and, if so, are they similar to those for size-driven segregation. To achieve a similar propensity for segregation strength as in the size-bidisperse mixture, the density ratio $R_{\rho}=\rho_{1} / \rho_{2}$ between the two species needs to be fairly large $8<R_{\rho}<10$ [137, 168]. Two simulations are performed using equal diameter particles ( 2 mm ) but with $R_{\rho}=3$ (2
vol. $\%$ of $\rho_{1}=2000 \mathrm{~kg} \mathrm{~m}^{-3}$ and $98 \mathrm{vol} . \%$ of $\left.\rho_{2}=6000 \mathrm{~kg} \mathrm{~m}^{-3}\right)$ and $R_{\rho}=8\left(2 \mathrm{vol} . \%\right.$ of $\rho_{1}$ $=1000 \mathrm{~kg} \mathrm{~m}^{-3}$ and $98 \mathrm{vol} . \%$ of $\rho_{2}=8000 \mathrm{~kg} \mathrm{~m}^{-3}$ ). In both cases, light particles segregate to the tumbler wall, similar to large particles in the size-bidisperse cases, but only a weak segregation pattern occurs for $R_{\rho}=3$, and no significant pattern is evident for $R_{\rho}=8$. This unexpected result is easily explained. For $R_{\rho}=3$, the segregation is relatively weak, thereby explaining the weak pattern formation. Although the higher value of $R_{\rho}=8$ produces stronger segregation of light particles to the tumbler wall, significant bouncing of light particles at the downstream end of the flowing layer occurs as they hit the downstream wall of the tumbler. As a result, the collisional diffusion disrupts the pattern formation. Thus, pattern formation can occur for density-bidisperse cases, but it is difficult to detect for small values of $R_{\rho}$ because segregation is weak and disrupted by collisional diffusion at large values of $R_{\rho}$ where segregation is stronger.

### 6.4. Discussion and conclusions

We previously showed that segregation patterns in size-bidisperse granular materials can form in a three-dimensional system via experiments and that these patterns can be predicted from the Poincaré map that depends on the details of the mixing protocol [173, 171]. However, the way in which the segregation of the two particle species interacts with the nonmixing regions evident in the Poincaré map, which inherently has no segregation information, was not evident. All that was understood was that the tumbler starts to rotate, randomly distributed large particles segregate to the free surface as they pass through the flowing layer and subsequently deposit near the tumbler wall into the fixed bed of particles in solid body rotations. At the same time, large particles gradually accumulate in non-mixing regions. It was also understood that large particle clusters do not expand further. Large particles leaving a particular cluster are, on average, balanced by other large particles entering the
cluster. However, the mechanism for the accumulation of the large particles into the nonmixing regions was unclear.

Here we have shown that axial transport is a necessary component for the accumulation of large particles in non-mixing regions. Evidence of this weak axial drift was provided by Zaman et al. for a spherical tumbler in single axis rotation [172]. Before the particles segregate, both small particles and large particles have the same probability to visit periodic non-mixing regions in the domain. However, as radial segregation takes place, large particles rise to the surface of the flowing layer. This has two consequences. First, this causes the large particles to deposit near the tumbler wall when they enter the fixed bed of particles. This is at the radius where the non-mixing regions are the largest [see Fig. 6.5 (c)]. Second, particles on the surface of the flowing layer drift axially into non-mixing islands. These two effects cause the large particles to preferentially accumulate in the non-mixing islands identified by the original continuum model. Small particles fall to lower levels of the flowing layer, and tend to reside beneath the large particle layer in the non-mixing regions. The segregation pattern can only be observed for concentration of large particles less than about 0.3. Otherwise, radial segregation causes the entire tumbler wall to be fully covered by large particles.

The tendency for accumulation of surface particles (large particles in this case) having a small axial drift toward the poles of the spherical tumbler can be predicted qualitatively using a continuum model incorporating the axial velocity measured from particles in the top layer of the flowing layer in DEM simulation. While the continuum model without axial drift predicts mixing barriers prohibiting material transport across the non-mixing boundaries, the modified continuum model not only predicts material transport through the boundaries, but also that the centers of these non-mixing regions act as sinks drawing material (specifically large particles at the surface of the flowing layer) into them. Note that the modified continuum model only accounts for flux near the free surface, neglecting flux
lower in the flowing layer. This approach predicts the segregation pattern because segregation causes the large particles to stay near the surface of the flowing layer and deposit close to the tumbler wall. If the material flow deeper in the flowing layer were to be tracked, it would balance that in the top layer. However, this flow consists mostly of small particles, which are lower in the flowing layer due to segregation, so it does not contribute to the segregation pattern visible at the wall of the tumbler. The axial drift, even though relatively small compared to streamwise flow, significantly changes the dynamical system features and is crucial to the segregation pattern formation.

A second category of non-mixing barriers exist that is different from those considered in detail in this chapter up until now [173, 171]. Instead of separating non-mixing from chaotic regions, these barriers separate different chaotic regions. Evidence of particles confined in regions separated by the barriers for a size-bidisperse system was reported, but was not previously understood. Here we show that these segregation structures are independent of any axial velocity. Instead, they appear to be a consequence of invariant ergodic subsets that have only recently been considered [95].

The appearance of segregation patterns in the biaxial spherical tumbler flow, which is one of the simplest 3D tumbler geometries that can be considered, suggests that analogous segregation patterns can occur in industrial mixers used in the pharmaceutical, chemical, and agricultural processing industries. In these cases, the goal is usually to avoid segregation and assure mixing, something that may be critical to the process. In an attempt to effectively mix granular components in industry, a variety of unusual tumbler geometries are used such as V-blenders, double-cone blenders [14], and dual-axis cylindrical tumblers [97, 99]. However, the results in this chapter suggest that using a 3D tumbler geometry does not assure mixing. In fact, the combined effects of the velocity field, which can result in barriers to mixing and non-mixing regions, can interact with segregation in surprising ways to frustrate attempts at mixing in 3D tumblers rather than assuring mixing.

## CHAPTER 7

## Summary and extensions

Mixing and segregation are two sides of the same coin. Their relationship is complex in granular systems because granular materials that differ in physical properties often inherently segregate when agitated. This dissertation draws upon past research in both mixing and segregation, and examines their interaction in a 3D granular flow system. Complex structures resulting from the flow dynamics and segregation are captured and analyzed from dynamical systems perspectives. The dynamical system approaches provide insight into understanding many aspects of the granular flow system. Key features include non-mixing regions, barriers to mixing, mixing regions that correspond to mixing efficacy of physical systems, and sinks that determine segregation patterns. At the same time, physical processes that are often thought to be of secondary importance, including diffusion and weak secondary velocities are shown to be critical in understanding and explaining the phenomena.

The research described in this dissertation starts with mixing in one of the simplest piecewise isometries that can be studied: the interval exchange transformation (IET) in which a line segment is cut into pieces and rearranged to reform the line segment (Chapter 3). While this system has been studied previously, the implications of the practical problem of accuracy in the position of iterative cuts of the line segment on mixing is addressed in my work for the first time. For permutation orders that are irreducible non-rotational, the variation in cut locations prevents reordering of material that leads to periodic behavior (nonmixing), thus improving mixing. However, the improvement decreases as the length ratio of the cuts becomes closer to irrational (i.e., having a longer continued fraction representation).

Compared to stretching-and-folding, cutting-and-shuffling produces comparable mixing at short times.

Motivated by a dynamical systems viewpoint of the IET and previous analysis of dynamical system features of continuum models of quasi-2D granular tumblers, a continuum model of the flow in the three-dimensional bi-axial spherical tumbler is devised in Chapter 4. This model builds upon the flow kinematics of the constant shear rate flow in the flowing layer and solid body rotation in the bulk. Using the continuum model, dynamical systems structures are found including non-mixing islands, barriers to mixing, and chaotic regions. The continuum model perspective not only captures the rearrangements of materials from the cutting-and-shuffling framework, but also the stretching in the flowing layer that is critical to mixing. Based on the features of non-mixing regions and barriers to mixing identified using the continuum model of the BST, the influence of these features on dynamics and mixing is examined in experiments. Observations based on x-ray flow visualization demonstrate that periodic regions serve as barriers to mixing by limiting particle movement within them, while chaotic regions promote mixing. In some cases, a global barrier to mixing matching that found in the continuum model results is observed as a result of interaction between stretching in the flowing layer and the underlying cutting-and-shuffling framework. The continuum approach provides an understanding of the physics by considering key elements including the flow dynamics, diffusion, and stretching in the flowing layer, while avoiding the burden of needing to resolve microscopic details. Segregation pattern formation was observed experimentally in the BST system is described in Chapter 5, where one species of particles preferentially accumulates in non-mixing regions predicted solely based on kinematics of the flow. In a size-bidisperse system, large particles accumulate into the non-mixing regions as a result of the radial segregation and flowing layer dynamics.

Chapter 6 builds upon this understanding of mixing dynamics to examine the interaction of mixing in 3D tumblers and segregation between species of granular particles. Using DEM
simulations, the 3 D structures of the non-mixing regions are observed and found to be influenced by competition between radial segregation and diffusion. One of the critical components that drives large particles to accumulate in non-mixing islands is a weak axial velocity. Implementing the axial velocity field as a perturbation to the original continuum model demonstrates that non-mixing islands are transformed into "sinks," which correspond to accumulation of one of the particle species. Specifically, when large particles pass through the flowing layer on the free surface, they move axially toward the poles, and into the non-mixing regions. Hence, the non-mixing regions become sinks for large particles. This evidence not only demonstrates complex dynamics of interaction between mixing protocol and segregation of granular materials, but also suggests that even weak perturbation to a flow can be significant in determining long term system behaviors in other systems with nominal barriers to transport.

Although this dissertation has provided answers to and insights into many questions regarding mixing and segregation in the BST flow, there are aspects that can be explored further. Most examples of the mixing and non-mixing behaviors in this dissertation considers protocols that predict large non-mixing KAM islands. As demonstrated previously, axial transport, though small, can lead to segregation pattern formation. In that regard, there may also be pattern formation for protocols that do not show discernible structures from unperturbed continuum model description. The segregation pattern showns in Chapter 6 are for protocols with large non-mixing KAM islands located near the tumbler poles during passage through the flowing layer. It would be interesting to see if segregation patterns were suppressed when non-mixing KAM islands are located near the equator of rotation, since in that case, axial drift would not drive large particles into the islands.

There are many other possible directions for future studies. First, the influence of interaction between mixing and segregation on barriers to mixing was primarily studied in the periodic non-mixing regions and only briefly addressed with respect to the global barriers to
mixing. The global mixing barriers are described as emerging structures from the flowing layer in [173], but Lynn et al. have recently demonstrated their roots in the PWI in terms of invariant ergodic subsets [95]. With this new understanding of the origin and existence of global barriers in PWI, the study of how mixing barriers transform under the influence of combined mixing and segregation could be an interesting area for future inquiry. This dissertation shows that with weak perturbation, periodic regions change to "sinks." The nature of the transition deserves further exploration. Moreover, by understanding how and why periodic regions and "sinks" occur, predicting the segregation pattern where higher order periodic points exist may be possible.

The framework used here to describe the interaction of complex flow dynamics and segregation can be applied in other geometries. However, applying the framework to other geometries could be complicated. As a simple example, keep in mind that small particles accumulate in non-mixing regions in the quasi-2D geometry of a square tumbler while large particles accumulate in analogous non-mixing regions of the 3D BST geometry. Furthermore, the 3D segregation observed in the BST results from a weak axial velocity in an otherwise dominant velocity field down the surface of the material. In more complex geometries, the interaction between the complex flow dynamics and the segregation can be even more complicated. Nevertheless, the continuum modeling, experiments, and DEM simulation results in this dissertation provide a coherent physical explanation of the interaction between the stretched cutting-and-shuffling flow dynamics in a 3D system and granular segregation.
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## APPENDIX A

## Realization of cutting-and-shuffling a line segment

(1) The subsegment lengths $L_{i}$ are calculated by raising $r$ to the $(i-1)$ power and normalized by the sum of total length:

$$
L_{i}=\frac{r^{i-1}}{\sum_{j=1}^{N} r^{j-1}}
$$

(2) The line segment extends from $x=0$ to $x=1$. A 1D array records the positions of all of the right side boundaries of subsegments, meaning all interfaces and the right boundary of the line segment $(x=1)$, so the number of elements in the interface array is $N$. The position of the $i^{\text {th }}$ interface $x_{i}$ on the right of the $i^{\text {th }}$ subsegment is the cumulative sum of subsegment lengths from the left boundary $(x=0)$ to the interface. For $1 \leq i \leq N$,

$$
x_{i}=\sum_{k=1}^{i} L_{k} .
$$

Note that the position of the last interface $\left(x_{N}\right)$ is the right boundary $x=1$, since it is just the sum of all subsegment lengths. Thus, the array $\left[x_{1} x_{2} \ldots x_{N}\right]$ contains the "exact" cut locations and also represents the initial configuration for the multicomponent initial condition. For the protocol $(N=4$, and $r=1.5)$ in Fig. 3.1(a), the interface array is [0.1231 0.30770 .58461$]$.

In contrast, the interface array of the two component initial condition in Fig. 3.9 is $[0.51]$, which does not depends on the cut locations. However the "exact" cut location array for the two component case is still [0.1231 0.3077 0.58461$]$ if the same $N$ and $r$ are used.
(3) A 1D array records integer numbers denoting the component (color) of the interval on the left of each interface. For a multicomponent initial condition (Fig. 3.1(a)), the component array is just $\left[\begin{array}{lll}1 & 2 & 3\end{array} 4\right.$ ]. The two component initial condition only has two components so the component array is just [12].
(4) In each iteration, a new array of cut locations is generated if $\sigma>0 . \sigma$ must be smaller than $x_{1}$, the shortest subsegment length. Variations are generated by randn times $\sigma$ as a (1 by $N-1$ ) array. Effectively, only $N-1$ cuts are performed so the last element of the cut location array is always 1 . Then the perturbed cut locations are obtained by adding variations to the array of "exact" cut locations. Now the cut location array becomes

$$
x_{i}^{c u t}=\sum_{k=1}^{i} L_{k}+\sigma \cdot \operatorname{randn} .
$$

If the positions of the cuts overlap or exceed [01] boundaries, a new set of variation is generated until the cuts are in the right sequence and contained in $\left[\begin{array}{ll}0 & 1\end{array}\right]$.
(5) When the line segment is cut, all interfaces including the new cuts are obtained by taking the union of the interface array (the initial condition or the output from previous iteration) and the cut location array. The output position of all the interfaces is then determined by adding an offset $\left(x_{\Pi(i)}^{c u t}-x_{i}^{c u t}\right)$ to the interfaces inside the $i^{t h}$ subsegment. This procedure is repeated for $i=1,2, \ldots, N$ to complete the shuffing.
(6) Meanwhile, the component array is also transformed accordingly. When a new interface is introduced by a cut, the element denoting the interval is copied. Then the elements in each subsegment are moved simultaneously with the interface array to the same output positions, so that component array match the interface array.
(7) After shuffling, if two consecutive elements are the same in the component array, meaning two intervals of the same component contact at an interface, one element is deleted in the component array, and the interface is deleted in the interface array.
(8) The longest component interval length $U_{n}$ is determined by finding the maximum of interval lengths between interfaces. The number of interfaces $C_{n}$ is the number of elements in the component array minus one.
(9) Steps (4)-(8) are repeated for $n$ iterations to reach the final configuration. The outputs are an array of interfaces and the component array for the corresponding intervals.

## APPENDIX B

## Experiments with x-ray imaging

The x-ray imaging system consists of an x-ray source, the tumbling apparatus, and image detection equipments. The x-ray source (Spellman XRB80N100/10000) operates a cone shape beam with $25^{\circ}$ open angle, which is suitable for viewing a spherical tumbler with a circular projection. For image detection, an x-ray image intensifier (Thales TH9428 HP2) and a high speed camera (Point Grey Blackfly BFLY-PGE-12A2M) are housed in the cabinet on the bottom. The system is connected with a lab computer for automated control and image storage. The x-ray equipment is described in detail elsewhere [174].

Particle tracking of a single x-ray opaque tracer particle in Chapter 4 is performed using $d=1.89 \pm 0.09 \mathrm{~mm}$ diameter soda-lime glass beads (SiLiglit Deco Beads, Sigmund Lindner GmbH, Germany) in a half-filled $D=14 \mathrm{~cm}$ diameter acrylic spherical tumbler. A densitymatched $\left(\rho=2.5 \mathrm{~g} \mathrm{~cm}^{-1}\right) d_{\text {tracer }}=4 \mathrm{~mm}$ diameter x-ray opaque tracer particle constructed from two 3D-printed plastic hemispherical shells with a $\mathrm{Pb}-\mathrm{Sn}$ solder sphere in the center was used to visualize the flow. The larger diameter of the tracer particle caused the particle to flow at the surface of the flowing layer and near the tumbler wall in the solid bed. Components of the spherical tumbler apparatus within the x -ray beam path consist of x ray transparent materials (aluminum and plastic) to ensure an image suitable for particle tracking.

For each rotation about the $z$-axis and the $x$-axis of the BST protocol, the sphere was rotated about a single axis for protocol angle $\left(\theta_{z}\right.$ or $\theta_{x}$ ) by three wheels driven by a motor mounted on a turntable at rotation speed $\omega=2.6 \mathrm{rpm}$, see Fig. B.1. Since an initially static particle bed only starts to flow when tilted beyond its static angle of repose $\beta_{s}$ with respect


Figure B.1. Tumbling apparatus consisting of a spherical tumbler driven by three wheels mounted on a turntable that can orient the wheels to perform biaxial protocols. A lifting plate lifts the tumbler off the wheels when changing the rotation axis. Reprinted from Zaman et al. [173] with permission © 2018 with permission of Springer Nature.
to the horizontal, the sphere was slowly rotated so that the free surface was just below $\beta_{s}$ prior to each action. Then, when a protocol action (rotation) was initiated, there was a small avalanche at the start of flow as the free surface relaxed to the dynamic angle of repose $\beta<\beta_{s}$, after which the flow was continuous. After each action, the tumbler was rotated in the reverse direction to ensure the free surface was horizontal before switching the rotation axis. The apparatus reoriented the drive wheels for the next rotation by raising the tumbler off the wheels, rotating the turntable to make the wheel axes parallel to the next tumbling axis, and then lowering the tumbler back down onto the wheels. To minimize accumulated error from executing the protocol over many iterations, a position sensor was used to ensure that the turntable returned to the original axis after each iteration. Additionally, a thin X-ray opaque fiducial marker (lead tape) was mounted on the interior wall of the spherical tumbler to track any tumbling deviations. With these measures in place, the system has an angular displacement error of less than $1^{\circ}$ per protocol iteration. The errors are not systematic and, hence, average to zero.

Images were acquired prior to each tumbling action: the first frame, when the free surface was horizontal and subsequent frames while the tumbler was slowly rotating to the angle of repose. The direction and magnitude of tracer particle displacement in these frames identified whether the particle was at the free surface or in the bulk near the tumbler wall. Image distortion due to image intensifier and camera optics was corrected using the MATLAB Image Processing Toolbox function imwarp. The geometric transformation required by the function imwarp was a 4th order polynomial model generated from applying the function fitgeotrans to an image obtained from a Cartesian hole pattern (diameter 3.5 mm with 5.1 mm spacing). The corrected hole pattern image was used to generate the matrix transformation from the hole pattern's pixel spacing to the physical grid dimensions. To track the tracer particle and the fiducial indicator, each image was divided by a background image generated from the average of all iterations from a particular run to reveal the two features of interest. The tracer particle and the fiducial indicator were distinguishable from each other by their eccentricity and were tracked automatically using 2D feature finding MATLAB algorithms developed by the Kilfoil group ${ }^{1}$ using methods from Crocker et al. [29].

[^3]
## APPENDIX C

## The continuum model and modification with axial velocity

The continuum model [101, 24] assumes that the flow is primarily two-dimensional in the streamwise direction and confined to a thin lenticular flowing layer with a constant depthwise shear rate $\dot{\gamma}$ for each rotation about the $z$-axis and the $x$-axis. Using a Cartesian coordinate system with origin at the center of the radius $R_{o}$ spherical tumbler, rotation is clockwise about the $z$-axis and $x$-axis at a rotation speed $\omega$ for an angular displacement $\theta_{z}$ and $\theta_{x}$, respectively. For convenience, all variables are dimensionless-length scales $(x, y, z, r$, and flowing layer depth $\delta$ ) are normalized by $R_{o}$ and rotation period $T$ is normalized by $1 / \omega$. The interface between the flowing layer and the bulk is given by $\delta(x, z)=\epsilon \sqrt{1-x^{2}-z^{2}}$, where $\epsilon=\sqrt{\omega / \dot{\gamma}}$ is the maximal dimensionless flowing layer depth (at the center $x=z=0$ ). The shape of the flowing layer is formulated based on several assumptions. First, the flow adjusts instantaneous to the flowing layer length [101], so that the flow is steady and time dependence of surface velocity is neglected. Second, the surface velocity is maximum at the middle of the flowing layer where the flowing layer thickness is also maximum. This leads to a constant shear rate regardless of streamwise position. For a spherical tumbler, this flowing layer shape offers computation efficiency and relatively accurate description of flow in experiment. The velocity $\mathbf{u}=(u, v, w)$ is piecewise defined for the flowing layer and the bulk. For rotation about the $z$-axis, the flowing layer $(y \geq-\delta)$ velocity is $\mathbf{u}_{\mathrm{f}}=\left((\delta+y) / \epsilon^{2}, x y / \delta, 0\right)$ and the bulk $(y<-\delta)$ is in solid body rotation with velocity profile $\mathbf{u}_{\mathrm{b}}=(y,-x, 0)$. The assumption of no axial flow and incompressibility also allows the flow to be described with a stream function $\psi_{f l}=\frac{1}{\epsilon_{z}^{2}}\left[\delta_{z}(x, z) y+\frac{1}{2} y^{2}\right]$ for $y>-\delta_{z}(x, z)$ in the flowing layer, and $\psi_{b}=\frac{1}{2}\left(x^{2}+y^{2}\right)$
for solid body rotation in the fixed bed. Analogously, the velocity field for the $x$-axis action is obtained by interchanging $x$ - and $z$-components.

In each single axis rotation about the $z$-axis and the $x$-axis, the ordinary differential equations consist an integrable dynamical system [155]. Thus, tracer trajectories can be solved directly given initial conditions. Moreover, because the flow is piecewise defined, the ordinary differential equations can be solved for alternate rotation actions. Tracer positions are calculated based on the analytical solutions given by Christov et al. [24]. A flowing layer depth at the midpoint of the flowing layer, $\delta(0,0)$, of $\epsilon=0.15$ matches the experiments ( $\omega=$ $2.6 \mathrm{rpm})$ based on the tracer particle flowing layer passage time. To investigate the impact of the flowing layer depth, conditions with $0 \leq \epsilon \leq 0.20$ were also simulated. For context, previous studies on quasi-2D flows reported flowing layer depth of $\epsilon \approx 0.1$ [43], depending on the particle to tumbler diameter ratio $d / D$.

The implementation of the measured axial velocity changes the $w$ component of $\mathbf{u}_{\mathrm{f}}$. For a tracer point in grid cell $(i, j)$ (see text), $w=v_{a x}(i, j)$. The random walk diffusion is included as a $50 \%$ probability of adding or subtracting the standard deviation of the axial velocity in the corresponding grid cell $\left(\sigma_{a x}(i, j)\right)$. In MATLAB, this is done using an integer random number generator on the domain [12], as $\left.w=v_{a x}(i, j)+c(-1)^{\text {randi }([1,2], 1)} \sigma_{a x}(i, j)\right)$, where $c$ is a weighting term that adjusts the strength of diffusion. Tracer positions are generated by integrating the velocity field using the Runge-Kutta (RK4) method in the flowing layer and the semi-implicit Euler method in the bulk [101, 24]. The dimensionless time step is $\Delta t / T=5 \cdot 10^{-5}$ to ensure stability.

## APPENDIX D

## Poincaré sections and dynamical systems features

Stroboscopic maps (also known as Poincaré sections or discrete time maps) of 500 iterations were used to investigate mixing and non-mixing behavior and to provide direct comparison to experiments. The stroboscopic maps utilized tracer points seeded at the intersection of the flowing layer boundary and the $r=0.95$ hemispherical shell at zero iterations (blue points) and at the first half-iteration (red points). Regions avoided by the tracer particles correspond to elliptic regions (islands). The outer boundary orbits of these elliptic regions were obtained by finely seeding initial conditions near the boundary in successive stroboscopic maps until the boundary orbits were extracted. The periodicity of these elliptic regions was determined by tracking tracers seeded in these regions. In the 3D spherical tumbler rotated with the same speed about both the $z$-axis and the $x$-axis, the Poincaré section exists on invariant surfaces parametrized by the radius of hemispherical shells [24]. In other words, tracer points have trajectories that lie on the same radial surfaces they start on.

Periodic fixed points are classified by the eigenvalues of the Jacobian matrix $D \Delta=\left(\frac{\partial \Delta_{i}}{\partial x_{j}}\right)$ for a period-n mapping of $\Delta^{n}(\boldsymbol{x})=\boldsymbol{x}$ [24, 146]. For the volume-preserving map studied here, the three eigenvalues have a product of $\lambda_{1} \lambda_{2} \lambda_{3}=1$. There is a null direction at each periodic point providing a local invariant, corresponding to the eigenvalue of $1, \lambda_{1}=1$ [146]. An elliptic point has two eigenvalues that form a complex conjugate pair with $\lambda_{2}=\overline{\lambda_{3}}$ and $\left|\lambda_{2}\right|=\left|\lambda_{3}\right|=1$. Therefore, they can be expressed in trigonometric form as $\lambda_{2,3}=\cos \phi \pm i \sin \phi$, where $\phi$ is related to the internal rotation angle of the elliptic region surrounding the elliptic point. A hyperbolic point has two real eigenvalues, $\lambda_{2}=1 / \lambda_{3}$. Material expands along the
direction corresponding to eigenvalue $\lambda>1$, and contracts along the direction corresponding to eigenvalue $\lambda<1$ [106]. The stable manifolds consist of all points that converge to the hyperbolic point as number of iteration approaches infinity, while the unstable manifolds consist of all points that converge to the hyperbolic point in the reverse time. Therefore, the stable manifolds and unstable manifolds can be traced by tracking points seeded on the corresponding eigenvectors in backward time and forward time, respectively. The unstable manifolds are traced by tracking points seeded on a short line segment of length $0.001 R_{o}$. Positions of tracer points are recorded after every iteration, and the resulting manifolds shown for each protocol in Chapter 5 Fig. 5.15 (a-c) are trajectories of tracer points advected for 15 iterations. In order to maintain a uniform density tracing in the presence of fast manifold stretching, new points are back inserted in intervals between consecutive points that are $5 \times 10^{-5} R_{o}$ apart or further after each iteration. Similarly, the stable manifolds in Chapter 6 Fig. 6.11(c) and 6.14(c) are trajectories advected for 14 and 28 iterations, respectively.

## APPENDIX E

## Piecewise isometry model

The PWI model is applicable in the infinitely thin flowing layer (ITFL) limit $(\epsilon=0)$ of the continuum model [78, 77, 122]. Like the continuum model, stroboscopic maps were used to investigate mixing and non-mixing regions. Because the flow dynamics are radially invariant with an ITFL, tracer positions are mapped by their angular displacements on the hemispherical shell. When tracers reach the free surface, they are instantaneously reflected across the ITFL in the streamwise direction. The initial positions of the passive tracers in the stroboscopic maps were selected to lie along the isometry partitions at zero iterations (blue points in figures) and the first half-iteration (red points in figures) and mapped for 10,000 iterations to assure convergence.

## APPENDIX F

## Segregation experiments

Segregation experiments of size-bidisperse BST systems under few other protocols beyond those in Chapter 5.2 demonstrate accumulation of large particles into non-mixing regions.


Figure F.1. Segregation experiments in a half-full spherical tumbler under protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ rotated at 2.6 rpm for particle size ratio $R=3.56$ and $f=$ $15 \%$ after (a) 20 iterations, (b) 40 iterations, and (c) 50 iterations. Segregation pattern forms at approximately 15 iterations and persists with further iterations.


Figure F.2. Five segregation experiments in a half-full spherical tumbler after 30 iterations of protocol $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ rotated at 2.6 rpm for particle size ratio $R=3.56$ and $f=15 \%$. Segregation pattern for $\left(57^{\circ}, 57^{\circ}, 90^{\circ}\right)$ is repeatable.


Figure F.3. Poincaré sections (left column) compared to experiments (right columns) after 30 iterations of protocol $\left(54^{\circ}, 54^{\circ}, 90^{\circ}\right)$ in (a-c) and $\left(60^{\circ}, 60^{\circ}, 90^{\circ}\right)$ in (d-f) with two experiments for each. Period 3 segregation pattern is obvious for protocols with rotation angles in the range of $\left(54^{\circ}-60^{\circ}\right)$.


Figure F.4. Poincaré sections (left column) compared to experiments (right column) after 30 iterations of protocol (a) $\left(93^{\circ}, 93^{\circ}, 85^{\circ}\right)$, (b) $\left(93^{\circ}, 93^{\circ}, 90^{\circ}\right)$, and (c) $\left(96^{\circ}, 96^{\circ}, 90^{\circ}\right)$. Period-2 segregation pattern is obvious for protocols with rotation angles within a few degrees of $90^{\circ}$ and angle between rotation axes $85^{\circ} \leq \gamma \leq 90^{\circ}$.

## APPENDIX G

## DEM simulation

Bi-axial spherical tumbler flows are simulated using the discrete element method (DEM) with frictional smooth boundaries. The particles are modeled as rigid bodies and their collisions as a slight overlap. The contact forces are computed based on the overlap and their velocities. Thorough discussions of the DEM simulations in dense granular flows can be found in literature [30, 143, 144, 133], and the methods used here are also described in detail elsewhere [42, 137, 168] A linear-spring dashpot force model is used for normal contacts between two particles:

$$
\vec{F}_{i j}^{n}=\left[k_{n} \zeta-2 \gamma_{n} m_{\mathrm{eff}}\left(\vec{V}_{i j} \cdot \hat{\vec{r}}_{i j}\right)\right] \hat{\vec{r}}_{i j}
$$

where $\zeta$ and $\vec{V}_{i j}$ represent the overlap and relative velocity, respectively, between two contact particles $i$ and $j$. The unit normal vector is denoted by $\vec{r}_{i j}$, and the reduced mass is $m_{\text {eff }}=$ $m_{i} m_{j} /\left(m_{i}+m_{j}\right)$. The normal stiffness $k_{n}$ and damping $\gamma_{n}$ of the granular material are determined from the restitution coefficient $e$ and collision time $t_{c}$ by $k_{n}=\left[\left(\pi / t_{c}\right)^{2}+\gamma_{n}^{2}\right] m_{\text {eff }}$ and $\gamma_{n}=-\ln (e) / t_{c}$. Tangential forces are modeled using a hybrid Coulomb-like friction approach that models static friction with a spring and sliding friction in the standard way:

$$
\vec{F}_{i j}^{t}=\min \left(\left|k_{t} \beta_{i j}+2 \gamma_{t} m_{\mathrm{eff}}\left(\vec{V}_{i j} \times \hat{\vec{r}}_{i j}\right)\right|, \mu_{s}\left|\vec{F}_{i j}^{n}\right|\right) \operatorname{sgn}(\beta) \hat{\vec{s}}_{i j}
$$

where the tangential stiffness is $k_{t}=\frac{2}{7} k_{n}$. The tangential displacement $\beta_{i j}$ is defined as $\beta_{i j}=\int_{t_{s}}^{t} \vec{V}_{i j} \times \hat{\vec{r}}_{i j} d t$, where $t_{s}$ is initial contact time. The restitution coefficient $e$ is set to 0.87 , and friction coefficients $\mu$ are 0.6 for contacts between particles as well as between particles and tumbler wall. In most cases unless specifically noted, the spherical tumbler of radius $R_{o}=7 \mathrm{~cm}$ is half-filled with a size bi-disperse mixture of $d=4 \mathrm{~mm}$ and 2 mm


Figure G.1. Rendering of DEM simulation of a size-bidisperse mixture in a spherical tumbler, rotating about the $z$-axis with angular speed $\omega$. Particles flow across the free surface in a thin flowing layer in the direction indicated by the white arrow and drift toward the poles due to a weak axial velocity (see main text).
particles of density $\rho=2500 \mathrm{~kg} \mathrm{~m}^{-3}$. The concentration of large versus small particles is varied from 0.05 to 0.25 . The spherical tumbler is rotated at 3 rpm , which is close to the value of 2.6 rpm in experiments [173, 171]. A rendering of a DEM simulation in the spherical tumbler with a size-bidisperse mixture is shown in Fig. G.1.
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