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Abstract

Quantum Dot Infrared Photodetectors Operating anRRo

Temperature: Modeling, Experiments and Analysis

Ho-Chul Lim

The important application for the infrared photodetectors is mainlymtle
imaging by focal plane arrays (FPAs) for military and caroial purposes. So far, most
mid-wavelength infrared (MWIR) and long-wavelength infrared (LYMARAs are based
either on HgCdTe (MCT) or quantum well infrared photodetectors (@WIBven
though those technologies are well developed and have the staéeant performances,
they have intrinsic weaknesses which are difficult to be overcbaey researchers
have searched new infrared photodetectors. One of the promising teghsols
guantum dot infrared photodetectors (QDIP) based on self-assembledmwhnts. Self-
assembled quantum dot is the very nanotechnology which is based on thphysuel
phenomena and shows the possibility of promising new device concept.

The objective of this work is to develop high performance and high aperat

temperature quantum dot infrared photodetectors based on high qualiassatibled
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(Ga)InAs quantum dots on InP and GaAs substrates grown by lowsesstal organic
chemical vapor deposition.

At first, the unique physical properties of quantum dots will beudsed in terms
of density of state, discrete energy levels and finally novelgotppphonon bottleneck”.
And the method of fabrication of quantum dots and device structures apdoestiures
will be reviewed.

At second, in order to understand the device design rules, the ngodélthe
important parameters will be developed. The parameters whichbavilliscussed are
energy levels, oscillator strengths of the transitions, respongiti current, noise, gain
and detectivity. The detailed analyses on one of InGaAs QD/INnGAB/R&VIR-QDIPs
will be given to elucidate the physical understandings and give tketidn for the
improvement of the devices.

At third, MWIR-QDIP structures based on the InAs/InP systemi ke
discussed. Especially the focus on the growth of the InAs quantum deasioms matrix
layers on InP substrate will be made. At 77 K, the photoresponse shbergqibak
wavelength around 5 pm. The highest detectivity was 222 /.

Finally, the hybridization of the InAs quantum dot and thgd8a 47As quantum
well was realized in InAs/InGaAs/InAlAs/InP system. Theuléng device structure
which is named as quantum dot-quantum well infrared photodetectW (®)had high-
performance and high operation temperature up to room temperature.akngepection
wavelength was observed at 4.1 um. The peak responsivity and thecspetei€tivity at

120 K were 667 mA/W and 280" cmHZ/4W respectively. Low dark current density
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and a high quantum efficiency of 35 % were obtained in this devicavilM@discuss how

the quantum efficiency can be improved through quantum dot engineering.
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1 Introduction

The important application for the infrared photodetectors is méaueiyntal imaging by
focal plane arrays (FPAs) for military and commercial purpostany researchers have focused
on the MCT (mercury cadmium telluride), QWIP (quantum infrared phtdotig) or type Il
superlattice (SL) photodetector in order to develop the infrared phetboetwith better
performances. In case of QWIP and type Il SL, the quantum waedssuperlattices act as
photosensitive region which absorb the infrared light and generate the photocurrent.

But one-dimensional confinement of carriers in quantum wells ansutherlattices, with
the resultant discretization of the energy structure, is ngtapproach to infrared photodetector
based on the quantum structure. Carrier confinement in all thremnsiioms can be also used.
This can be realized via semiconductor nanostructures known as quaottirithe beginning of
the interest in quantum dot research can be traced back toessondy Arakawa and Sakaki
in 1982 that the performance of semiconductor laser could be improveddhging the
dimensionality of the active regions of these devices. Initidbrtsf at reducing the
dimensionality of the active regions were focused on using ultréfiregraphy coupled with
wet or dry etching to form three dimensional structures. Itsvas realized, however, that this
approach introduced defects that greatly limited the perforenahsuch quantum dots. In 1993,
the first epitaxial growth of defect-free quantum dot nanostrusturas achieved by using
Molecular Beam Epitaxy (MBE) Most of the practical quantum dot structures today are grown

by either MBE or MOCVD (Metalorganic Chemical Vapor Deposition).
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Under certain growth conditions, when the thickness of the thin filrh thie larger
lattice constant than that of the substrate exceeds ancertcal thickness, the compressive
strain within the film is relieved by the formation of cohenstdnd. These islands are quantum
dots. Coherent quantum dots are generally formed only when the growthdsraceghat is
known as Stranski-Krastanow growth mode.

Quantum dot infrared photodetectors (QDIPs), whose active regiacomgosed of
guantum dots layers separated by the barriers, show the potihtages over current
technology such as quantum well infrared photodetectors. Firgttdrsubband absorption can
be allowed at normal incidence. In QWIPs, the transitions, whichcamsed by the light
polarized perpendicular to the growth direction, are normally allowedodalesorption selection
rules. The selection rules in QDIPs are different and normalience absorption has been
observed. Second thermal generation of electrons is significasdlyced due to the energy
guantization in all three dimensions. Generation of LO phonons are prohigtadise it is
difficult for the energy level spacing of a quantum dot to be equdiat of the phonon. This
prohibition does not apply to the quantum wells, since the levels are quantized only in tiie grow
direction and a continuum exists in the other two directions. Thisogeer the dark current and
higher photoconductive gain which leads to higher detectivity.

Currently, the realization of quantum dot infrared photodetectors \muihatlvantages
mentioned above has not still come true before our research. Bus @Biéh will be discussed
shows the possibility to achieve such advantages. It is importanhderstand the device
mechanism by theoretical modeling and analysis of the deviceshwjiwe us a direction to

improvement of the devices.
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2 Overview of Infrared Radiation and Semiconductor Déectors

2.1 Introduction to Infrared Radiation

Infrared (IR) radiation is a form of radiated electromaignenergy, obeying the same
laws as those for visible light, radio waves, and x-rays. In itacgnly fundamental difference
from those forms of electromagnetic radiation is its wavetenghis is shown in the chart of the
electromagnetic spectrum in Figure 2.1. The borderlines betws#date, infrared, far-infrared,

and millimeter waves are not absolute.
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Figure 2.1. Electromagnetic spectrum, shown below is an expanded ofid¢he infrared

wavelength regioh

These areas of the spectrum have been segregated primadbnf@nience in discussions. But
most IR detectors in our discussion take advantage of two atmosphedows which are
spectral regions that transmit well; the 3 tend window, and the 8 to 12m window. The 3t0 5

um window is called as Mid-Wavelength Infrared (MWIR). On the otend the 8 to 1am
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window is called as Long-Wavelength Infrared (LWIR). Thus we c¢autlude the 3 to 1@m
region as the primary IR region.

Heat is transferred in three ways: radiated (electromiggrediation), conducted (as
though a hot piece of metal), and convected (through warm air ¢incuia a room). Radiation
transfer is important because IR detectors will measureatiant transfer of heat or photons.
Warm objects radiate more IR power than do cooler ones, but all®bjeetoff some power in
the infrared. Room-temperature objects and even ice cubes@mnetIR. Blackbody radiation
versus temperature plot is shown in Figure 2.2. It is this oektip between temperature and
the distribution of emission wavelength that was first acclyrdescribed empirically by Planck
in 1900. The consequence of Planck’s Law was that energy is not continuouathleathas

discrete values or quanta. This initiated the development of quantum physics.
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Today, it is understood that every object emits radiation proportiontd temperature because
of atomic oscillations. Most simply, the hotter the object, theefabe frequency of the atoms

oscillations and therefore the higher the frequency of radiation emitted by toe obje

2.2 Infrared Photon Detector

IR detectors fall into two broad categories, namely photon and @aheBut we will
discuss only photon detectors. A transducer is a device that coowertsype of signal to
another. We can think of the IR detector as a transducer that comfested to electrical
signals. The incoming radiation and the electrical signal getkaase both described in terms of
wavelength, frequencies, power, and spectral distribution. One thbeydareful of is to make a
distinction between the input (IR) signal, with its wavelengttexjifencies, and power, and the
output (electrical) signal, with its wavelengths, frequenciasd power. The infrared
wavelengths have values of a few micrometers, with frequeotasout 1&* Hz. The electrical
signals generated by infrared photon detectors are interestingtdolv frequencies from dc up

to a megahertz or less.

2.2.1 Detector Parameters

Before beginning the discussion of detectors, the parameterddabaibe how well the
detectors perform will be discussed. Even though we need definephiesreters in terms of
the detector outputs and the radiometric inputs and other test corditithe specific detector.
Here the definitions of detector parameters will be discussed.

Responsivity
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The basic function of a detector is to convert radiant input to an ougnatl ®f some
convenient type such as electrical signal either a curremtvoltage. The responsivity (R) is the
ratio between the output signal and the radiant input. In order to deénediant input, the
incidence E can be defined. The incidence is the flux densitydateztor, exposed either in
watts per square centimeter (W/mor photons per second per square centimeter
[photons/(cri8)]. The radiant input is the product of the incidence and the detmetarA.
Responsivity is an important parameter for a detector. It alim&ss to determine ahead of time
how sensitive a measuring circuit they will require to seeettpected output, or how much
amplifier gain they need to get the signal levels up to afaetory level. It is most common to
express the output signal in volts or currents and the IR input its,veat the usual units of

responsivity are volts/watt (V/W) or ampere/watts (A/W).

Noise

Noise refers to an electrical output rather than the desigealsiSome noise sources are
fundamental and cannot be avoided. The reasons are following. Photons daveotitaan
absolutely constant rate. Second, atoms in the detector vibratéysleylen at low temperature.
Third, electrons move randomly within the detector. Since noiseasdom deviation from the
average signal output, some convention is required to decide how to asgigalanumber to a

given noise pattern. The usual definition is the root-mean-square (rms) deviation.

Detectivity
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The most commonly used parameter to characterize the minimum pogensor can
detect is the specific detectivity. The specific detettiyD) is the signal to noise ratio that
would result if the performance of a detector were scaled tdeatde of standard size, under

standard test conditions.

o _ responsivity x +/area

D
noise// f Eq(2.1)

The units of D are cniBizY4¥W. The specific detectivity is useful in predicting signahtise

ratio that can be expected in a given test environment.

2.2.2 Applications of Infrared detectors

Referring back to Figure 2.2, it is apparent that all but thee$totibjects have peak
emission wavelengths in the infrared. This is one reason inffassis and detectors have
countless numbers of applications. Applications using infrared lasersdetectors can be
classified into three groups of users having different requiremerdsstrial, military, and
medical. A number of these applications are described in detpriovide background for the
operating characteristics required by each application.

The heat signature of the fighter planes and missiles have hmad#rared seeker one of
the best choices for the target detection syst&n®everal new military applications are using
coupled infrared detectors and emitters. One Example of sudnsyss smart bombs, which
follow the infrared reflection of the target illuminated by iafrared laser tracking system.
Another example is the infrared active countermeasure systeimg,amsinfrared laser beam to

jam the seeker of a missile by actively reading its choggaalsand tuning the jamming laser
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beam to the chopper pattern. Both of these applications take advaftdye two infrared
atmospheric transmission windows: between [83band 8-12um. Shown in Figure 2.3 is the
transmission of the atmosphere at sea level. In the atmospta@smission windows, infrared
light can propagate with very little attenuation, thereby reggiianly a small amount of power
to travel a long distance.

Infrared thermal imaging has found many industrial appboati especially in non-
destructive testing and inspection techniquEsst and easy detection of hidden craridsnon-
uniformity is one of the examples of this technique which is basethe change of thermal
resistance of the fractured area. This technique has been $uitcesed for the detection of
hidden cracks under the airport runways and detection of knots in the woodyhdustared
spectroscopy is also widely used in many industries for continuaumstoring of chemical

quality and process contfol
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Infrared detectors have also found many medical applications] losséhe facts that
many kinds of malfunctions and abnormal situations can change the de@og@dttern in the
tissues which leads to a change in their temperature chatacserTherefore, thermal imaging
has provided a relatively reliable and safe method for earlydsag of breast cancér dentat*
and thyroid diseas&s Several new noninvasive techniques have been developed in recent years
due to the rapid improvement of the infrared detectors and emittensinMasive measurement
of the oxygen level in the organs during surgéapd blood sugar monitorifitare examples of
these recently available methods, which are based on the infrared spectreshomues.
Besides these applications, the low absorption rate in the atmasBHgtm and 8-12um
windows makes the infrared detectors an attractive choice foy otaer applications such as

range finding, LIDARS, remote sensing, and free space communication.

2.2.3 Types of Photon detectors

In photon detectors, the radiation is absorbed within the materiahtbsaction with
electrons which are either free electrons or electrons bouradtielatoms or impurity atoms.
When these electrons are excited to conduction states, a photovoltage or photocultent res

1) Extrinsic semiconductor photon detectors

These are photoconductor-type detector made from the intrimsicaseluctor materials
silicon or germanium. Although the energy gag) (Eetween the conduction and valence bands
in Si or Ge is too large for infrared absorption, the addition of imesircreates allowed levels

E; within the energy gap, as show in Figure 2.4.
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Figure 2.4. Band diagram of a conventional extrinsic infrared photodetector.

The absorption of photons with energy greater thai;Eactivation energy) makes an
electron pass from an impurity level to the conduction band. This progsases the number
of electrons in the conduction band and the result is photoconduction. One ofrtiptesxaf the
extrinsic detectors is Si with Ga impurity. Its activationrggas 0.0723 eV, which results in a
relative spectral response cutoff of @i®. In order to distinguish between photo-excited carriers
and thermally excited carriers, the average thermal enegdly,0f impurity electrons must be
cooled to much less than its activation energy. For Si:Ga detettoosresponds to an operating
temperature of 30K.

2) Intrinsic semiconductor photon detectors

These detectors can be photoconductors or photovoltaic detectors. Incopteduce
absorption, the energy of the incident photon must be greater thatdieof the energy gap.
The excited electron can then pass from the valence band into the ttmmdand and this

contributes to the conductivity.
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Since the spectral response of an intrinsic photon detector isndetdrby the energy
gap that exists between the conduction and valence bands, the uséeafidhealloy materials
whose bandgaps can be varied by tailoring the alloy constitutesbbanedeveloped. The most
common alloy systems are Hgd,Te (mercury cadmium telluride or MCT), In/&  (indium
arsenide antimonide), Indi;.x (indium antimonide bismuth) etc. But MCT is most well
developed and has best performances compared to other detectorssimottehme quantum
efficiency and detectivity.

3) Quantum wells and superlattice detectors

Since the initial proposal by Esaki and ¥sand the advent of MBE, the interest in
semiconductor superlattices (SLs) and quantum well structuresdrasised continuously over
the years, driven by technological challenges, new physicabptsiand phenomena as well as
promising applications. A new class of materials and heterojunatithsunique electronic and
optical properties has been developed. One of the infrared detbas®ed on semiconductor
supperlattices is Type-Il superlattice photodetéftofype-II structures allow the electronic
band structure to be engineered by simply changing the thicknessnguosition of the
constituent layers. Therefore, the Auger recombination rate &aed losses can be reduced thus
reducing the threshold current density and increasing the maxopenation temperature. The
detecting wavelength of type-Il detectors can be adjustedmiderange, by simply changing
the thickness of the layers. Type-ll detectors also have adesntafy excellent carrier
confinement, suppression of Auger loss, and large gain. The disadvanitéigese detectors are

inherent in the structure. One is the complexity of the strectach layer in the superlattice is
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around tens of subnanometer thick and so the active region usually saisagiproximately
hundreds of layers.

On the other hand, quantum well infrared photodetectors (QWIPs) aed basthe
guantum well structures in the active region of the devices. Tdatsetors rely on the optical
transition within a single energy band and are therefore independetite bandgap of the
detecting material. In QWIPs, infrared absorption occurs viasuidand transitions. The
transition energy is determined by the energy levels in gaahtum well due to one dimension
confinement of carriers, and can be varied by changing its structure.

An extension of QWIPs is the quantum dot infrared photodetector (QiHieh utilize
intersubband absorption between bound states in the conduction/valence bandum aqloast

In a later chapter, Quantum dot infrared photodetector will be discussed in detail

2.3 Comparison of existing semiconductor detector teclologies

At present efforts in infrared detector research are ddetevards improving the
performance of single element devices, large electronisaliyned arrays and higher operating
temperature. Another important aim is to make IR detectors cheaper and morgartrieeuse.

Nowadays the dominant detector technology is based on MCT. MCdgk ertensively
developed material system for 3-iiéh region. It currently provides state-of-the-art performance
for single element detectors operating at MWIR and LWIR wirgddWihe disadvantages of this
material are associated with difficulties in its growth, psscgy, and device stability. In the
LWIR region, MCT has a cutoff wavelength which is very sewsitio the composition. In

addition, it is very difficult to control the incorporation of menrguespecially at the high
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compositions required for longer wavelength detectors. The problem of rfomuni
composition leads to non-uniform detector with uncertainty of peak emgtl. Further non-
uniformity in quantum efficiency and responsivity among the detetotaas array creates great
difficulty in producing high quality arrays of large size (1024x1024)whsing MCT. The
ultimate result of the difficulty in growing the MCT material is lowelgis of acceptable arrays.

On the other hand, quantum well infrared photodetectors suffer low quafftcieney
compared to MCT. The low quantum efficiency is due to the smdiorption coefficient for
intersubband transitions in comparison to interband transitions. By natype QWIPs need
special optical coupling scheme to incorporate normal incidence @MNPs cannot compete
with MCT photodiode as the single device, especially at temperatooge 70K due to
fundamental limitations associated with intersubband transitionsadventage of QWIP over
MCT is relatively easy to grow very uniform material ovdamge wafer, which make it easy for
the fabrication of large format FPA.

Both MCT and QWIP require cryogenic cooling to lower the tenmpezavhich is bulky
and consume a large energy. So Attractions on high operating teénmpatatectors have been

grown.

2.4 Motivation of Our work

Motivation of our work is to develop quantum dot infrared photodetectors wiaich c
outperform the quantum well infrared photodetector with higher operatimgerature and
higher performance. In a later chapter, we will discuss the tpenarinciple of the QDIP and

their expected advantages in more detail.
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Photon Detector Type

Advantages

Disadvantages

Intrinsic

IV-VI (PbS, PbSe,PbSnTe)

1-VI (HgCdTe)

IlI-V (InGaAs, InAs, InSb, InAsSb)

Extrinsic (Si:Ga, Si:As, Ge:Cu, Ge:Hg)

Quantum wells/Supperlattice

Type | (GaAs/AlGaAs, InGaAs/AlGaAs, InP/InGaAs)

Type Il (InAs/InGaSb, InAs/InAsSb, InAs/GaSb)

Qunatum dots (InAs/GaAs, InGaAs/InGaP, InAs/InP)

Easier to prepare

Most stable materials

Easy bandgap tailoring
Well developed theory and exp.

Muticolour detectors

Good material adopants
Advanced technology

Possible monolithic integration

Very long ve&@ngth operation
Relatively simple technology

Megd material growth
Good uniformity over large area
Muticolour detectors

Low der recombination rate

Easy wavelength control

akincidence of light

Low thermal generation

Very thighmal expansion coefficienty
Large permittivity

Non-uniformity over largeaare
High cost in growtti processing

Surface instability

Heteroepitaxy with large lattice mismatch

Long wavelength cutoff imited7tm(at 77K)

High thermal generation
Extremely low temperataperation

High thermal generation
Complicated desigh growth
Optical coupling for normaligence

Complicated design and growth
Sensitive to the interfaces

Complicated design and growth

Low quantum efficiency

Table 2.1. Comparison of infrared detectors

3 Overview of Quantum dot infrared photodetector

The area of research on infrared detectors utilizing semicondggctantum dots

or

nanostructures has been very active nowadays. Drawing a #gyntlarthe success of the

guantum well infrared photodetector (QWIP), the quantum dot infrared phettale{QDIP)

has attracted a lot of interests. Presently QWIPs are lbeimgnercialized for infrared imaging

application. An ideal QDIP is expected to be substantially superior to QWIP.
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3.1 Operation of principle

glnﬂ-areg Radiation

Figure 3.1. The schematic view of the QDIP structure

Generally, the structure of QDIPs are similar to those of QWIPs in thatuu wells are
replaced by quantum dots which play the role of a photosensitive bake QDIP. The typical
structure of QDIPs consists of afi-N (or i)-N" diode structure with an array of QDs inserted in
the undoped barriers. Each self-assembled QDs are formed by a temsizes semiconductor
cluster of a narrow-gap material which is buried in the barregernal of large-gap material. The
QDs are located in a plane parallel to the arrays of thid Kbr i)-N" structure shown in Figure
3.1. The quantum dots can be directly doped through dopants or unintentionally doped. Th
current QDIP devices usually have n-type doping profiles and thus anipatiure in contrast
with the interband lasers which are bipolar devices.

The electron charges in the QDs result in the formation ofethigter and collector
barriers. These barriers have a nearly triangular forchtheir heights are nearly independent of

the in-plane coordinates. Under illumination by infrared radiation, ithplane potential
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distribution and the height of the emitter and collector barrierg gae to the shift of the
balance between the excitation and capture of the electrongdysnof photoionization of the
QDs. This leads to the extra injection of electrons from thiter to the collector through the
QD array.

The current of the extra injected electrons can significaatyeed the current of the
electrons photoexcited from the QDs. This means that the photaelgaini can be much more
than unity.

hv

Emitter

Under bias
Collector
Figure 3.2. Schematic potential profile for QWIPs and QDIPs.detection mechanism in both

devices is by intersubband photoexcitation.

3.2 Expected Advantages of Characteristics in QDIP

One of the major advantages is that QDIPs allow normal inadéltte incident light
normal to the wafer along the growth direction is expected tcedhesintersubband absorption
unlike the standard n-type QWIPs. The normal incidence propedghviantageous because it
avoids the need of fabricating a grating coupler in the standardPQiWging arrays. The

grating coupler not only adds at least extra fabrication steddmutause difficulties in realizing
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a wide and multiple wavelength coverage because of its spgcphadlked nature and in
fabricating a short wavelength coupler because of the required smialy desttures.

Another potential advantage of QDIPs over QWIPs is that QDIPs lmwer dark
currents. Since the dark current causes the noise, a lower dankt deads to higher detector
sensitivity. The simplest way to estimate dark currebyisounting the mobile carrier density in
the barrier and then the current is given by multiplying theiezavelocity. The following

expression can be used.

Jdark = evn3D Eq (3_1 )
where v is the drift velocity and,, is the three-dimensional density, both for electrons in the

barrier. Eq ( 3.1 ) neglects the diffusion contribution. The electron density catinbates by

N,, =2 MKs T 3lzex _ &
P 21 kT Eq(3.2)

Where m is the barrier effective mass angi& the thermal activation energy which equals the

energy difference between the top of the barrier and the Fevaliih the well or dot. We have
assumed that kg T>>1, appropriate for most practical cases. Eq ( 3.2 ) can dg desved by
integrating the 3D density of state and Fermi distribution abowéarriers. For similar barriers
in a QWIP or a QDIP, the difference ipdtves rise to a difference in dark current. If we neglect
the field induced barrier lowering effect iR ®which makes the estimation valid for low applied

fields, the activation energy relates to detection cut-off wavelehgthy

gowe = C_p

A

C

Eq(3.3)

for a QWIP with a bound-to-continuum detection scheme, and for a QDIP
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QDI _E

Eq(3.4)

where Eis the Fermi level in the well. The term ik Eq ( 3.3 ) is due to the subband nature of
guantum wells in QWIPs.

The final advantage relates to the potentially long excitectrefe lifetime 1. It has
been anticipated that the relaxation of electrons is substarglaived when the inter-level
spacing is larger than the phonon energy-“phonon bottleneck”. In later chhgeffect will be
discussed in more detail. If the phonon bottleneck can be fully imptechena QDIP, the long
excited electron lifetime directly leads to a higher respitysihigher operating temperature,

and higher dark current limited detectivity. The photoconductor responsivity is lgyve

R=-"g
hv Eq(3.5)
where v is the photon frequenay,is the absorption efficiency, and g is the photoconductive

gain

Eq(3.6)

wherer

trans

is the transit time across the device. A lang directly translates into a large R.

High operating temperature and high detectivity are immediate conseddences
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4 Unique physical properties of Self-Assembled Quantu Dots

As the dimension of the structure decreases, the physical pespeftthe systems
become different. For example, the electronic structure of bulkceenhictors has delocalized
electronic states and their energy spectrum in the conduction amtedlands are continuous.
In semiconductor nanostructures where the electrons are confined in sioal$ igfgspace in the
range of a few tens of nanometers or below, the energy spedstsignificantly affected by the
confinement. In this chapter, we will discuss the unique physicakprep of low dimensional

structure and specially focus on the semiconductor quantum dots.

4.1 Density of states

For the example of the quantum well, the confined states withirorieedimensional
potential could hold two charge carriers of opposite spin, from the Peclusion Principle and
broaden into subbands, thus allowing a continuous range of carrier moifiegriawe can raise
the question about the distribution of their energy and momenta, givenialpamumber of
electrons or holes within a subband. But this question can be raised dimubot dimension
guantum confined states such as the quantum wire and the quantum dot. to ardaver this
guestion, the concept of the density of states is required. Thigydehstates means that how
many electrons or holes can exist within a range of energies.irhportant to look over the
density of states of various dimensional structures becauséédbeynine their unique electrical

and optical properties.
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4.1.1 Bulk

According to Bloch’s theorem, an eigenstate within a bulk semiconductor can les \astt

W(r) =éexpa|2 ip) Eq (41)

whereQ is the volume of the bulk semiconductor.

The eigenstate should display periodicity within the lattice, theéhne unit cell is of side L,
W(xy,2) =W(x+L y+L,z+L)=1/Qexpli(kx+k,y+k,z)]expli(k,L +k L +k,L)] should be
satisfied. For the periodicity condition to be fulfillesplfi(k,L +k L +k,L)] must be identical to

1, which indicates that

X L X y L y z L z EQ(42)
where R, ny, and n are integers. Each set of values of these three integensslafdistinct state,
and hence the volume éfspace occupied by one statg2a/L)°. The density of states is

defined as the number of states per energy unit volume of real space:

dN
E)=—
PE= G Eq (4.3)
In k-space, the total number of states N is equal to the volume sphiaee of radiuk, divided

by the volume occupied by one state and divided again by the volume of real space,

47k® 1 i:24nk3
3 @m/L)*L® " 32m)® Eq(4.4)

where the factor of 2 has been introduced to allow for double occupareacfstate by the

different carrier spins. Then according to Eq (4.4 ),
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p(E) = N _ ON dk
dE ~ dk dE Eq(4.5)

From Eq ( 4.4 )dN /dk can be easily calculated. In addition, the parabolic bands atieée

mass theory give the dispersion relation between energy and momentum.

h2k?
E=
2m’ Eq(4.6)

Finally the density of states in bulk semiconductor is following

N w

1 (2m?
p(E)=2n2[ = j JE Eq(4.7)

4.1.2 Quantum well

radius
) Lrrrrryn

2o

Area=(21t/L)2

v

Figure 4.1. lllustration of the two dimensional momenta states in a quantum well.

The density of states in quantum well systems can be dedueesimilar way as the case
of bulk. But the number of the degrees of freedom is two. The avauahlme or area irk-

space with successive states represented by valugsantiny is illustrated in Figure 4.1. The
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total number of states per unit area is given by the spin deggrfactor, multiplied by the

area of the circle of radius k, divided by the area occupied by each state,

11 _ 2k
(m/L)? 1> (2m)? Eq(4.8)

N?° =27k?
In analogy to the bulk three dimensional case with Eq ( 4tbe)density of state of a two-

dimensional quantum well is

k (2m™)2 _-2
PZD(E)ZE( hz] E ? Eq(4.9)

with the in-plane dispersion curves still described by parabola¢,45). Finally substituting

Eqg (4.6), the density of states for a single subband in a quantum well system isygiven b

mD

pZD(E)Zmz Eq (4.10)

If there are n confined states within the quantum well syshkem the density of states
%P at any particular energy is the sum over all subbands beloywdimat which can be written

as

O

P (E)=Y T O(E-E) £q (411)

i=1

where © is the unit step function.

4.1.3 Quantum wire

In quantum wires, the confinement takes place mdwections (e.g. x, y) of space and the
carrier motion is free in other direction (z). Thamber of density of quantum wire can be

formulated in a similar way as Eq (4.8 ),
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1 1 2k

emiL)L Eq (4.12)

N =22k

With parabolic approximation, the density of statequantum wire systems is given by

w_ [2m° 1
PN e Eq (4.13)

Like in quantum well systems, if there are subbanikin a quantum wire, the density of the

states is the summation of all subbands belowioesteergy

1D o 2m” 1
P (E):z hn; IT—\/EG(E_Ei) EQ(4.14)

i=1

The density of states is equal to zero when;E¥Rus 1D density of states is highly peaked,

since it presents singularities at each value,.of E

4.1.4 Quantum dot

In quantum dots, the confinement takes place inthihee directions of space, the main
consequence is that the electronic spectrum censiteries of discrete levels, like in isolated
atoms. Therefore the density of states of quantots donsists 06 functions at the discrete

energies:

pOD(E)ZZid(E_Ei) Eq(4.15)
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Figure 4.2. Comparison between the density of s&@it&D, 2D, 1D and 0D.

4.2 Phonon Bottleneck

4.2.1 Theoretical background

The electronic states in all solid structures angjext to different scattering mechanism
such as electron-electron, electron-phonon, andtreleimpurity scattering. Especially the
scatterings related to electron or phonon are enfidp solid state of matter. Concerning the hot
carriers, the emission of phonon is important toradiative relaxation mechanism because it is
very efficient channel to distribute the energyha electrons into the medium.

The phonon is kind of quantum version of classimamal modes. In classical theory of the
harmonic crystal the lattice vibration is descriliigdthe motion of the atoms that are connected

by the ideal spring.
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In classical mechanics, even very complicated metiare explained in terms of normal
modes. We consider one-dimensional Bravais lattiid two ions per primitive cell, with
equilibrium position. After solving equation of nmt of this system, we can have two
(frequency) versuk (wave vector) curves which are referred to as the branches of the

dispersion relatiof.

2

1 | 1 0 1 | 1

T 0.5 1
k/(m/a)

Figure 4.3. Dispersion curves for one-dimensiohairt with two atoms per cell.

In the lower branchg vanishes linearly irk for smallk, and the curves becomes flat at
the edges of the Brillouin zone. This branch iswmnoas the acoustic branch because its
dispersion relation is of the fora = ck characteristic of sound waves, at small k. Th@sec
branch starts at k with non-zero value and decseattd increasing k. This branch is known as
the optical branch because the long wavelengtltalipthodes in ionic crystals can interact with
electromagnetic radiation, and are responsiblenfioch of the characteristic optical behavior. In
three dimensional case, there are three dispecsives for each acoustical and optical branch.

Phonon distorts the local crystal structure antchalistorts the local band structure. This

distortion affects the conduction electrons. Heeeimportant effects of the coupling of electrons
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with phonons. Electrons are scattered from onee siatanother state, leading to electrical
resistivity. Phonon can be absorbed in the scagesvent, leading to the attenuation of
ultrasonic waves. An electron will carry a crysdatortion with it, and the effective mass of the
electron is thereby increased. A crystal distoraseociated with one electron can be sensed by a
second electron, thereby causing the electronreleatteraction.

We first look at the effect of phonon scatteringl amergy relaxation in electron gas in
terms of confinement dimension such as 1, 2, adich@nsion$’.
For the quantitative calculation, the semicondudgstem can be used that is a rectangular
INo.4GavsaAs quantum well with a width of 100A embedded iR Ifor two-dimensional basis.
The lateral confinement is modeled by potentiatibes of infinite height outside the wire or dot
region, which enables a complete separation otdnger motion in the three spatial directions.
The wavefunctions in growth direction (z) are tldusons of the finite-barrier quantum well

problem, which are harmonic functiorisin(k,z),cosk,z dside the well matched to
exponential decreasing taflsxp(-k,z)] in the barriers. Let’'s denote n, m, | as the stasdz, v,

X) quantum numbers of a quantum-well, -wire, or t-dgstem in the infinite square well
approximation.
Electron-phonon scattering time@scan be calculated in first-order perturbation tigeo

using the Fermi golden rule,

L4 2 2 Figm 2>< -E = !
it =5 @y e <ofe, Ei-Eq){”B(E‘*’T'”(OH Eq (4.16)

The upper (lower) signs account for emission (giigmm) of phonons by an electron in the

initial quantum state i. The sum extends over afisible final-electron quantum numbers f and
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phonon wave vectors ¢. The electron energieand E, are always measured from the bottom
of the respective 0D, 1D or 2D ground subbamgsstands for the Bose distribution function
n(E,T)=(*" -1)™. E, is the energy of a phonon with wave vector q #rid the lattice
temperature.

For the coupling of the electron to LA phonons bgams of a deformation potential D, the
expression

D2
2,¢2Q

a*(q)= neg

Eq (4.17)

is used with D=7.2 eV, a densigy=5500 kg/m, and a longitudinal velocity of soung=3400
m/s.

The electron-phonon matrix element in Eq ( 4.1@pasates in the x, y, and z coordinates and
has been calculated analytically.

For a confined lateral direction (for example, xhe matrix element can be calculated
analytically

(ez1e 105} =M1 (@,)
sin(Q+K, +K,) +sin(Q+Ki —Kf)+

1 Q+K, +K, Q+K,-K, Eq (4.18)
4 sin(Q-K; +K,) _sin(Q-K, -K,)
Q-K;+K; - Q-K;-K;

with Q=q,L,/2,K, =nm/2,K, =n'77/2. The upper signs mean by the band index n andhere

even or odd, the lower signs are for one of theenmeand the other odd. This matrix element

decreases rapidly with increasigg, >>1.
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Then we have numerical calculation of Eq ( 4.16r) LA phonon scattering. For this
calculation we have chosen the same energy ditferaB between the initial and the lowest
electron state for the quantum dot (OD), quantume wiD), and quantum well (2D). The
corresponding 2D situation is an electron of energy
AE =1?/2m (71 L)? (22 -17)
in the ground quantum well subband.
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Figure 4.4. Emission rates of LA phonons from 0D, &nd 2D electron gases. L indicates the
lateral layer widths and defines the initial enefgpper scale) the 0D scattering rates plotted

below 1300A are multiplied by a factor of 3G.=T4 K from Ref 20.

When the lateral size L exceeds 2000 A, the thca#tesing rates decrease monotonously
and become very close. This means that any phydiffatence between the zero-, one-, and

two-dimensional systems disappear when the laterdinement becomes weak. In the 1D and
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2D cases there always exists a continuum of filedte®n states and possible phonon energies.
The quantum dot system has only the ground stagahle belowAE. Thus, the emitted LA

phonon spectrum consists of a single line wjthAE/ac, . For L below ~1300Az;: is smaller
than ) andr,, by more than one order of magnitude and exhikitgg oscillations.

The optical phonons have no continuous-energytspacin this approach. For the 0D
system the discrete electrons and phonon energgeerd any first-order interaction, except for

the special case - E, =7« - A finite scattering time can result from broadenof the electron

and phonon spectra, renormalization of the phormuesto the confinement and higher-order
interaction terms.

In typical 3D and 2D systems, electrons meet hbleth in real and k space. Elastic
collisions randomize k directions very quickly. Egeis lost first through LO phonon emission
and next through acoustic phonons in the sub-naposgeranges due to the 2D continuum of
final states. With electron lifetime carriers thatipe at their band edges and decay radiatively
there. In case of OD, relaxation rate vanish, nyathle to the scarcity of final states satisfying
both energy and momentum conservation.

Above figure which is the result of calculation total decay rate of electron and hole
shows the slow relaxation in high-energy statesri€a clearly accumulate whenever a larger

AE induces a slow relaxation. This effect is callegblasnon bottleneck.
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Figure 4.5. Occupancy (upper part), nonradiative fimiddle part), and radiative flux (bottom
part) of the 66 levels of a quantum box at 4 K daesLy =150 nm for the 100 A
Gaysdno47As/INP well system as a function of the reducedrggn€E/ksT). The dashed line

schematizes the radiative probability reflecting thermal hole distribution from Ref 21.

4.2.2 Experimental observation of phonon bottleneck

The decreased relaxation probability makes QDs grtin competing recombination
processes and has been made responsible for thguamtum yield of early QD structures
especially for laser applications. However Selfamiged QDs show bright intrinsic ground state
luminescence after non resonant excitation (exatéetron and hole in different QD) and PL rise
time of only a few tens picoseconds are observéowatxcitation densities. In order to explain
the fast and efficient relaxation alternative pssss such as Coulomb scattering, Auger
scattering, and defect-induced tunneling has beggested. We can distinguish two limits for

the density regime. The low-density regime mearsingle carrier or exciton in an otherwise



45
empty QD with no additional carriers in the barrgrd on the other hand, in the high-density
regime carriers or excitons are present in the Qe barrier. In this case Auger and Coulomb
scattering are expected to be the most efficidakation processes and might account for the
observed fast carrier relaxation in actual deviogctures.

J. Urayama et af’ reported the experimental observation of phonottldmeck in
guantum dot electronic relaxation by differentighnsmission measurement. Electron-hole
scattering in QD usually masks the phonon bottlerdiect by Coulomb interaction which leads
to fast relaxation. For the investigation of theemsublevel electron transition, it is necessary to
have special carrier capture path. There are twdskiof carrier capture mechanism. One is
Germinate (pair) capture, and the other is Non-Geata capture.

If electron-hole pairs are photoinjected into tletmmuum above the quantum dots, and the
number of carriers is much lower than the numbexagkssible dots, the carrier capture process
will occur mainly in two different configurationdn Germinate capture, the electron and hole

settle into the same dot.

= f—7 GaAs
n=2 @ [
Ta Iny ,Ga, As
n=1
pamp Geminate Non-Geminate
Capture Capture
5O
-

Figure 4.6. Carrier capture model with germinate @on-germinate configuration.
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The other is the unpaired capture in which thetedacand hole fall into two different,
laterally separated dots. Germinate captured elestwill undergo fast relaxation due to electron
and hole scattering and non-germinate captureretecwvill experience a phonon bottleneck in
the relaxation. The n=2 time scan shown in Figure(4) reveals that after a very fast capture
into the dot excited state, some of the carrietaxrguickly, as indicated by the fast decay
component of the differential transmission (DT)nsily In longer time scans shown in Figure 4.7
(b), the tail decays at a rate lower than the rdgoation rate (~250 ps). This slowly decaying
signal is a clear sign of the predicted phononléméck. Even in the resonantly pumped DT
scan Figure 4.7 (c) the relaxation seems to bersappd due to the combination of germinate

and non-germinate capture process.
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Figure 4.7. DT time scans taken at 40 K. The rgteagon fits are shown as dark dashed lines.

(&) Nonresonantly pumped DT scan for n=1 (980 nmj a=2 (910 nm) dot levels. The
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germinate and non-germinate components of n=2afégiven as light dashed line. (b) DT time

scan n=2 level with a long delay. (c) Resonantijmped DT scan for n=2 dot level from Ref 22.

4.2.3 Effect on Quantum Dot Infrared Photodetector

For the quantum dot infrared photodetector appba, the intersublevel transitions are
major principle of physics which creates the photatuctivity. For the measurement of
photoconductivity, MWIR absorption excites carriéiem bound QD states to higher energies
so that the carriers can be swept away by appleadre field and thus generates a photocurrent.
Two different situations can be distinguishedT{iansitions into the continuum band, where the
carriers can move away directly and (ii) transisidietween two bound states, where the excited
carriers can only contribute to the photocurreat tuinneling or thermionic emission. In QDIP
structure, QDs are embedded in th&NNor i)-N" structure. A schematic conduction band
profile of such a sample is shown in Figure 4.8.eWthe inter-level of energy spacing is larger
than LO phonon energy, the relaxation of electeowery much slowed. This phonon bottleneck
effect on the excited state electron causes theeased carrier capture and relaxation times,
leading to an efficient detection of radiation singhotoexcited carriers are less likely to be
captured into QDs or relax to the ground state eelf@ing swept away as a photocurrent. This

results in increased extraction efficiency andeased operating temperatures.
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Figure 4.8. Conduction band profile in the QDIPnfr&ef 17.

4.2.4 Conclusion

The physical origin of phonon bottleneck is exptgirby the simplified model of square
box quantum dot. The scattering time of electroarm can be calculated with Fermi golden
rule. The occupancy of the excited electrons isukated showing the slow relaxation of excited
state electrons in quantum dot. There were mangrarpnts on measuring relaxation times of
electrons, but many experiments didn’t distingutsd other effects which lead to fast relaxation
of electron via electron-hole scattering. Excludihg electron-hole scattering, the intersublevel
transition of electrons has long relaxation timd @mwas confirmed by the experiment. In QDIP,
infrared light excites the electron to higher eyestate and phonon bottleneck results in the high

responsivity and high temperature operation.
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5 QDIP Fabrication and Measurement

5.1 Growth techniques of SAQDs

In this chapter, the experimental methods to faltioa of the QDIP devices will be

described from the growth of the quantum dots $oneesa of QDIP for the measurement.

5.1.1 Growth Mechanism

Generally the semiconductor self-assembled quardomncan be grown either with
Molecular Beam Epitaxy (MBE) or Metal Organic ChealiVapor Deposition (MOCVD) via
Stranski-Krastanow (SK) growth mode. When for aistd epilayer with small interface energy,
initial growth may occur layer-by-layer up to thetical thickness, but a thicker layer, which
should be less than the thickness where the disbocaccurs, has large strain energy and can
lower its energy by forming isolated islands in g¥hthe strain is relaxed. Thus SK growth mode
occurs. In order to form quantum dots on a sulestvaany matrix material, the lattice mismatch
between quantum dot material and should be aboneirtevalue (2%). Even though there is
large enough lattice mismatch between two materialdoes not guarantee the quantum dot
formation. The uses of quantum dot in the devicpliegtions and searching for the novel
physical properties lie in the confinement of eless or holes in the quantum dots. So the lattice
constant of quantum dot material should be largen the substrate or the matrix material so that
the confinement of electrons and holes can exgtcampressive strain enables the quantum dot
material to wet on the matrix material. Typical evéls of the epitaxial 11l-V semiconductor

guantum dot are In(Ga)(Al)As(P) on GaAs and InPssaltes. Most works on the IlI-V
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semiconductor quantum dot have been focused on@a¥ss system using the Molecular Beam
Epitaxy (MBE). In this work, we have used two matksystems such as InAs on InP and
GalnAs on GalnP lattice-matched to GaAs substratd ow Pressure-Metal Organic Chemical

Vapor Deposition (LP-MOCVD).

1 Monolayer InAs =1.7 Monolayer InAs >2 Monolayer InAs

Figure 5.1. Evolution of quantum dots as the amobiAs increases.

5.1.2 Growth of SAQDs by Molecular Beam Epitaxy (MBE)

Molecular Beam Epitaxy (MBE) is a technique for taitaxial growth of materials. It
operates via chemical interaction of one or severalecular or atomic beams of different
intensities and compositions, which occurs on tivéase of a heated single crystalline substrate.
A special feature about the MBE is that it can manthe layer thickness, composition and the
doping profile very precisely with very slow growthte (~ 1 ML/sec). This feasibility can be
achieved by opening and closing the relevant fluxgag the shutters with which each cell is
equipped. The operation time of a shutter (< 1siglly less than the time needed to grow one
monolayer (1~5 s). Another feature is that the MBBEmber is equipped with a reflection high
energy electron diffraction (RHEED) system. The R#Eenables to monitor not only the
reconstruction of the film surface, but also itsosthiness at the monolayer level, the surface

diffusion length of migration atoms, and the deposirate.
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In case of quantum dot growth with MBE, there areesal things to be pointed out. First,
for the quantum dot growth, relatively slow growgte is used compared to the growth rate for

the bulk material.
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Figure 5.2. Schematic diagram of Molecular Beani&yi (MBE).

For example, in order for InAs quantum dots tonfoon GaAs, the amount of InAs
material should be above the critical thicknesscivhis around 1.7 monolayer (~ 5A), but less
than the critical thickness for dislocated islaftdgtML). Normally the quantum dots with good
optical and electrical properties for the devicelimations are coherent islands, which are
dislocation-free islands. Incoherent islands odowm strain relaxation when larger amounts of
material are depositét But this situation can be also applied to thentum dot growth by
MOCVD. The growth environments between MBE and M@C&tre different. One advantage
with MBE is that it is equipped with RHEED. RHEEDRtfern can be monitored during the

growth. In the usual InAs quantum dot growth, tberfation of dots started after the deposition
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of a ~0.5 nm thick InAs wetting layer and led te thansformation of a streaky RHEED pattern
to a dashed one. Further InAs deposition resultedell-developed diffraction spots typical for a
three-dimensional growth mode. The growth cond#i@uch as the growth temperature, the
growth rate, the growth time, and V/III ratio shdlde optimized for the desired shape, size and

density of the quantum dots.

5.1.3 Growth of SAQDs by Metalorganic Chemical Vapor Deposition (MOCVD)

Metalorganic chemical vapor deposition (MOCVD),calsnown as Metalorganic vapor
phase epitaxy (MOVPE), is another modern growthhrigpie widely applied to grow

semiconductor heterostructures including quanturassand quantum dot nanostructure.
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Figure 5.3. Schematic of the Emcore LP- MOCVD reaethich has been used to grow the

QDIP device structures.

MOCVD uses various precursors for group Il andugr V elements. For example,

Triethygallium (GHs);Ga, Trimethylndium (CE)sln, TrimethyAluminum (CH)3Al etc. for
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group Il and the phosphine (BHor the phosphorus and the arsine (Astdr the arsenic for
group V can be used. If the precursor is in theovgghase, a defined gas flux mixed with the
carrier gas is directed into the reactor.Less ilelaguid or solid precursors are placed in specia
bubblers, through which the carrier gas flows. Ehiesbblers are, in turn, placed in the thermal
baths, to stabilize the concentration of the preas within the carrier gas. The flowing gas,
saturated with the Metalorganic precursors, flomts the reactor with a well defined flux. The
gas flux with group Il precursors is only mixedtlwithe gas flux with group V precursors at the
reactor entrance, in order to avoid pre-reactidi® precursors dissolve in the carrier gas and
flow with the laminar flux over the heated suscepba typical pressure of 20~100 Torr. The
temperature of the susceptor determines the grtemperature. The typical growth temperature
of high quality of 1ll-V semiconductor is around @300 °C. Significant oversaturation of the
reactants leads to the growth of a crystal overstsate.

The works on the growth of quantum dots by MOCVP kamited compared to those by
MBE. The reason would be the growth control istreddy more difficult than in MBE. But the
MOCVD can give better material qualities and ensbteass-production for the device

structures.

5.2 QDIP fabrication

After the growth of the device structure, next siefb be fabrication of single detectors for
the characterization and measurement of the QDtectie. In a typical wafer grown for the
device structure, there are a number of test mésasder to fabricate QDIP test mesas, multiple

processing steps such as cleaning, photolithogrgpdiiterning, etching, evaporation of metal
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contacts, bonding to the heat sink, and finallyewbonding are required. The details of
processing steps are a little different dependimghe materials dealt with because of different
etching and Ohmic contact material. But generdily overall steps are in principle similar. In
this chapter we will discuss the fabrication step®QDIP detectors. The brief processing steps
are following.

1. Cleaning the substrate

2. Photolithography for mesa definition

3. Mesa pattern transfer with dry etching

4. Photolithography for metallization

5. Electron beam evaporation or and thermal evaparatio
6. Metal lift-off

7. Rapid thermal annealing

8. Die bonding and wire-bonding

5.2.1 Photolithography

The photolithography is the standard process #orsfierring device patterns from mask to
substrate in integrated chip fabrication. Thishodtuses a photosensitive resist layer, patterned
mask and UV light to achieve critical dimensiomsgeneral, the resolution of photolithography
is limited by diffraction and quality of the opticBhere are two types of photoresist: positive and
negative. For positive resists, the resist is eggowith UV light wherever the underlying
material is to be removed. In these resists, expotu the UV light changes the chemical

structure of the resist so that it becomes mongd®lin the developer. The exposed resist is then
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washed away by the developer solution, leaving sl of the bare underlying material.
Negative resists behave in just the opposite marBeposure to the UV light causes the
negative resist to become polymerized, and mofecudlif to dissolve. Therefore, the negative
resist remains on the surface wherever it is exhamad the developer solution removes only the
unexposed portions.

Photolithography for mesa definition

In a standard photolithography process for testantinition, first a polymer resist is
spun onto the substrate material or device stractdie resist is then soft baked to harden the
resist and make it stable under certain mechapressure. A chrome and glass mask brought
into soft contact with the resist layer and UV tigh then incident on the resist and mask. The
chrome regions block UV light from reaching theisesFinally, a developer chemical is used to
remove the exposed resist. The photoresist pafegndevelopment acts as the etching mask for

the mesa definition. We will talk about the etchprgcess later.

1. Coat substrate 3. UV exposure
with photoresist
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2. Apply photomask 4. Resist
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e FYEE

Figure 5.4. The photolithography process for mesmiion using positive resist.
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Photolithography for metallization

In order to deposit metals on the device structarenake ohmic contacts, the lift-off
process is necessary. If the standard photolitipyravere used to define the contact, it can be
very difficult to have good lift-off because of theck of the undercut profile in the developed
pattern. Instead the continuous film forms (seeifd®.5 ).

In order to overcome this problem, we need totheamage reversal technique to form
the undercut profile. After initial exposure of tineetal contact pattern, the resist should be
heated at ~100 in order to change the chemical property of the resist, whichsrtha exposed
region will be insoluble and will not contain photosensitive compoundsatid ne subsequent
UV exposure. A flood exposure, which is UV exposure without a masked tasexpose the
area previously unreacted which, when developed, creates a negative image oirtalenoaigk.

Developed Typical sidewall
pattern\ slope etal
resist

Profile of developed positive tone resist Deposition of metal onto developed resist
forms a continuous film

Figure 5.5. Problem of normal photolithography for metallization.

Thus the flood exposed positive resist is reversed and functiorisitas & negative
photoresist. This process is called “image reversal”. Aftexge reversal, the sidewall slope that
worked against the lift-off in positive tone now forms the undercut prafihich is favorable for
lift-off. When the metal is evaporated, the film is discontinuous thesdesired features. Now
the resist can be removed cleanly, leaving a well-definedlimation pattern behind (see Figure

5.6).
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|| |

Initial exposure Profile after development

l After hleatinlg l

| |

Deposition of metal onto developed resist
forms a discontinuous film

Flood exposure following image reversal

Figure 5.6. Image reversal for metallization through flood exposure.

5.2.2 Dry etching by electron cyclotron resonance reactive ion etching (BR-RIE)

In order to define the test mesas, it is necessary tohetakevice structures uniformly up
to certain thickness. The plasma or dry etchings are used faH the etchings required in our
works. In the ECR-RIE, the plasma is excited by a microwile 6f 2.45 GHz in the presence
of a dc magnetic field of the correct magnitude to cause dutr@hs to spiral at the microwave
frequency, thus increasing the probability of ionization. This dens&mal is extracted and
applied to the specimen table by the application of an independealdriofi 13.56 MHz. The
potential advantages of the ECR-RIE over RIE lie in this separati the fields which first
create the plasma and then impart energy to the ions. So farREECBrocesses have been
developed for etching GaAs and InP based materials. The eteténgsually increases with rf
power. However, high momentum gas ions created by higher rf powsescaerious damage to

the etching surface. Another method to control the etching rate dhange the ion density.
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Increasing ion density can be done by coupling 2.45 GHz microwave powethetplasma

under a magnetic field.

microwave
/ <]
electro ~ Quartz
magnet window
Plasma

Sample

7
Helium
cooling

Figure 5.7. Operation principle of ECR-RIE reaction.

A Plasma-Therm SLR-770 ECR-RIE system is currently baseg at CQD. This system has a
capability of handling 14 different gas sources and is controlled lbpmputer. During the
etching, the substrate is fixed with heat-conductive grease on &i3:arrier wafer and the large
amount of heat generated during the etching is cooled by heliufrogashe bottom side of the

Si wafer. We use different gases for etching GaAs and InP based QDIP.

5.2.3 Metallization

To deposit thin metallic films for device contacts, an electrambenetal deposition
system is used. The sample is loaded upside down in a vacuum bledlijavar. After the proper
vacuum around usually ~IGorr is attained, the electron source is turned on by applyity hi

voltage of 10 kV and directed at a selected boat, which mayicofta Ti, Ni, Pt or other
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materials. After the metal is heated to its melting point,oamfdeposition begins to take place
within the vacuum chamber. A film monitor near the sample is usetidasure the metal
deposition rate and overall thickness. The deposition rate should be eshatbd low rate (< 3
A) through the control of the emission current. Another importauieigor uniform evaporation
is to level the sample relative to the source. Slight tilteguse non-uniform in metal thickness.
After the deposition of one kind of metal, if next other kind of mehaluld be deposited, the
crucible should be cooled off for 2~3 minutes and then change the smdoesume a next
deposition. For GaAs QDIP, it is necessary to deposit AuGg tllanake Ohmic contact on
GaAs. The thermal evaporation is used for AuGe evaporation. Imahezvaporator, the
material is heated up by passing a high current through a highlgtory metal containment
such as a tungsten boat. The thickness is also monitored in reddtimmeguartz crystal and is

controlled by the amount of the input current.

5.2.4 Procedure steps for QDIP fabrications

The steps for QDIP fabrication will be discussed in detail. f#a& processing of the
device requires very delicate handling of samples and a lotefMaltiple device structures are
usually grown for the device optimization. Therefore the differenticde structures are
fabricated at the same time except that when the device usgsichave different etching
thickness, the etching of the devices should be done separately.riplesaiust be properly
labeled not to mix them. It is better to grow on large substrstewe can have enough test
pieces.

1. Cleaning procedure before processing
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Rinse in boiling trichloroethylene (TCE - CICH:CGEfor 5 minutes to remove any
residual organic grease. TCE is soluable in acetone.
Rinse in acetone (G@H) for 5 minutes to remove any polymer residue from the
plastic sample holder.
Rinse in heated methanol ((@pDOH) for 5 minutes.
Rinse in second bath of heated methanol for 5 minutes. Methanol is water soluble
Blow dry with high purity nitrogen and verify that the samplestatally free of
everything except growth defects.

Rinse in de-ionized(DI) water for 5 minutes.

Photolithography for mesa definition

HMDS resist is spun on the substrate with a speed of 4000 rpm foc@@dseand

right after then AZ 5214 resist is also spun with 4000 rpm for 30nsksc After
finishing spinning two types of resists, the substrate undergodmisiofy at 96°C

for 50 sec. This softbaking removes the solvent in the resist anthhidweleesist
layers.

With Mask I-1 (400x400 pfnsquares), the mask and the substrate are aligned and
the sample is exposed for 13 sec (UV power ~9.6m\Aj/enith MJB-3 aligner.
Here the exposure time can be changed so it is recommended tdaheheokdition
quite often.

After exposure, the resist on the sample needs to be developed solution 1:4

ratio of water to AZ400K developer for 10 sec and then rinsed in detbmwater
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(DI water) for more than 20 seconds. The developing time shoulddo&ed with a

test piece. The complete photolithography of 400x408igshown in Figure 5.8.

Figure 5.8. After photolithography, the resist etching windows with 400x4@Darea are

shown.

3. Mesa pattern transfer with dry etching of QDIP structure

® In order to etch InAs/InP QDIP, the following recipe is used. 82ms of
Chlorine(C}), 8 sccm of Boron trichloride(Bg)land 5 sccm of Argon(Ar) are used.
The power of RF1 is 200W and the power of RF2 is 500W. The magnagsdstt
180 A for an upper magnet current and 20A for a lower magnet curreat. T
chamber pressure is 1 mTorr. In order to minimize the backwasthplathe stud
should be properly set. The typical etching rate with this reparound 200
nm/min.

® For etching of the InGaAs/InGaP/GaAs QDIP etching, only 10nsot BCk is

required. The power of RF1 is 75W and the power of RF2 is 850W. Hymeh
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setting is 180A for a upper magnet current and OA for a lowgnetacurrent. The
chamber pressure is 1 mTorr. The typical etching rate is around 250 nm/min.

4. Photolithography for metallization

® After etching, the residual photoresist is removed with AZ400ippsr which is
heated up to 70°C with Q-tip to help clean the surface, and then theesaangl
rinsed very well in flowing DI water for at least 5 minute.olrder to remove the
grease or other contaminant, the normal cleaning procedure discudsesl ibe
repeated.

® HMDS resist is spun on the substrate with a speed of 4000 rpm foc@&@dseand
right after then AZ 5214 resist is also spun with 4000 rpm for 30nsksc After
finishing spinning two types of resists, the substrate undergodmisiofy at 96°C
for 50 sec.

® \With Mask I-2 which is for the definition of metal top and bottom cdstaafter

alignment with existing etching mesas, 10 sec exposure is ddméheisame power

as initial photolithography followed by postbaking at 110°C for 60 seconds

Without any mask, 60 second flood exposure is done.

® The samples are developed in 1:4 ratio AZ400K developer for 10 seconds and rinsed

in DI water for more than 20 sec. First a test piece should be checked.
5. Metallization with e-beam evaporator
® InAs/InP: Ti/Pt/Au=400A/400A/1400A.
® InGaAs/InGaP/GaAs: AuGe/Ni/Au= 700A/350A/1300A

® Lift-off with Acetone and rinse sample with methanol and DI water.
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6. Rapid thermal annealing
® Do a test run without sample first to make sure the system is working.
® InAs/InP: 400°C for 2 min with Nforming gas.
® InGaAs/InGaP/GaAs: 400°C for 3 min with rming gas.
7. Die bonding to a copper heat sink with pure indium
® Pick a good mesa and do the wire bonding. Follow the bonding rule diagiam be
(Rules not always applicable — just make sure you know which padtgaehich

contact on which mesa)

— | Connectto
the bottom

)
O %{\ contact -“

Connect to
the top
contact “+

8. Check the room temperature resistance of bonded mesa and vdaent Check the
resistance between ceramic pad and copper heat sink. This shouldhid Ghange

the ceramic pad if it's not infinity.
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Figure 5.9. Schematic of QDIP test mesa fabrication.

5.3 QDIP Measurement

After finishing QDIP fabrication, next stage is to measarel characterize the
performances. The performances of the QDIP detector amaathrized usually by the peak
detectivity and peak responsivity. We routinely measure FTIR, blagklesgponse, dark current

and noise current. In this section, we will discuss the detail of the measurement.

5.3.1 Blackbody signal and peak responsivity

One of the most important figures of merit of the infrared aleteis the peak
responsivity. The peak responsivity is calculated from blackbody rasppnand relative
responsivity. Optical sources are often characterized instefnthe incidence, E which is the

flux density at the detector, either watts per square cenftiroételetector area (W/cth or
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photons per second per square centimeter (photorf&jnThe IR radiant input is the product
of the incidence and the detector argaPus we can calculate responsivity as:

_ signal _ S
IRinput EL[A, Eq(5.1)

The detector is placed so that it can view a blackbody source aresthing signal is observed.
This signal can either be a DC signal or, an AC sigrihkifblackbody source is modulated with

a chopper. The set-up for the blackbody responsivity is shown Figure 5.10.

1

Break-out
box

Low-noise

Ge filter
current amplifier
Blackbody . Cryostat I:l I:l
source
Lock-in
amplifier
Chopper

Chopper
controller

Figure 5.10. Experimental setup for the measurement of blackbody response.

The light from blackbody source through a certain aperture pas&e filter whose cut-
off wavelength is 3 to 12m and is also modulated by a chopper with a frequency of 400 Hz.
The sample (QDIP detector) in the cryostat is cooled down toddstred measurement
temperature with liquid nitrogen and the temperature can be codtiojlethe temperature
controller. The typical measurement temperature is 77 K and abbeebias applied to the
detector is controlled by a current transimpedance amplig#hley model 428 and the signal

can be amplified through setting a gain. The output voltage sigimalthe detector is measured
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by an EG&G 5209 lock-in amplifier, which is triggered by a aignom the chopper controller.
In order to recover the actual photocurrent, the voltage signdivided by the amplifier
transimpedance gain. Once this photocurrent is known, the blackbqibpnsesty is calculated
using Eq (5.1).

The peak responsivity is defined as the responsivity the detector would HaéRfftux
from the blackbody were concentrated at the peak wavelength wiinerdetector is most
sensitive. The ratio of these two responsivities is called thekidaly-to-peak conversion
factor®. The formula for the blackbody-to peak conversion factor is given by:

Mbb
M., Eq(5.2)

C=

where My, is the exitance of a blackbody at a blackbody temperat@®H# detector. The total

exitance from blackbody is predicted by Stefan-Boltzmann’s Law:

M, =0T *(Wicn?)

Eq(5.3)
where o is the Stefan-Boltzmann constant=5.67%40/(cn?-K* and T is the blackbody
temperature in Kelvin. The solid angle through which the QDIP tetesees the blackbody

source is:

r.2

o Eq (5.4)
where r is the radius of the aperture and R is the distancedietine aperture and detector.
Since the blackbody projects its radiation into a hemisphere, thectwojsolid angle of a

hemisphere ia. The fraction of blackbody exitance at the plane of a QDIRctetes thus)/x.

The total blackbody incidence at the QDIP plane is:
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Eooir = Mot (Q/ )T gy Eq (5.5)

where Towa IS the total transmission coefficient, which includes the tnéson of cryostat
window, a chopper modulation factor, and a Ge filter. After Q@Eponse signal is measured,
its responsivity can be calculated by:

_ signal
R EqopA Eq(5.6)

The quantity My is the effective exitance which is less thag, M his smaller amount of energy,
if concentrated at the wavelength of peak response, would gettezasame signal as did the
blackbody. The RX) is called relative responsivity. It is the ratio of thesponsivity at
wavelengthA to that at the wavelengtk, where the responsivity is greatest. TheARljas a
maximum value of unity, and is often called the normalized respon&d I& because it is

measured with FTIR (Fourier Transform Infrared spectromef@gn the peak responsivity can

be calculated as follows:

Peak responsivity (A/W)=Blackbody responsivity (A/W)xC Eq(5.7)

5.3.2 Relative Response Measurements (FTIR)

The relative response R) is measured with the Mattson Galaxy 3000 FTIR
spectrometer at CQD. The schematic diagram of the FTIiemys shown in Figure 5.11. The
FTIR system composes of two cube-corner mirrors (labeled 4 amaah &)frared source (5), an
infrared detector (13) and a beam splitter (7) and other naysiems for guiding the light. The
beam splitter reflects 50 percent of an incident light beamt@m$mits the rest 50 percent

simultaneously.
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Figure 5.11. Schematic diagram of the Mattson Galaxy 3000 FTIR system.

One part of the split beam travels to the moving interferonmeieor (8) while the other part
travels to the fixed interferometer mirror (4). Two mirrorBee both beams back to the beam
splitter where the light recombines. At the beam splitter,thalfecombined beam is transmitted
to the detector and the other half is reflected toward the @édfreource. When two light beams
recombine at the beam splitter, an interference pattern sraged. The interference pattern
varies with the displacement of the moving mirror along its am is detected by the infrared
detector as variation in the infrared energy level. In orderhtmge the constructive to the
destructive interference, moving the scanning mirror by a quasgelength of the incident
light which results in sine wave signal is required. Becafiske broad range of the frequencies
from infrared sources, the resulting interferogram represdmssum of each sine wave
generated by each individual frequency component of the input idfraddiation and the
frequency and intensity of each sine wave in the interferogeamesolved by the Fourier
transformation.

In the experiment, a deuterated-triglycine-surfate (DT@&&)mal detector is used as the

reference detector. This detector has a uniform spectral resporess the wavelength range
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from 2.5um to 27um. The relative spectrum of QDIP detector is unknown and can beedta
from Eq ( 5.8 ). Before the spectral response of QDIP device is collected, thralsesgionse of
DTGS is measured first. Next the QDIP spectral responseemsured and its real spectral

response is calculated by:

' D SQDlP(/])
RQDIP(/‘) = RDTGS(/])m Eq (5.8)

where Ryres(A) is the spectral response of the DTGS detectgie@) is the measured spectrum

of the QDIP, and &cs()) is the measured spectrum of the DTGS detector. The normalized
spectral response Rcs(A) of the reference detector is known from manufacturer’ $edion

data. The resolution of the Galaxy 3000 FTIR system is’2€@ne wavenumber (ch is equal

to 1/1000Qum, so that the spectral response precision of this systemuat 0.04um.

Low-noise
H - -
I Sirealeant current amplifier
box
FTIR system —L
Cryosta
N Infrared | |
- source ' )

\.—-/

Figure 5.12. Schematic of FTIR measurement setup.

5.3.3 Noise Measurement

The noise can have a significant effect on the device perfornsarde as the peak

detectivity. It is important to know what type of the noise idlyedominant in the device. In
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addition to the noise of the detector generated by the carriers which aréyopxciied from the
target or from the background of a scene, for a photoconductor, howeveratheadditional
mechanisms that can increase the noise level. The sourcesefribises are caused by two
different types of randomness.

One is the fluctuation in the velocity of the carriers due taostolis between the carriers
and lattice atoms. The associated noise is referred to as Johnsen Sioce the degree of
motion of the lattice atoms depends on the lattice temperatereydgnitude of Johnson noise

also depends on lattice temperature. The expression derived by Johnson for this remsescur

be:
. 4KT
|nD[?} \/E Eq(5.9)

Another is the fluctuation in the number of casiefhe random nature of the quantum
mechanical optical emission process of the lighte® and the absorption process of the detector
can cause fluctuation in the carrier density. Herhionic emission process in a photoconductor
will also increase the mobile carrier density aedde its statistical fluctuation. There are several
different types of noise found in QDIP detectorse hoise associated with the generation of the
mobile carries is called generation noise. The sandecombination process of mobile carriers
also contributes to fluctuation of carrier denssiyd hence increases noise. The generation-
recombination (g-r) noise then collectively deseslthe noise caused by the fluctuation in
carrier density of a photoconductor. The noiseanirspectral density caused by this process is

derived in the following equation in terms of theise gain (g).

2
In _4egn|darkAf Eq(510)
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One of the noises is 1/f noise. Although the phglsibechanisms causing this noise are not
understood yet, it has been observed in non-ohaomtacts and crystal surface. The noise can be
minimized by proper fabrication procedures. A gah@xpression for the 1/f noise current is
given by

i Di\/ﬁ

" A, Eq(5.11)
In an experiment of the noise measurement, the amsirate way to characterize noise is to
measure it as a function of frequency. The noisetspl density (NSD) is the noise in a 1 Hz
bandwidth plotted versus frequency f (Ampsf#z The NSD is measured by a SR 770 spectrum
analyzer. The bias and amplification gain are adletl by a low noise transimpedance amplifier

(Keithley 428) and output voltage is measured Bpectrum analyzer.
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6 Theoretical modeling of Quantum Dot infrared detecbrs

It is important to understand the correlationswieein the design parameters and the
device characteristics. However, in order to makeetations between them, one needs to know
what is going on inside the device and should lt@v&ain picture about physics of the device. In
this section, the modeling of quantum dot infrapddtodetector will be presented based on the
semi-phenomenological theory. The energy levels asgillator strengths calculation,
responsivity, dark current and detectivity will theeoretically modeled. We will discuss one by

one.

6.1 Energy levels and oscillator strength calculations

In order to design the detection wavelength of R)lit is important to know the
electronic energy levels of quantum dots and thegsible transitions by absorption of the light.
Actually, there are many literatures around exmhgrhow to calculate the energy levels of
guantum dots and their optical transitions. But ititerband transitions between the states of
electrons and those of holes have been intenselyest for the QD laser application.

But in the QDIPs, we deal with the only electrorsduse QDIP device is a unipoloar device
unlike the QD laser which is a bipolar device whelectrons and holes recombine inside the
guantum dots.

There are several popular methods to calculateslbetronic energy levels such ag k
method, pseudopotential calculation, and simplglsiband effective mass envelope function

method which is currently used in this work. Finst will see how those methods work briefly
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and will discuss our method, effective mass enwelfymction method, in detail. This method
assumes many approximations and works only semmgyhenological in terms of the device
modeling. Before going to the modeling of the egdrayels, we will start with quantum dots

with infinite potential and simple geometries sashcube, sphere and cylinder.

6.1.1 kI[p method and Empirical pseudopotential method

klp method

The Kp method has been used to calculate the electlmand structure, including the
energy band and the corresponding the wave funct@pecially for optical devices, most
semiconductors have direct band gaps, and manygahyhenomena near the band edge are of
great interest. Further the concept of the effecthasses near a band extremum is very useful
for heterostructures and nanostructures.
The basis of the method is to express the eigetitnsc as Bloch functions and to write a

Schrédinger-like equation for its periodic part. \é& begin with
ﬁz ik 1\ oiKE
{ﬁ+v}e u. () = E(k)e™"u, () Eq(6.1)

whereu, (") =u, (F + R )which is the Bloch function and has a translatiGyammetry byR.

We can rewrite this in the following form

{M +v}uﬁ(r) = E(K)u, (7)

2m, Eq(6.2)
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We can expand the unknown periodic pgr¢r) on the basis of the corresponding solutions at a

given pointk,, which we label, , (F )

U (M) =Y e, (K, . (1) c0(63)

To solve the equation above, the Bloch functiorusthbe fed into the equations and it generates
the matrix equation with the general element

= MY
(P+7K)" Ly
2m

0

Ah,n’ (R) = <un'|20

“n'vk‘o> Eq(6.4)

Becauseu, . is an eigenfunction of Eq ( 6.2 ) fér=k, with energyE, (k,), we can rewrite

Eq ( 6.4 ) into the simpler form

2

Aq,n.(@:{En(Em f

k-k,)2 0,  +——22p (K
2m0( 0) }5n,n + mo pn,n( 0)

Eq(6.5)
where the matrix elemer, , (k,) = <Un,|zo | b|un,’|zo> :

If we consider the energy barig}(k which has an extremum &t=k, , the last term of
Eq ( 6.5 ) can be considered as a small perturbadimd we can determine the difference

E.(k)-E,(k,) by second order perturbation theory applied tomiagrix A(k). This leads to

)\ — ., hz L, _ L \2 ﬁ [(E_EO) |:E)nn'Jl_(k’_izo) [bn'nJ
St =Erllo) 2m, (o)™ m; 2 E,(Ko) = Ey (ko) Eq(6.6)
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which is the second order expansion nlé)ateading to the definition of the effective masses.

The effective masses, can be expressed in the following equation arid the principal axe

which represents x, y, and z.
|2

my My mE, (k) —E, (K,) Eq(6.7)

mO _1+£Z |(p0/)nn'

In Kane’s model for direct band semiconductrthe spin-orbit interaction is taken into
account. Four bands, which are the conduction, healey-lght-hole and the spin-orbit split-off
bands, are considered. Each band has double degenattatheir spin counterparts.

The Hamiltonian near the zone certer , 0

2

N S
H= +V (M) +——0ollV x
om, O amp P Eq(6.8)

where the third term accounts for the spin-orbit interaciid is the Pauli spin matrix. Here the
detail of the eigenenergies and corresponding basisidan@ill not be presented and can be
found at ref. 26.
If only degenerate six valence bands would be considarthe calculation of the bandstructure
ignoring the coupling to the two degenerate conduction bartdboth spins, Luttinger-Kohn’s
model can be used. It is convenient to use Lodwin’s pettiorb method and treat the six
valence bands in class A and put the rest of the barulizsis B.

Now let's see how thell method can be applied to the nanostructure sucle agintum
dot. With the k9 method and the envelope approximation, the wavefunciio each

compositionally homogeneous region of the structure is as$torbe of the form
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W(r) =2 u,(Ma () £q (6.9)

where theu, (" )are Bloch waves dt =0 for the material in a particular reg?dnThe%(F)

are the envelope functions and the summation isgtesl to bands close to the gap.

\/ Cla
E=-%/3
ESO % /\
Class B

(@) (b)
Figure 6.1. (a) Thelg method in Kane’s model. Only a conduction bantdeavy hole, a light

(

9]
%]
os]

>>

hole, and a spin-orbit split-off band with doubkgéneracy are considered. (b) Luttinger-Kohn’s
model. The heavy hole, light-hole, and spin-spfitb@nds in double degeneracy are of interest

and are called class A. All other bands are denaseclass B.

In case of multiband approximation, the envelopactions are governed by eight
coupled differential equations with the basis @& thght Bloch waves. It can be expressed like

the matrix equation,

H ot (F) = £, (F
Zn: m (7) = €0,(7) Eq(6.10)
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The eight Block waves ar*51>,‘xr>,‘yT>,‘zT>,‘s¢>,‘x¢>,‘y1>,‘21> where the arrows

indicate the spin, the matrix H can be Kane’&8 81amiltonian. In the case of the strained
structures, it is possible to add extra terms uslig@rmation potentials which accounts for the
variation of the band edge energies associated elithtic strain€. The envelope functions
which are solutions of Eq ( 6.10 ) are expandedlDn 2D, and 3D Fourier series according to
whether the system has spatial variation in 1D,a2d 3D. After expansion of the envelope
functions as Fourier series, Eq ( 6.10 ) is reducesimple eigenvalue problem, which can be
solved through the diagonalization. Another apphnoscto use a finite difference method to
solve the differential equatiofis The system is divided into different regions whigefine a
mesh of perpendicular planes. The parameters oH#miltonian matrix are constant in each
region but differ from region to region. Figure &RBows the electron and hole wavefunctions
InAs quantum dot with base lengths (b) 20.4 nm Eh6 nm on GaAs resulting from multi-band
8x8 kip method®. The drawbacks offg model, when applied to small quantum structuzes,
related to conceptually fixed number of Bloch fumes which is usually eight, used for
expanding the wave functions, the restriction ® Brillouin zone centel’, the assumption of
the same Bloch functions throughout the entirecstine regardless of material and strain
variations, the arbitrary of the matching condiidor the envelopes at heterointerfaces. These

problems do not arise in microscopic theories ék®pirical pseudopotential theory.
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Figure 6.2. Probability density isosurfaces (p=6%#ja) the electron and (b) the hole states for
b=20.4 nm, the strain calculated using CM modée)l.Hole states for b=13.6 nm and strain
calculated using the VFF model (d) Hole groundesfar b=13.6 nm from effecibve mass

calculation using VFF model form O. Stier €fal

Empirical Pseudopotential method

Compared to [ method, Empirical Pseudopotential Method (EPMjdsigned to make
the best possible approximation to the bulk sendaoctor Hamiltonian in the whole Brillouin
zone. They involve adjustable parameters that itesl fto experimental data or ab initio band
structure. Here we will discuss EPM briefly and hiney can be applied to nanostructures.

Suppose one has a periodic solid in which thetreles can safely be divided into two
groups, the core states and the conduction sfBbescore states are localized around particular
atomic states. The core states are likely to bie cgimnilar to what they are in the free atom. Thus
the use of the full atomic potential in a band ghltion is likely to lead to unnecessary
computational complexity since the basis state hale to be chosen in such a way that they

describe localized states and extended states aathe time. Therefore, it is of much interest to
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devise a method which allows us to eliminate thes tates, focusing only on the conduction

states of interest which are easier to describeddyg this, the true potential in Schrodinger’s
equation is replaced with the pseudopoteNt{@) . There is some price to be paid for this

simplification. The pseudopotential is nonlocal gfhimeans one has to perform integrals in
order to compute its action upon a general statee &ample of EPM is the empty-core
potential due to Ashcrofl. There are three free parameters of this potemthith are its

magnitude, the cutoff and the exponential decaygtten They can be adjusted to fit
measurements taken from optical or magnetic exmarisn The application of the EPM to

semiconductor nanostructures has been mainly desetlby the group of A. Zungér?

6.1.2 Single-band Effective mass envelope function method

The simplest model for the quantum dot energy leaétulation is when a quantum dot
is surrounded by infinite potential barrier. Of ceithis is not realistic, but gives a general idea
about the discrete energy levels and other pragserifThe wavefunctions of a quantum dot
surrounded by infinite potential barrier are usedthe basis functions of the single-band finite
potential problem. The solutions to the fundamehtad problems are presented here in the case

of the rectangular box, the cylindrical box and $p&erical box.
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6.1.2.1 Rectangular box with infinite potential barrier

ar

X

Figure 6.3. One particle inside a rectangular itdipotential box.
The edge lengths of the rectangular box haye;aand a. The Hamiltonian is given as

R TIrY
onp (B2 + B+ B Eq(6.11)

2 2 2
where f)f:(—ihi] P2 = —ihi , and f)fz(—ihij
ox Y oy 0z

Solving Hamiltonian with proper boundary conditiqisénk,a, =sink.a, =sink,a, =0) results

A -

in the wave equation for X, y and z direction, wianetions and eigenenergies.

d2
(W*‘szSinkX:O

Eq (6.12)
8 . . ,
W (%, Y,2) = | sink,xsink ysink z
B Eq (6.13)
=i 41¢)
= 2Mm ° Eq (6.14)
wherek, =|—n,ks =M,kt = andl, mandn are integer numbers.

al a’Z a3
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6.1.2.2 Cylindrical box with infinite potential barrier

a

¢

Figure 6.4. One particle inside a cylindrical imi&npotential box.

The cylindrical has radiua and heighto. The Hamiltonian has the cylindrical symmetry

which is azimuthal around z axis and is given as

ﬁ:i ﬁ2+62+£
oM | TP Eq(6.15)
2
where bf,:—hzii 99| and L2 =-hn? g ~.
pop\ op op

The boundary condition for this problem is
sink,b=J,(K,a)=0 Eq(6.16)
where J, is the m-th order of Bessel function ang, s the n-th zero ofJ

The Bessel function is a solution of the Bessebéiqu. The Bessel equation is written as

1( dY m? _
{F(x&j +1—7}]m(x)—0 Eq (6.17)
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After solving the Hamiltonian with the boundary dition above, the eigenfunctions and

eigenenergies can be calculated as follows.

2 o
Yo (X¥,2) = \/,—Jm(Kmp)smk 26"
q 7blad (K] q Eq (6.18)
— hz 2 2
e = a0 (K5 Eq(6.19)

6.1.2.3 Spherical Box with infinite potential barrier

The sphere has radiasand is surrounded by infinite potential barriereTélectron or any
particle cannot penetrate into the wall. Due to $péerical symmetry, the Hamiltonian has

angular momentum operator which is

2 =—j? 16(5"136}.162
sind a8 08) sirt8o¢ Eq(6.20)

Figure 6.5. One particle inside a spherical infimpbtential box.

The Hamiltonian is given by
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1 (., L2
H=—"—-|p’+—
oM p'+r2J Eq(6.21)
2
where p? = -7? lairj . This Hamiltonian becomes the Spherical Bessetfamas follows,
ror
[iisz w1-1ED g =0
X dx x? . Eq (6.22)
and the boundary condition is(k,a) = . This boundary condition results in the eigeneyperg

21,2
which isg,, :%. Finally the eigenfunctions are following.

f— 2 i m
Yam (X, y,2) = /—as[j{(km a)]2 I (k,1)Y," (8, 9) Eq(6.23)

whereY,"(8,¢) is normalized spherical harmonics.

6.1.2.4 Arbitrary shape with finite potential barrier

kip method and pseudopotential methods have beertusattulate the energy levels of
guantum dots. But those calculations cannot beopeadd easily because of the finite potential
confining barrier and the nontrivial geometry oéttot. The Schrédinger’'s equation must be
solved numerically. Due to the nontrivial geomaifyhe quantum dots the calculations based on
kip method and pseudopotential methods require af loomputational resources and time. For
the design of the real device of QDIP, it is dddgao have such a tool that the energy levels and
their transitions can be easily calculated andbmapplied to the design of the device structure.

The process between the design and the growth geuguick. As a further approximation to
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multi-band effective mass theory, the single-baffidcéve mass envelope function method can
be used for the energy levels of quantum dots.

Gershoni et af® developed a numerical method in which they exptrel envelope
function of a rectangular quantum wire which is 2Dnfined system using a complete
orthonormal set (COS) of periodic functions, whare solutions for a rectangular wire with an
infinite barrier height and suitably chosen dimensi The advantage of this method is that it can
be applied to structures of arbitrary shape. Moeeoall the matrix elements can be calculated
analytically. Gangopadhyay and NAgxtended this method to study 3D confined strestur

such as pararellepipeds and cylinders.

" 60

X 20,000 nw/div
210,000 nw/div m

. Wetting layer Y,

Figure 6.6. (left) AFM image of uncapped InAs quentdot on InP, (right) the calculation

model of a capped quantum dot.

The aim of this section is to extend Gershoni ‘strakthod to determine the energy levels
of current quantum dots we are discussing.
InGaAs QD on InGaP and InAs QD on InP grown by M@CNave lens-like shape like Figure

6.6. In order to model the quantum dot energy viels necessary to simplify the geometry of
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guantum dots into perfect lens shape like Figue(iight). The quantum dot is varied inside the
barrier cylinder which has infinite potential wallhe size of the barrier cylinder should be
independent of the calculation results when itiggér than certain size. Usually the size of the
barrier cylinder is that 4 times QD height is heighthe cylinder and 4 times QD radius is the
radius of the cylinder. The dimensions of lens-ghgpantum dot are usually taken from AFM
(atomic force microscope) measurement. For exanmgie, of InAs QD on InP is shown in
Figure 6.6 (left).

The Schrodinger's equation for the envelope fumction the effective mass

approximation can be written as

—K(D;Djw(x, Y,2)+V (X, Y,2W(X,Y,2) = E¥(X,Y,2)

2 m(xy,2) Eq (6.24)
We can convert the above Schrddinger’s equatianthve following equation
1
- 0O O W) +V(NW(r) = EW(r
[ mD(F)J() (MW(F) =E¥(P) £q(6.25)

The unit length is the Borh radiug (&#%/m?) 0.529 A and the unit energy is the Rydberg

constant Ry (=me*/2n*) 13.6 eV. This Schrodinger's equation is Hermitiand its

wavefunctions are orthogonal and the probabilityrent is conserved at the interface of the

heterojunction. The envelope function of the quantlpt with a lens shapk(x, y, z), is then
expanded in terms of a complete orthonormal sesabditionsy,., (X,Y,z )of the cylindrical

problem with infinite barrier height (see Eq ( 6)).8

WX Y,2) =) alm (XY, 2) Eq (6.26)
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_ 2 . l_i img
wlmn(x’ y, Z) ) \/ H]-I[IOO‘]erl(kmnIOO)]2 Jm(kmr)SIr{l ]7(2 H j:|e Eq ( 627 )

The boundary condition &, (k,,0,) = .ONe have chosen the domains [-H/2,H/2] angd|Gor

the variation z and r. This approach does not reegudicit matching wavefunctions across the

boundary between the barrier and dot materialss ftéthod is easily applicable to an arbitrary
confining potential. Substituting Eq ( 6.26 ) irq ( 6.25 ), multiplicating on the left by, .,

and finally integrating over the cylinder, yieldgetmatrix equation

(Amnl’m’n’ - Ear’nm’énn’all’)almn = O

Eq (6.28)
The matrix elemen®, .., are given by
Aveis == | Wi (P)| D W (Pl
mni'mn Cy"nder mn ml](r») mn
Eq (6.29)

@i OV (FWn (F)du

Cylinder

This integration should be done in the quantumaaiot wetting layer. The barrier potentia(r)

is zero inside the quantum dot anglovtside the quantum dot. The effective mas$r is

inside QD and moutside QD. If we integrate the first term of E6.29 ) by part,

0 ey L -
Arml’m’n’ = I Dl)[/I’m'n’(r)—Dltlllmn(r)dU

Cylinder m(F)
[ Wi OV (W (Ml Eq (6.30)
Cylinder

The problem in above equation is the discontinoiteffective mass in passing from the well
region into barrier region. In order to overcomes fhroblem, the integral can be split into three

parts, within each of which the effective mass dmstant®. First we take an integral with
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m =m, over the whole cylinder which also includes themum dot and wetting layer (the
well region). Second, we subtract the integral with=m, over the well region and third, we

add the integral withm" =m,, over the well region. The same procedure has hdepted for

the integral containing the potential. The fingbeession for the matrix element is

Arml’m’n’ = i J.Dl/jl’mm’n’ (F)D l/jlrm (F)dU

B Cylinder
1 1 ] o (= P
+| —-—| (Ol (O3, (F)dv
(m/v my QD'J’:WL | | Eq ( 6.31)
_VO J.(//Em'n' (F)wmn (F)dU

QD+WL

+V,6,.8,40,

1"~ mm' ~nn’

The first term of Eq ( 6.31 ) is simply the freetpde energy inside a cylinder. After replacing

the first term with free particle energy, the matlement becomes

2
Amnl'm’n’ = limi[krf\n + (%) \] +V0j|5II'5mm’ Jnn’
B

,{i_i} j Ol (F)Oy,, (Fdu Eq (6.32)

My Mg Jopam

_VO J"/’an' (F)wmn (F)dU

QD+WL
where the subscript QD+W.L in the integrals mears the integration is over the quantum dot

and wetting layer inside a cylinder. In order ttcaate the matrix elemenss,,, ..., , the integrals

need to be calculated over the quantum dot andngd#yer. But these volume integrations can
be done analytically for the lens shape geometoy.tke volume integration, we need find the
relation between the height and the radius of Ereped quantum dot. If we imagine the big

sphere whose patrt is lens shaped quantum dotetgbtrat any position r from the origin in the
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lens can be calculated with other geometry factush as R ang (see Figure 6.7 ). The

integrations over the quantum dot and wetting layer be separate in the following way.

[ O OO (F)dv =[O (MO (F)dU
QD

QD-+WL

+ [ D@y (YD (V)0 Eq(6.33)

Figure 6.7. The geometry of lens shaped quantunfoddhe calculation. At the distance r from

the origin 0, the height z(r) at r is given-bR® —r2 —\/R2 -p°.

The first term of the right hand side of Eq ( 6)38comes

[ 0@ (YOm0 = | "d{r Rin R £ (1)
o 0 drdr

m o
+TRn’manFI’I (Z(r)) Eq ( 6.34 )

' 77
H2

+

rREmF%mGII’ (Z(r)):|5rrrn’

Here R, _(r)is the radial part of a basis functign, (7 , )
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_ V2
Rl T (k) ") £q (6.35)

F,(2) andG, (z) are integrals over the heighfr) =R? —r? —\/R2 - p* and are expressed
by
2 () : 1 z,|. 1 7
Fo(z(r))=—| ‘dz'sinl'm(=-—) |sin | m(=-—
@)= [n(z H)} [n(z H)}
Eq(6.36)
2 ran) 1 7 1 7
G, (z(r))=—| dzcosl'm=-—) |coglm(=—-——
(@)= =) {n(z H)} {”(2 H)}
The same procedure can be applied to the lastraite§ Eq ( 6.32 ). The integration over the
wetting layer is relatively straightforward becatise geometry of the wetting layer is simply the

thin cylinder.

Before diagonalizing the matrix, we can notice thhe matrix is block-diagonal and

symmetrical.
AIr'ml'm'n' = A\m\nl'\m\n' 6n‘m Eq (6.37)
.. 0 0 0 0 0 0]
0 (m=-2) o0 0 0 0 0
o o0 (m=-1) o0 0 0 0
A=|0 o0 0 (m=0 o0 0 0 Eq (6.38)
0 0 0 0 (m=1) o0 o0
0 0 0 0 0 (m=2) o
0 0 0 0 0 0 ]
and

Eq(6.39)
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Anr:l‘n' = ATw'In
The eigenvectors will be called according to m whiefers to the number m ¢f_,, (angular

moment of the fictitious particle represented #yy, ) and an extra quantum number p (p

increases with the energy for constant m):

<.mp = zalrr)nn ¢Imn Eq ( 640)
In

In this work, we do not have to take  of high energy for our computation. Here we took

100{1,2,...,20} and rl{1,2,...,20} since we are interested only in bounates. For m we took
mL1{0,1,2} because the matrix remains unchanged byrtresformation m- -m.
We have used 20 sine functions and 20 Bessel finxtas basis functions for expanding the
envelope functions. Eq ( 6.44 ) is 430 matrix for each m and it can be solved numbyica
The program was made in C-language and the diagatiah was made by MatLab (See
Appendix).
This method which we have discussed is not the mumirate of the available methdtf, but
the advantage is that it is simple to use, versatihd good enough for our modeling for QDIPs.
For the example, we calculated the energy levedsveavefunctions of the InGaAs QD
whose height is b = 4 nm and radiusgp = 20 nm. The InGaAs QDs are surrounded with
InGaP barrier. Underneath is a small wetting laydrmse height isa. = 1.5 monolayers (0.44
nm). The effective mass of the dot and wetting layas assumed to be equal to 0.@5mhe
potential was taken equal to -0.7 eV. Outside tk# i the InGaP barrier, whose effective mass

was 0.11mand potential was zero.
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Figure 6.8. Electronic wavefunctions of the InGa&@B whose height isdb = 4 nm and radius

rop = 20 nm and which is surrounded by InGaP bar(iesft) |m:0, p=1),E=-05206eV,;

(Right) |m=0, p=2),E =-0.4359%V .

The size of the cylinder which delimitated the spawailable for the electron was taken big
enough to avoid the boundary condition effeg:#R80 nm and K= 16 nm (the picture is not at
scale).

As expected the quantum number p gives the numbefrrnodes for the wavefunctions as shown
in Figure 6.8 and Figure 6.9. The angular momest uthe term irg™ cannot be seen with

this representation. It corresponds to the rotatioime particle around the z-axis.
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Figure 6.9. Electronic wavefunctions of the InGa&@iS whose height isdb = 4 nm and radius

rop = 40 nm and which is surrounded by InGaP bar(lfﬂ.fft)|m: +1 p=1),E=-04810eV;

(Right) [m=+1,p=2),E =-0.3885eV .

We can see incoherence when energy levels areldse to zero (energetical edge of the
Quantum Dot): for instance the wavefunction |m=£2 behaves strangely in Figure 6.10. This
is due to two reasons:

- The number of basis functions chosen for the coatjuut: the higher the energy is, the
more basis function is needed

- The size of the cylinder: because the energy isecto the zero potential (free particle)
and so to the continuum, the linear combinatior{ Eg4 ) has non-negligible coefficient
for the (I, m, n) triplet of the continuum. But shis not a real continuum due to the
boundary conditions (cylinder), and this can caunsecuracy for particle whose energy

is close to the one of a free patrticle.
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Figure 6.10. Electronic wavefunction of the InGa@B whose height isd» = 4 nm and radius

rop = 40 nm and which is surrounded by InGaP bar|1'rer=. +2,p=4),E=-0.0815eV.

6.1.3 Oscillator strength

In order to calculate the optical absorption speutor analyze the photocurrent spectrum
in the QDIP, one requires the energy levels andodwdlator strengths for transitions between
the various energy levels. The oscillator strengtthe measure of the interaction between the
light and electrons. When the incoming light entdre quantum dots, the electrons in the
discrete energy levels gain the energy and expezieipole transitions. The rate of the dipole
transition can be obtained from the Fermi Goldde.rlihe oscillator strength for a transition

from a level i to a level j is given by
— ol/ila rmli\? O
fy = ZK' 7 Dp|l>‘ /(m hwii) Eq(6.41)
where|i) and| j)are wavefunctions of the quantum dgtjs the photon polarizationpis the

electron momentum operator, angis the transition frequency. It may be noted thaplerical

QD of cubic material is optically isotropic, andethoscillator strength is polarization
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independent. In reality, the quantum dot has asymenehape and therefore the oscillator
strength of quantum dot has strong dependencelafipation. For the normal incidence of the
light, which is perpendicular to the growth platiee incoming light has in-plane polarization (or
s-polarization) which is parallel to the growthqa If the quantum dot has rotational symmetry,
the wavefunction of quantum dot also has rotatigmraetry. In such a case, the in-plane
coordinates such as x and y do not make differelRoethe x-polarization (or s-polarization),
7ilp is —ind/ox and for the z-polarization, it isi7Zd/dz. In order to calculate the oscillator
strength numerically, it is necessary to know trevefunctions and their derivatives. In a later
chapter, the results of the calculation of theltzor strength for the quantum dots in our QDIPs

will be discussed.

6.2 Absorption

The absorption of the light in the QDIPs mostly peps in the quantum dots. The

absorption coefficientr(c.) can be written as

_ mhNgn, e’

d’'op r 1- f
a m'ee ,C l:(hw—Eeg)2+F2}ng( ) Eq(6.42)

where n,, is the refractive index, c is the velocity of ligh is the total level width. The

absorption coefficient also involves the followimgantities: i) the dot density ¢Nii) the
oscillator strengthgf, and iii) the probability githat the carriers remain in the initial state &mel
probability n. that the carriers stay in the excited state. As gan see, the absorption can be
increased by increasing the dot density and thilaisc strength and maximizinggfi- re). In

order to increase the dot density, the growth demdof the quantum dot should be optimized.
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Increasing the oscillator strength is not simplebpgm. The occupation probabilitieg @and nr
can be calculated if the energy levels of the quantot are known. Assuming Boltzmann

statistics for conveniencey ban be written
o /T

n. =
Y de STy e+ j deo(e) f (€)/ N, Eq(6.43)

where the Eare the quantum dot energy levelgtlte degeneracy, the “t” sum is over traps

including the new eigenstates formed by electramnph resonancepy¢) is the band density of
states andf (¢) the Fermi function. As we can see, the absorptiothe quantum dot depends

on the occupation probabilities of the levels. Expentally these occupation probabilities can

be controlled through the doping of the quantum dot

6.3 Modeling of Responsivity and photocurrent

When the incoming infrared light is absorbed in @IP, the electrons are generated in
the QDIP and the electrons can be collected a®topirrent under the bias. After absorption of
the light by quantum dots, the excited electroreukhcome out of quantum dots to be detected.
This escape process involves tunneling and theaotation. If R is the responsivity as a
function of temperature T and applied bias V, ttlenphotocurrentlflowing is given by

lp = AR(T,V)R, Eq(6.44)
where R is the optical power per unit area, and A is theminated area of the device.

Collecting together the terms, we can write thekpessponsivity apart from a wavelength

dependent constamt/ 71« , in terms of three varying factors
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R= [ea(w)L}g{ ve ="

hw Vot e ' +y e/ Eq (6.45)

or also in terms of the quantum efficiengyas

R:M
haw Eq (6.46 )

We can define the quantum efficiengy

- /KT
v e™

“Eqy /KT
Vo + V€ +

n=at

Ve Eq(6.47)

where the first factooL is the absorbance, L is the device length, af@) the absorption
coefficient. The second factor in Eq ( 6.45 )is thain “g” defined as the ratio of the

recombination time over the transit time,

g=-+F
LC,, Eq (6.48)

wherepF/L is the transit time, andygthe capture rate of electrons from the continuamdanto
the bound excited state of the quantum dot. Thel thaictor in Eq ( 6.45 ) is the ratio of the

escape rate W=V, exp[-E /KT]) out of the excited state to the continuum anditiverse

lifetime of the excited statevf). In this section, we will concentrate on the dhiiactor of Eq (

6.45 ) which is related to the escape rate andjtiaatum efficiency and gain will be discussed

in a later section.
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6.3.1 Escape rate

In the quantum dot, the electron can tunnel ouklacthe extended state outside the
guantum dot if the electric field is applied. Tramssion out of the dot through a triangular
barrier which is created by an electric field, kmoas Fowler-Nordheim tunneling is given as

following.

— 2 X ] ]
T—exp{ g_[o 2m(E, —eFx dx} Eq(6.49)

Another process involved for the escape procesthasmal activation. In Figure 6.11, the
physical picture is that (1) the electron in thecieed state can thermally activate to the
continuum state or (2) directly tunnel out or (8¢rmally activate and tunnel to continuum state.

In order to estimate the escape rate, the sum tifeapossible paths should be required.

Figure 6.11. Escape paths out of the excited stdtee continuum state.

If the longest tunneling path is divided into dita constant a, the possible escape occurs
at the point whose distance from the well is migtipttice constants (na) (Figure 6.11).

The escape rate through one path is given by
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W, =V, ex;{— ZyJ:1a E,. —eFx dx'} ex;{—wj

KT Eq (6.50)

wherev,_, is the attempt frequency, F is the applied eledigld, y=~+2m"/# and E. is the

height of the escape barrier. The total escapeisatee sum of the all the escape rates through

each path. The limit of the summatiom4g is determined by F andsHnmaa=EJ/€eF).

D0 Won = 2 \Won =20 W, Eq(6.51)

max

It is possible to calculate the exact summation erizally with the left hand side of Eq ( 6.51 )
but the analytic form can be obtained assuming sappeoximations. The First part of the right
hand side of Eq ( 6.51 ) can be approximated if eétextric field F is not strong and the

perturbation is used. The approximation is

exp{— ZyJ'Oa E. —eFx dx'} = exp{— 2yaE;’2]

Eq(6.52)
Then the infinite series can be done and thepiast is
ZDOW _ exp[-E.. /KT]
07" 1—exp[-2)aEY 2 exdeFa/ kT | Eq(6.53)
With another approximation,
exp{— ZyJSnmaxﬂ)a E. —eFX dx’}
_ _ 1/2 _ Mma@ _ ! !
~exp{ 2)aE, ]exp{ 2ij 1/iEec eFx idx}
ood o2l oy HEa
_exp{ 2)aE ]exp[ v ] Eq (6.54)

The second part becomes
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W, = exp[-2JaEY?] exp[-4)E>/? 3eF | expleFa/KT]
o "on 1-exp[-2)aEX?]exdeFa/KT]| Eq (6.55)

Finally the escape rate is given by

W, =V, exp[-E4 (F)/KT]
exp[-E,. / KT] —exp[-2JaEr*1exp[-4)E2/* | 3eF] expleFa
1- exp[-2)aEY?] expeFa/KT]| Eq (6.56)

ecJc

where g is the density of final states of escaping chaf¢éhe band edge which is reachable
within KT. vec varies between a) the value of a phonon frequendtiplied by the probability of

finding the charge at a given site in the quantwhldcalized state, givinge. ~10 to 10°Hz,
and b) the excited state pure tunneling attempjuieacy ~E/h. ¢ is given by g~10“(kT/e)3’2
~10, assuming three dimensional plane wave likest&ven though cleany: is not a constant

but depends on the path chosen, we shall assumthéhproducveg. is a fit parameter varying
between 18 and 18° Hz.

So far the responsivity has been modeled by therptisn, the gain and the escape rate. Later
we will compare the theoretical modeling and expental data and discuss the results in

chapter 7.2.

6.4 Dark current

Let us consider now the dark current dynafiits*® This can be understood as follows:
the electrons are emitted from a dot thermally layrd filed on a timescale which depends on the
temperature and the bias, and on the eigenstatkioch they are in. A charge already in the top

most excited state will, for example, be emittethvan escape rate with Eq ( 6.56 ). In the dark
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current, this time has to be lengthened by dividihgvith the probability that the level is
occupied. In the meantime, while charges are bemited from the dot, other charges are being
injected from the electrode.

In the QDIPs, the current flows along the growtisamder the applied bias. There are two
main resistances to conduction along the growtls:axithe injection barrier from the n-type
contact Fermi level to the conduction band of theribr material and ii) the resistance region
produced by the QD layers. Experiments on QD-feeaes have allowed us to establish that
the dominant resistance of the complete QDIP deicgaused by the QD region and not the
interface. This does not mean that the contacttioe resistance is completely negligible.
Indeed it has ideally and in practice, a resistarumr@parable to a single QDIP layer to layer
resistance.

In the steady state, as many are coming in as gmihgThe electrode injection ratg;,!

assuming injection into a drifting state, rathartta pure eigenstate, is given by

=
| :eAj dEf(E) o(E)F ex%—(i—";‘a)mé

{[ED—E]”} +eAEjB BB EUF L 657)
where the first term is Fowler-Nordheim tunnelifgough the injection barrier, A is the
electrode area, and f(E) the Fermi function. Theosd term is the band contribution. The
equality of injection current to bulk current edisitres the Fermi level in the bulk.

Assuming the system is roughly neutral, then ifofet that quantum dots which have just
emitted will eventually be replenished by chargdsci are flowing about in the band. The

typical timescale 1/ for reoccupation is Idto 10'°s, which is much longer than the typical

transit time LUF ~ 10%? s. So it follows that photo-excited charges w#l fiowing around the
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circuit at very high speeds before they get capitagain. This is the so called gain, and is one of
the reasons why QDIPs represent an important téogio

Ntot

Figure 6.12. Schematic diagram for the processéseotlectrons that escape from, capture into a

dot and excite and recombine in the dot.

The theory of the dark current is developed usingt@ equation approach dissimilar to the
one in the literatuf®. In Figure 6.12, the schematic diagram of the @sses involved in the
dark situation is shown in two-level system. Butsthan be easily expanded into multi-level
system. N is the number of electrons which are provided tuantum dot through the current
injection from the electrode and proportional te ttensity of the quantum dots in one layey. N
and N, are the numbers of the electrons staying in thetexk states and the ground state
respectively. N is the number of electrons which are emitted frandot to the barrier
continuum. G is the capture rate from the band continuum tcettwted state. \i and W, are
the escape rates from each quantum level (e: exstie and g: ground state) to the band
continuum. These escape rates can be obtainediveittame method as the escape rate for the
responsivity, Eq ( 6.56 ), because the photoexa@tedtrons and electrons under dark condition

in a dot follow the same routes such as thermalatadn and tunneling. \§ is the transition rate
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from the excited state to the ground statge M/the transition rate from the ground state ® th

excited state. Because of the charge conservation,

Ntot =Nb+Ng +Ne

Eq (6.58)
should be satisfied at any time. In Eq ( 6.58l), is a constant which is determined as

Ny = Aeu(F )FN, Eq (6.59)
But the other numbersy NNy, and N change under circumstances. For the steady dtti|ed

balance rate equations can be written as

Nb = NJW,, + N W,, =N, C,, =0
Ne = NyCyo + N W,, ~NJW,, — NW,, =0
Ng = NMW, —N,W, —~N.W,_ =0
R Eq (6.60)
If we solve above equations to get the relatiomvbeth Nyand N, we can get

N = Ntot (\Nengb +Wenge +Wegng)
; (\Nengb + Wenge + Wegng ) + Cbe Meg + ng + Wge)

_ N W, Eq(6.61)
Web + Cbe(1+Weg /vae)

Here we use the approximation thay\is very small and can be neglected in most cases.
Because WyWgeis the very occupation probability in the quantuot level ‘e’ which

obeys a Fermi distribution with a self-consistemtrrfi level and temperature, Eq ( 6.61 )
becomes

N - NtotWebfe
P Cell T +(f W, /Coe )] Eq(6.62)
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In general, the quantum dot has more than two $ewelcase of multi-level case, the number of
electrons emitted from each level and thereforedtiteemission currents from each level can add

up. The general expression for the dot emissioreatican be written

o Cbe S (1+ fs +st/cbe)

Eq (6.63)
exp[-E,, /KT] —exp[-2)aEY?] exp[-4)ES? | 3eF] exp[-E,, / KT]

1-exp[-2)aEY?] exdera/KT]|

st =Vsbgs

where A is area, e is the electronic charge, Raselectric fieldu(F) is band mobility andgis
the density of quantum dots,. i§ the Fermi function at level ‘s’ and the Fermvel has to be
determined self-consistently for each bias V anuperature T by matching injection and

guantum dot escape current.)Ns the escape rate from each quantum level s dobtnd

continuum. For simplicity we define activation egwalsoZSZfs :<nd0t>which is the mean

number of electrons in a dot.

_ Aeu(F)FN,

= <g.v. >expl-E,(F)/KT],
dot (1_ne)Cbe gs sC p[ D( ) ]

Eq (6.64)

The total current across the device area inclutis the uniform band contribution as in Eq (
6.57 ). The prefactor.gs. is the product of the density of final states #mel sum over all paths
from a level “s” to the continuum “c”. It will inginciple depend on the energy difference and by
experience will be scaled by the Meyer-Neldel fa¢idY) ex;:[(EC - ES)/hwo] wherefiq, is an
optic phonon energy and represents the dominanerfarydhermal transitions in these materials.
The MY enhancement is an empirical way to take atoount the fact that there are many ways

for the charge to reach its final destinaffoft
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6.5 Gain

The high photoconductive gain observed in semigotwd quantum dot infrared
detectors (QDIPs) constitutes one of the most iexcitecent topics in nanotechnology. In this
chapter we present a theory of diffusion and redoatlon which is an attempt to explain the
high values of gain in QDIPs. We allow the kineticeencompass both the diffusion and capture
rate limited regimes of carrier relaxation usirgprous random walk and diffusion methods. The
photoconductive gains are calculated. In a lataptdr, we will compare the calculated gain with
the experimental values obtained from InGaAs/InGa<s* and InAs/InP> QDIPs using the
Generation Recombination noise analysis. The theary be also applied to other material

systems as weff:#749:5051

6.5.1 Introduction

QDIPs have longer carrier lifetimes, which creatiee potential for higher
photoconductive gain and higher operating tempegafuUnderstanding the photoconductive
gain is important to understanding and optimizingIEs. We recall that the photoconductive
gain is defined as the ratio of the recombinatiometto the transit time of photo-generated
carriers. Recombination time is defined here astithe the carrier is free before it falls back
down into the QD state from which it was emitteespite its importance, only a few attempts
have been made so far to give the measured valtiegaio a fundamental theoretical
interpretation. Photoconductive gains of QDIPs hawen reported by many research
groups?®4748:49.305%ha renorted values span a very broad range frbmo ~16 depending upon

the material, applied bias, and temperature. Tdagxghe large values of the measured gain
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various interpretations have been proposed, sowukiimg high electron mobility of the barrier
materials’® and or, the low carrier capture probability (andocarrier life timef®°*>*Avalanche
mechanisms have also been propdéédThese were invoked to understand the high ga2oj~
observed in hot carrier QWIP devices. The objectfehis paper is to analyze the gain in
guantum dot infrared photodetectors (QDIPs) in seafa unified rigorous transport mechanism

which allows one to integrate the main mechanisrtsa single practical formula.

6.5.2 Methodology

Using an adaptation of the t-matrix diffusion aegambination formalism of Ghosh et
al.>*, we present formulae for the time decay and stestdje QDIP photocurrent. The
recombination kinetic exhibits a diffusion and a&ambination rate limited regime. We will
allow the band mobility to be affected by trapperyd de-trapping of charge. The trapping can
be due to “shallow” defects and constitutes a ramgoocess. It can in general encompass also
the top shallow bound levels of a quantum dot (@bB¢, wetting layer bound states, and other
random defect centers in the barrier layers. Wé wgié the basic formula for dark current and
responsivity in an n-QDIP as given in the previeastion. The recombination dynamics will be
discussed later.

The In(Ga)As layers which form the QDs are n-dopyéti Si, to allow on average up to
3-electrons per a QD, filling the lowest (grounthte and partially the first excited state. The
carrier will typically obey the following scenaridirect escape or first excitation from the QD
levels below the Fermi level to the bound levelaree the continuum, and then tunnel or

thermally escape out into the band; then travéleeito the contact or get trapped. The trapping
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can be in a shallow non QD-state, normally a wettayer state, from which the carrier can
escape again. The trapping can also take pladeeiexcited state(s) of the QD from which the
carrier can either escape or recombine into thetd®D levels. This scenario also brings with it,

its own noise structure known as the “GenerationeR#ination” (G-R) noisaehere the noise
current }, is related to the gain “g” via the dark currepthroughl, =./4egl ,Av where e is an

electron charge antlv is the frequency bandwidth In the real system, one normally finds that
the measured noise is quite a bit more complex thah At low bias the noise is frequency
dependent and behaves as 1/f noise. Then as we go fuequency, the 1/f behavior turns
constant which is a sign that we have reached e ridise situation. At very high bias, the
carrier generation process is no longer dominayesuipply from the QD but by direct injection
from the electrode. The experimental results shioat there is only a well defined range of
biases over which we can discuss about G-R rfbiddis is the regime we will now try to
model.

In the formalism derived in the previous sectiod, ®@ne key quantity isdg which is the
effective rate of capture of a band electron toekeited top QD state of any QD from which it
recombines down into the ground levels, on a timeesfaster than back up again into the
conduction band. The quantity,ds the inverse of the average time it takes folekbcalized
band electron near the bottom of the conductior bbarfall into a QD excited level, as precursor
to recombination. Thus in the language of randorkwéfusion and trapping theory, 14€is

the time integral of the survival fraction.
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We shall now examine what this means in termseobmbination kinetics. But before
doing that, we note that in a 3-dimensional systétrap and saturation limited velocity which
enters the theoretical gain formula (recombinatiore/transit time) should be written as
-1 -1/2
and in this approach the photoconductive or darkeot gain is indeed

Vd
LC,. Eq(6.66)

g:

where L is the length of the active region of thevide, F the applied fieldy is the trap
controlled mobility,uo is the trap-free mobility, W and W, are trapping and detrapping rates, v
is the saturated velocity, angdthe occupation number of trap “I”. When the cartakes a long
time to get in from the contact, then the systethivave a low gain; it is as if it has a long trins
time. The pure bulk band mobility on the other handludes the trap term but not the injection
term.

Now let us consider the carrier dynamic from aetidependent point of view. We don’t
consider the precise spatial distribution of theaps, only the configurationally average effect
will be allowed. Note also that in a high elecfrald, the band velocity will saturate at the value
vs, typically order of 16 to 10 m/s and different for different materials. Consid®w an
electron moving in a band with effective mobilityand diffusivity D wherau is eD/KT. It can be
described by the diffusion equation with recomboratcenters. The trapping and release is

included in the definition of D(T,V).
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on(r,t)
a

=G, (r,t) + DOPn(r ) + d‘g(’t)

HF = YN OV(r =) £ (667)

Here n(r,t) is the band occupation density at titm&t point ‘r’, V(r-r;) is the capture rate due to
the i'th QD atr;. The generation rate is denoted hy Eor a single carrier created in the band at
time t=0 atr=0, G, = §(r,t), the above can be thought of as the Greenifumof a “Schrédinger
like” equation with V() being a scattering potential. If the QDs werefamly distributed, we

would have a standard band structure problem teesulith V() =Y V(F-T) acting as the

periodic potential. For a random distribution aptiexical symmetric trapping rates, the problem
has been solved by Ghosh et al. in the averagerbmapproximatior>. Even though our QDs
are in general not spherical, we will assume ferghesent purpose that they are, and choose the
radius of the QD so that it occupies the same velasithe true QD. The full result with various
spherical trapping potential models is given in.R&. For traps of range; Rith capture rate

strength V, the result for an isotropic 3d system with trapaentration Nis

1 (D V,RE))
Cbe—?—Nt(47DR)[1 (VtRf tanh( 5 B ]

V(1) =V, (r<R):Vi(r)=0(r >R)

Eq (6.68)

This result has two limits. Recombination time lieai capture occurs when DIRF) >>1, then

we have

C,. =4/RVN, /3 Eq (6.69)
for a spherical potential. For a lens shape paéntth the corresponding volume filling factor

gives
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— 2
Cbe - 7R hQDVtNt Eq ( 670)
with 477R; /3 = IR *hy, defining the effective radius;R

When D/(MR?)<<1, on the other hand, we have the diffusiontiahiresult (effective spherical

potential ) and we have

Cbe = Nt(4nDRt) Eq ( 6.71)

The above result should be compared to the dnifitéd Shockley Read result

Cpe = N, (]‘lRtZVth) Eq (6.72)
where the classical thermal,Welocity could be related to the diffusion quaestvia \,—D/a,
a is the lattice constant. It is interesting toenthtat in the Shockley-Read theory, the carriegs ar
always driftingbetween collisions. They are moving at the thewetdcity. They don’t actually
diffuse from site to site in the random walk sens#,rather go from collision to collision with a
fixed velocity. The Shockley-Read approach is atadsand is indeed how one would treat the
problem in a semi-classical Monte-Carlo model. lalitg when a carrier undergoes a capture,
then it escapes out mainly in bias direction, Imeintquickly randomizes again to a “diffusing”
wave. The effect of drift on the diffusion/recomdtiion dynamics is not important at these
biases where wis smaller than D/a in 3-dimensiGAsnd has been neglected as discussed by

Grassberger et 3l

6.5.3 The capture-recombination rate

The recombination-capture rate, Yan and in general will be bias and temperature

dependent so W, T). It can, and often will be, a combined prac@sv/olving a capture step j/
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into the first bound state of the QD and then sgbsstly a relaxation step d/into the lower

energy states. So in general we may also Writeas/]/(llwbe+1lweg), so that the rate

determining step is the slower one. When the escafgefrom the bound excited state\¢
faster than the recombination step, i.e. wheg>Wey then the QD acts only as a temporary trap
for the carrier. But this is unlikely sincef\being tunnel/activated is small at low temperaure
despite the fact that Yymay also be bottlenecked down td H@. At higher temperatures, both
rates go up reaching a peak of ~ 3¥1@z for Wey and 16 for We, We will treat \ as a
parameter and not try to study its intricate anbtlsustructure. We will therefore for the time
being neglect the temperature and bias depend&acargue that the main bias and temperature
dependence of the dynamic is indeed in the dnifh teia the bias/temperature assisted trapping

escape rate in the mobility. We will come backtis interesting point later.

6.5.4 Interpretation of the gains

The Eq ( 6.70) is a good enough approximatiohcbuld in principle be generalized to
include also a distribution of QD sizes using dahle Gauss averaging of capture ratesFgr
lens like structures, the Eq ( 6.70 ) is approxatyavalid provided that the volume is normalized

to the right value. The gain in this formalism bees

U " 57112 b Vthz 172\t
g_T[1+(V—$” {NI(MDR)(P[VRZ ta”*( D B }] Eq(6.73)

which depends on the elementary capture ratéh¥e effective radius {Rthe density of QDs, (N

the band diffusivity D and mobility which are reddtto each othar=eD/kT, and which can be

trap-limited and thus temperature and bias depdntié® assume the uniform electric field over



111
the active region thickness of the device (L) wath applied bias V, and thus applied electric
field F be written as V/L. The trap controlled miitlyi u can be modeled and calculated using the
multiple path-sum detrapping rate from Ref. Tosthate how this works consider the situation

where a carrier can be trapped with rateand escape either vertically upward in energy wit

—E, /KT

—sE2/F
ratevee !

, or Fowler-Nordheim tunnel escape adiabaticalljhwatev.e where s is

constant. If we include all intermediate paths &, vassume the same prefactors, then we can

derive a simple approximate form

_ _ =32 _ 2 _ _ =32 _ U2
_ @ B/KT _ o~ @& eFan-El" eFalkT @ BN _ o &Rl qeFalkT
M=y X+

1- e—<E3f2 geFalkT 1- e—dz}’2 geFalkT Eq(6.74)

where Eis the single (for simplicity) effective trap eggrandyy is the trap free band mobility
and where “x” is the volume concentration of traNermally we are in the limit where x is
much larger than the escape ratio in the denonmrwdt&q ( 6.74 ) so that only the numerator
matters. The effect of bias on the quantum mechhoapture rate YV) has been neglected and
we also havailFR<D. If the bias dependence D(V) and(\W) are known, then they can be
included.

The Eq ( 6.68 ) for the recombination time (JJQs plotted in Figure 6.13 with different
parameters such as temperature, trap energy, eapiierand QD radius as a function of field F.
The temperature and electric field do not change rétombination time 1/¢ significantly
because we are in the capture rate limited regintevee are assuming that ¥ only weakly
bias-dependent in this regime. As the trap enel@nges however, from 0.01 to 0.1 eV, the
recombination time 1/¢, can, depending on bias and temperature, becorfusidifi limited At

higher electric fields, the dynamic can change fobffusion to capture time limited, because the
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high electric field assists the escape of the earfrom the traps. In the capture rate limited
regime, increasing { the quantum mechanical capture rate, results fester recombination
time 1/Ge Interestingly, smaller quantum dots result inngo recombination times. For small

bias and low enough temperatures the recombin@iain) is diffusion limited”.
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Figure 6.13. The recombination ratg.@vith following default parametergiy/x =1 nt/Vs,
x=0.1, T=77 K; \(=10'°Hz, V=3x10 m/s, E=0.05 eV, N=3x1F*m>. For the variations of (a)

temperature (b) trap energy (c) capture rate @usaof quantum dot. The insensitivity to bias in
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Fig.1 c) and d) and even a) is because we areitrulye trap limited regime as in Refs. 44 and
45 so the time limiting step is;Which is here assumed independent of bias. (b)ahasger

trapping energy and is indeed in the diffusion tadiregime.

In the paper by Chdiwhich is the generally accepted way of formulatihg gain of quantum
well infrared photodetectors (QWIPS), one usesnai-stassical descriptiomnd writes for the

gain defined as the ratio of recombination to titatirae

_11-p
N p
Eq(6.75)
p. =1-exp(t,/7y)
where N is the number of periods,ip the capture probability, ts the transit time across one
period, andy is the recombination time from an extended statklinto a quantum well. When

t, <<ty and p<<1, we have

o=t
N

Iy
t, Eq(6.76)

Basically the product “Nt is just the total transit time. A similar formuighich is an adapted
QWIP formulag = (1- p, )/(NF,, p,) which includes the QD relative space filling fackp. If

we rewrite our QDIP result in the capture time tedi regime from Eq ( 6.69 ) as
g :,uF/(L\/t (47R3Nt/3)) and compare withgg<l in Eq ( 6.76 ) then we can see immediately
what Fyp signifies. The Eq ( 6.73 ) is more general asogsdnot assume that the carriers are

always in the capture limited regime. It allows teeombination to be diffusion-limited, which

may happen at very low temperatures when we indlueléraps?
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The volume concentration of traps “x” is at letis¢ same as the fill factorgs and
assumed here to be 0.1. Typical theoretical gaitts different parameters are shown in Figure
6.14. The gain curves shown in Figure 6.14 cornedgdo different choices of parameters and

obviously agree with the trend exhibited by theregponding recombination times 3{CThe
temperature increases the gain as shown in Figuré, ®ecause the trap limited mobility

increases with temperature. The magnitude of tbhembination-capture rate;\and QD radius
also affect the gain. The smaller quantum dots ale lower recombination-capture ratas V

because the larger level separations decreasesldpaation rates and encourage the “phonon
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Figure 6.14. The theoretical gain curves as a fonaif electric field in V/m with the different
physical parameters encompassing the trap limieddéfusion limited situations as defined by
the Eq (6.69 ), Eq (6.71 ) and Eq ( 6.73 ). Tefadlt parameters are following. T=77 K, ¥
10" Hz, po/x =1nf/Vs, N =3x1GYm3, V=3x10cm/s, R =15nm, and E0.05 eV. For the
variations of (a) temperature (b) trap energy (eptare rate (d) radius of quantum
dotrecombination rate ye with following default parametersiy/x =1 nt/Vs, x=0.1, T=77 K;
V=10PHz, Ve=3%x10 m/s, E=0.05 eV, N=3x1F*m™>. For the variations of (a) temperature (b)

trap energy (c) capture rate (d) radius of quardomn

A small size quantum dot is therefore beneficial achieve high gain and good
performance in QDIPs. The smaller QD will also engral have a higher oscillator strength for
photo-excitation. Then we note that for a givenittion wavelength, the bound-to-bound
transitions which involve two localized states e tQDs, have a stronger oscillator strength
(more overlap) than the bound-to-continuum traositior the same excitation energy. For a
selected wavelength, the ideal QD as far as thiéaiec strength goes, is one in which we have
two bound levels, and the excitation is from the loteethe upper bound state. This is confirmed
by calculations too. We also note that the cartieqgped in traps with shallower energies do not
need a strong bias to escape and this causes am@ag-dependent gain.

In order to compare the theoretical model withékperimental data, we used two QDIPs
systems from Refs. 44 and 45. The gain can beaatraisingl , =./4egl ;,Av . Comparison of

gains from experiment with theory as a functiorbias is shown in Figure 6.15. The selected

numbers used to fit the data are reasonable foRD devices. To obtain good agreement for
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g(V) with experiments on InGaAs/InGaP QDifand InP/InAs QDIP? we needed to assume a
trap energies {Hn the range from 0.092 to 0.06 eV and a locakwaprate V from 1x10 to

3x10° Hz which are very reasonable
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(a) (b)
Figure 6.15. Comparison of experimental and thexaletalues of gain as a function of bias.

(a) InGaAs/InGaP from Ref. 44. At 77 K ¥ 1x10 Hz, po/x =0.5 nf/Vs; N, =5x1G/m*
V=1x10 m/s, R =15nm, and E0.102 eV. At 100 K, Y= 1x10 Hz, po/x =0.5 nf/Vs; N,
=5x1F/m* V=1x10F m/s, R, =15nm, E=0.086 eV.

(b) InAs/InP from Ref. 45. At 77 K, V= 3x10° Hz, p/x =0.5 nf/Vs; N, =1.2x1GYm*
V=1x10 m/s, R =15nm, and E0.06 eV. At 100 K, V= 2x10" Hz, po/x =0.5 nf/Vs; N

1.2x1GYm® V=1x10 m/s, R =15nm, E=0.06 eV.

and agree with measurements and Monte Carlo essnggen in the literature on InAs/GaAs
QDIPs as weff. We recall that the computed QD top bound level chiould also constitutes a
trap in this logic, had capture energy around ¥.1nethe InGaAs devices. A similar behavior of

the gain has been observed in the work of Zhengehatr®. Usually one assumes that the time
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of carrier re-injection is negligible, so the phataductive gain is limited by the ratio of the
recombination time to the transit time. Turning nagain to the temperature dependence of the
measured gain, we note that for a fixed capture Yatthe gain is expected to increases with
temperature because in our model the trap limitedilty increases. We can observe such an
increase of the gain from 77 K to 100 K for the ##G/InGaP/GaAs QDIP system in Figure
6.14. In Ref. 50, the increase of the gain canXpe@ed to be due to a decrease of the capture
probabilities as the temperature goes up. From@&d3J) it follows that in principle, there can be
a temperature dependence coming both from the ityobitd from the recombination-capture
rate M. In the present model, which we developed fordmwuices, the main change is contained
in the mobility. But a completely general analysigst allow different kind of scenarios. Thus in
a very ordered device and trap free material, gredbmobility may indeed even go down with
temperature and this would then reduce the gaie rfEBeombination-capture rate Will in
general go up with temperature and reach a maximuéY Hz>". Thermal fluctuations will
produce level broadening and enhance the phonassemicascade down the QD energy ladder
into the ground levels. The responsivity stronggcrdases with temperature above ~120 K,
precisely because of the shortening of the exdatate lifetime Wy Thus thermal fluctuations
help to override any phonon bottleneck caused lgyggnmismatch, i.e. the mismatch between
integral number of optic phonons and energy sejparaht very high bias in Figure 6.15 (b), the
gain starts to decrease again. The only mecharifshsan make the gain go down with bias are
a decrease in the drift velocity caused by intéeyascattering, or simply the fact that the hot
carrier injection has taken the system out of tHe @oise regime. If the high electric field were

to reduce V) , this would raise the gaih The data in Figure 6.15 (b) strongly suggest tihat
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gain saturation and decrease are due to hot camtienvalley scattering as seen in the bulk
material.

In the Monte Carlo (MC) model of Kochman ef&lthere is no trap limited mobility as
such , but the carrier is allowed to escape théucapnto the quantum dot by way of a bias
assisted process similar to detrapping. Here trapgites are identical to recombination sites and
are constituted by the quantum dots. The authadigira gain which increases with bias up to
value of order g~10 and in a superlinear way. Oodehincludes in principle a wide distribution
of traps and uses the effective trap energy asarmader. In our model the gain can reach much
higher values with reasonable parameters. We leetieat the observed voltage dependence of
the gain in the present category of devices istdshallow trap limited mobili§?*>*° A carrier
being trapped in the top bound state of the QD ushmmore likely to go further down and
recombine then go back up again. The bias asdgitiedpping is more likely to be effective for
those trap sites which are intrinsically shallovd dhere is no level further down. This view is
supported by the transient data analysis givermb€ltie observed gain in the region where the
G-R noise formula holds is strongly voltage depatnd@most exponentially. This is true in most
of our devices and those of Ref. 50. The gain win¢he peak responsivity region of QDIPs are
high, always in the range 100 to 1000, so thatitbéme in Eq ( 6.68 ) is recombination rate V
limited and not drift or diffusion limited. This tsue even though the mobility is still increasing
with voltage. The high gain is a feature in almasQDIPs, and is indeed one of the advantages
of this technology over the QWIPs where most ofieh.

In the low voltage and low (noise) frequency regirthe noise is in general not dark

current limited, and the G-R formula does not applyis can be true also for very high biases
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where carriers are generated by injection and yeanission out of the QD. If one still insists on
extracting the gain using the G-R formula howeteen one can get peculiar and unphysical
bias dependences as shown in the experimentatgarms of ref. 50 at low bias and also in our

own work”’,

6.6 Modeling of Detectivity

The measure of device performance is that the Signat least as great as the background
noise. The measure for useful performance is thexe¢he specific detectivity D*, defined as the
ratio of responsivity over the square root of tregkdcurrent density at a given bandwidth
multiplied by the gain®
This can be written in the elegant form (unit banidth, D* in cmHZ/4W)

- R
leg(1 )" Eq (6.77)

Theoretical modeling of peak detectivity Eq ( 6)7¢an be rewritten combining Eq ( 6.45 ) and

Eq (6.64 ) as follows.

1/2
_ <QVec> <a(w7T)> alEo 12KT~E /KT)
Vo +1 e + (v )e =" | AN hw Eq (6.78)

where Q =NAL is the total number of quantum dots in the devic
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7 Theoretical analysis on InGaAs/InGaP/GaAs Quantum bt
Infrared Photodetectors

In this chapter we will discuss the theoreticalgsis on one of the InGaAs/InGaP/GaAs

QDIPs based on the theoretical modeling we hawaigsed in the previous chapter.

7.1 Device structure

0.5 um n-GaAs
top contact
480°C < n=1x10%cnt3

440°C <

0.5 um n-GaAs
bottom contact

n=1x10ten® 35 nm GalnP barrier
5.3 ML n-doped GalnAs QD

S| GaAs substrate GalnAs wetting layer
* SiH,=75sccm

Figure 7.1. GalnAs QD/GalnP/GaAs QDIP device schendigagram.

480°C <

\

We succeeded in developing GaAs/GalnP based QDHsInGaAs quantum dots are
grown on GalnP matrix which is lattice matched ®AG substrate. A LP-MOCVD reactor was
used to grow the InGaAs quantum dots on semi-itisgla(100) GaAs substrate.
Trimethylindium (TMIn), triethylgallium (TEGa), anpure AsH. In Figure 7.1, the first grown
was a 0.5 um bottom GaAs contact layer doped witth, ® n=1x18%m* and 0.1 pm lattice-

matched InGaP thick barrier. Next grown was a sesfanultiple quantum dot layers consisting
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of 10 barrier layers of undoped lattice-matcheddR@onfining 10 GalnAs quantum dot layer.
The nominal thickness of the barriers was 350 Ze HGaAs quantum dots were formed on top
of InGaP matrix (barrier) by self-assembly methotHioh is based on Stranski-Krastanow
epitaxy growth mode. The growth time for InGaAs mfuan dots was 5 seconds and the ripening
time was 30 seconds with Agilow. The growth rate and V/III ratio of InGaAs autum dots
were 0.68 ML/sec and 480, respectively. The dotsithe as given by atomic force microscopy
(AFM) was 2.7x16° cm®. InGaAs dot had the disk-like shape with 20 nrdiameter and 4 nm
in height as shown in Figure 7.2. The InGaAs quantlots were doped to n-type with dilute
SiH4 (200 ppm) with flow rate of 50 sccm. Last grownswaa 0.15 pm lattice-matched InGaP
thick barrier and 0.5 pm top contact layer of Gandoped to n=1x1&cm?> The whole

structure was grown at 480°C except the activeregvhich was grown at 440°C.

Figure 7.2. (left) im x lum AFM image of GalnAs on GalnP matrix (right) Leslsaped

guantum dots with typical diameter of 40nm and hieaj 4nm.

To test QDIP’s performance, 400 umx400 um detdestrmesas were fabricated with

selective wet chemical etching through the bottantact layer. AuGe/Ni/Au bottom and top
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metal contact were made via lift-off technique afidyed at 400°C for 3 minutes. The sample
was then mounted to a copper heatsink and attaichée cold finger of a cycled Helium

cryostat equipped with a temperature controller.

7.2 Device analysis

In this section, the methods of the device modelifgch were discussed in previous

Chapter 6 will be applied to the one of the besiads in InGaAs/InGaP/GaAs QDIPs.

Energy levels and oscillator strengths

The energy levels and the corresponding oscillsti@ngths are shown in Figure 7.3. The
guantum dots in Figure 7.2 have rotational lensragiry. The calculations were done using the
single band effective mass embedding method neggestrain effects, which was described in
6.1.2.4. The geometry, “lens-shape”, is taken friv®d AFM image as Figure 7.2. The base
lengths and heights are approximately 40 nm aneh drespectively. Effective masses m* are as
follows; InGaAs: 0.05r) InGaP: 0.11 iy GaAs: 0.063 m me is the free electron mass.

The strongest photonic transitions are usuallydhes which are energetically directly
above each other, with an s-symmetry (m=0) to pregiry (m=1) change. The observed
photoconductive transition (see Figure 7.4), as somea by Fourier transform infrared
spectroscopy, at a peak wavelength of gh6is indicated in Figure 7.3, and as one can see, |

does not have a high oscillator strength~6x10° in s-polarization.
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Figure 7.3. (Left) Calculated quantum dot energsele and (right) oscillator strengths for s-

polarized light.

The strongest s-polarized absorption is indicatedhke line in Figure 7.3 and is at low

energy. The carrier would have very little chanteszaping from such a deep level.

1.0

o
©
1

Relative spectral response (a.u.)

Wavelength (um)

Figure 7.4. Variation of lineshape with appliedsoa T=77K as measured by Fourier transform

infrared spectroscopy.
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The optimum escape path is an optically excitetk stdich is still bound but very close to
the continuum. This has been achieved in the beétPQdevice®. In QDIPs, the situation is

somewhat more complicated.

Absorption and Peak Responsivity

In order to remind the equation of the absorpttbe,absorption coefficiertt(w) can be

written again.

_ miNgn, €e?

d_op r 1-n.)f
a m'ee ,C {(hw—Eeg)2+F2}ng( ) Eq (6.42)

The absorption coefficient also involves the foliogy quantities: i) the dot densitygNi) the
oscillator strengthgf, and iii) the probability githat the carriers remain in the initial state aad
absorb a photon. The dot density is typically 216°. The oscillator strengthdis, as we have
seen, low for the transition in question becausaviblves a high excitation inside a relatively
large dot. It could in principle be as high as Om2p-polarization for smaller dots There is
room for improving the oscillator strength by quant dot engineering which means the
reduction of the quantum dot size. For good peréoroe, it is important thagstays high as the
temperature goes up, as is achieved in QMIRs QDIPs, this quantity is in the first place
dependent on the level distribution in the dotsexied by polaron renormalization as shown in

the literaturé’™ > %, Assuming Boltzmann statistics for convenienggsan be written

o /KT

n. =
P Y de T+ e+ [dep ()1 ()N, Eq (6.43)
s t &




125
where the Eare the quantum dot energy levelgtiie degeneracy, the “t” sum is over traps
including the new eigenstates formed by electromnph resonanceg¢) is the band density of
states and £ the Fermi function. The plot ofy@mnd n with temperature is shown in Figure 7.5
assuming one electron in a dot. As we can seegpdhepation probability of the ground state
decreases with the temperature, while the occupghimbability of the first excited state
increases up to 300K and decreases. Since thepmatstble transition of the current QDIP starts
from the first excited state, it is important tth the electrons up to first excited state at dsir
temperature through the doping of the quantum blothe experiments, actually, we could

observe the doping dependence of responsivity.

1r
0.8
0.6
Z

0.4

0.2}

0L : ‘ ‘ ‘
0 100 200 300 400
KT

Figure 7.5. Probability of staying in the groundtetwith polaron correction gNand probability

of staying in the first excited state assuming eleetron in a quantum dot.

Higher occupation probability of the initial staiEthe transition increases the absorption of the

guantum dots and leads to higher responsivity.
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The next important quantity in Eq ( 6.43 ) is tieewidth I of the transition. The
linewidth is mostly due to inhomogeneities causgdjibbantum dot size variations. This implies
that the measured lineshape is a Gaussian sup@posi Lorenztians with different resonant
energies. Each line basically has an intrinsic kvidthich is a superposition of the same
relaxation rates, or lifetime processes of theieafrom the photo-excited state down to the
lower levels. The intrinsic broadening processes @ivided up into the phonon assisted
relaxation rates and the escape ratg Whe final absorption broadening is around 30 raed
in general larger than the intrinsic widtRhotocurrent lineshapes in undoped quantum dot
structures have been studigd

In order to appreciate the importance of individiesign steps it is necessary to remind
what the individual physical phenomena that oceumdj the detection process.
The first step is the photon absorption step. ttasirable to have the highest oscillator strength
for the selected wavelength. Though it is possibl@bsorb directly into the continuum, the
problems are that a) such detectors are limitetligh energies (< 4im) and b) oscillator
strengths for bound-to-bound transitions are ndgntagher. The InGaAs/InGaP QDIP falls into
b), even though the escape energy is still qudb iith the escape barriergewhich is around
136 meV as shown in Figure 7.3.
The peak responsivity is shown in Figure 7.6 fdfedent temperatures as a function of bias.
Note that the responsivity is strongly bias depetdend changes over five orders of magnitude
for negative bias. It is asymmetric in this parécudevice, but this is because the dot escape

barrier is not symmetric and lower towards the &pex
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Figure 7.6 (Left) Experimental measurement of vammof peak responsivity as a function of

bias at different temperatures (right) theoretitalto peak responsivity at 77 K.

The exact shape of the offsets is a complex probledepends on the incidental barrier doping
and dot growth conditions. The negative bias depecel is strongly tunnel-like and can be
modeled by a simple formula which takes into actdhe sum total of all paths from the

extreme activated (vertical) path, to the extrenmnél path (horizontal) described in 6.3.1.

~Eq /KT
R= {ea(w)L}g{ Ve
v

fico . + Vece‘Eeff/kT +Vte_A/kT Eq ( 6.45 )

According to Eq ( 6.45 ), the bias dependence df,\R(starts off very weakly until the bias
reaches a critical value at which eFa is less thkf(E.)"? then the dependence is essentially
that of Fowler Nordheim tunneling until the biasekes eFa which is equald(E.)*? at which
point the barrier is destroyed and the bias depeas now purely drift-limited ,which means R

is proportional tquF.

W
R = const x ____|F”
Vo tW, +ve

Eq(7.1)
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We have computed the bias dependence of R(T,V)=a7K using Eq ( 7.1 ) with a field F
which assumes that the absorption coefficient $em#ally voltage independent in this range of
interest. Indeed the normalized FTIR linewidth skowery small voltage dependence in this
range. (see Figure 7.4)
The fit to the experimental data is shown in Figudré (right). The best escape energy for
negative bias is 0.136 eV as predicted by theodyafi95 eV at positive bias. The electric field
factor was fixed to a power of Erather than F. This gives a better fit at larg@Hich suggests
that the drift velocity \, which is equal tpuF, is beginning to saturate at aroung10' cm/s.

For the temperature dependence of R(T,V), the ptagr between escape rate and
absorption in the distribution is important bothr the linewidth and the height. Here we note
that when the responsivity reaches its voltageraatun region (see Figure 7.6 (left)) it results
from mainly the lifetime shortening of the excitsthtes due to faster multiphonon emission
down in energy. This is especially true for thaseels in the distribution of quantum dots which
are more strongly bound, and which have a sloweapesrate.

Gain, Dark and noise currents

The gain factor g in Eq ( 6.45 )can be, in practabeduced directly from experiment

assuming the photoconductive gain and noise gaisabee. To do this one uses the shot noise

and generation-recombination (G-R) noise formula.

2 —
In _4egn|darkAf _4egeF|dal’kAf Eq ( 7.2 )

So if we know the noise currents and the corresipgndark current from the experiment, we

can extract g(T,V) as a function of voltage andgerature. For InGaAs/InGaP/GaAs QDIP, the
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noise is plotted against dark current in Figure The noise and dark current were varied with

voltage. Since the current is a strong functiol oive can write for the sake of argument

ly =GV Eq(7.3)

where G, is the corresponding proportionality constanthé gain g stays linear in voltage, we

can have the following relation.

[y

gOVvV O(ly)m Eq(7.4)
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Figure 7.7. Noise current plotted as a functiodark current.
Then generally we can assume that the square ofdise is proportional to the power of p of

the only dark current.

1
120(1,)" 0gl, O(1,)m™ Eq(7.5)
An effective exponent of the noise versus darkenirof p=(1+1/m). In Figure 7.7, the linear fit
over the high dark current region where the applies is high is very good and gives m=2

(1+1/m=1.57), which means the gain is proportiotheosquare root of the dark current.
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Identifying the proportionality factor “g” with gaias defined by Eq ( 7.2 ) implies that
the current really is one of generating and recoaimbi carriers in a band. If as a result of
inhomogeneous doping for example, the electrodeshatr uniformly conducting and we have
percolation paths, then the current density amddfas d/A can be seriously underestimated,
giving anomalously large values of the gain. Ndse hat some authors, in analogy to QWiPs
assume that the recombination in QDIPs is drifitkch From this it would follow that the drift
velocity dependence in the gain drops out and ‘@i be a constant. This is however not
justified in our devices, where the wetting layeatters and reduces the band mobility, but is too
thin to capture charge.

The actual voltage and temperature dependencdwe afark current is shown in Figure
7.8. The dark current modeling is done in thigisadelow.
Experimentally, in this device, a value of g=830Vat-1.5 volts was derived. Given a band
mobility of p~ 0.4 nf/Vs , L=10° m , we have a capture ratg.6f ~10° Hz, which agrees with

the Monte Carlo estimat®sand our own theoretical estimates,
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Figure 7.8. (a) Dark current as a function of basdifferent temperatures (b) Arrhenius plots of

the dark currents.

It means that with a field F o&20° V/m and a mobility of 0.5 nf/V(Sec, a free charge
will stay a time of 182 s before escaping to the electrode. In other witrd&kes much longer
for the charge to be captured by a dot than testearacross the device. It is also easy to see that
with diffusivity D of 10%cn¥/s, the capture process is trapping limited anddifbasion limited,
and that the rate e can therefore be calculated by taking the matiexnent of an extended
plane wave-like or Airy function with a localizedtdeigenstate. The capture rate has been
evaluated for a one-phonon optic and acoustic ggcEhe answer is that the maximum ragge C
is a phonon frequency 110" Hz multiplied by the probability that the electrimealized in a
quantum dot eigenstate is sitting on a site or a bond in the quantum det,gy* . This gives

us Ge ~10 Hz which is the right answer as determined usigdain. In the limit of strong
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electron -phonon coupling, the multiphonon relaatstep is not very different from this

number, less than an order of magnitude sli&te&r°®

e = N < g, > oxpl-Ey (F)IKT] Eq (6.64)
10~
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Figure 7.9. Calculated dark currents as a funaioireld with Fermi level fixed at -0.39 eV and

electric field scaled by a factor of three.

The dark current, neglecting possible MY enhancéraad the energy spread due to quantum
dot size variations, from Eq ( 6.64 ) is plottedRigure 7.9 as a function of field for three
different temperatures. The Fermi level should imgiple be evaluated self-consistently by
matching injection current to dot escape currehe fleason why this is necessary for a rigorous
fit is that the barrier to injection is lower thtre ground state ionization energy and extra charge
is bound to accumulate in the dots, raising thenk&vel to a higher value. This implies that the
assumption of neutrality is not completely sat$fand the Poisson field renormalization should
also be included. For the simplicity, in order tow rough agreement and consistency, so we

have fixed the Fermi level to -0.390 eV at V < -IMe closest agreement is obtained if the



133
internal field across the quantum dot layers isiiaEsl to be 3 times the average applied field.

Note that the denominatar+ f_ +|W,_/C,.]in Eq ( 6.63 ) is taken ~ 1 because in this lithie

dots get replenished faster than charges escapiee lmit where the capture rate is faster than
the release rate from a given quantum dot eigenstia¢ denominators in Eq ( 6.63 ) can be
neglected. In the opposite limit, at high fields éxample, with shallow dot eigenstates, or when
the quantum dot is boxed in and it is difficultresenter the quantum dot (i.e. when capture is
slow compared to escape), we have the followingupec

Negative carriers enter the device to neutralieepibsitive charge of the ionized quantum
dots and dopants, but instead of immediately reaommy most will simply now flow through
the device, and produce a large dark current. ioe¢opurrent is negligible in this limit because
most of the dots are empty or nearly empty.

It is also important to note that the observed darkent is tunnel-like even at the highest
temperatures. The change at T=300 K still involsegen orders of magnitude over a bias of 1
volt. This is a rare observation which also beederia a similar devi¢é and can be understood
from Eq ( 6.63 ) by noting that as the temperatarg probably also Fermi level, goes up, the
occupation of higher quantum dot levels becomeslyljkand the tunneling barrier decreases.

Escape is tunnel limited from a given level whee #scape energyFsatisfies ya~0.45 from

ya=avam’/n)

eFa
———>kT
yaEL? Eq(7.6)

Looking at Figure 7.8, we see that for low tempeed the dark current does not change until

the bias reaches a critical value, which itselfrdases as we go up in temperature. The internal
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field is of course somewhat space-charge renoretko that a bias corresponds in reality to a
higher tunneling field. In systems with more shalloound states, and defect assisted escape, the

dark current variation with voltage at similar teenatures is very much weaR®&r

Detectivity
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Figure 7.10. Specific detectivity of InGaAs QD/InB&aAs QDIP as a function of bias at 77 K.

Depending on the device in question, the best Ddclsieved at a given voltage and at a given
temperature, the lowest temperature being 77K. HExperimental data for InGaAs

QD/InGaP/GaAs QDIP are shown in Figure 7.10. Asimaease the bias the escape barrier
from the excited state is eventually completelyrowme and the responsivity saturates at -1.5V
as shown in Figure 7.6. The noise is however moraptex, since it involves dark current

processes with higher escape barriers of up tord®8 from the ground state, and much later
bias saturation. The fact that the noise satudates implies that the D* decreases again at a

critical voltage as shown.
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1/2
D* - <QVEC> <a(w’T)> e(ED/2kT—Eec/kT)
Vo +Vte_A/kT +<Vec>e—Eec/kT A1/2Ndhw Eq ( 678 )

In the modeling of the peak detectivity Eq ( 6.7& stronger temperature dependence at high
bias (peak value) of D* is due to the dark curmemise because the excited state escape barrier
E<{V) has been overcome. However, in our deviceegponential is not the only factor which
controls the temperature dependence of D*. Theedserin D* is faster than what is expected
just from the noise at peak bias, and involves tafately also the behavior of the absorbance
with temperature. We have seen in Figure 7.6 thabur present category of strongly bias
sensitive tunnel controlled devices, the respotysRidecreases very strongly with temperature,
and we have argued that in these QDIPs with stydmglinded excited states, this is mainly due
to the lifetime of the excited state becoming slorhpared to the escape time as we go up in
temperature and multiphonon pathways overridedihetémperature bottleneck. In other words,
the decrease is due to lifetime shortening, of e lifetime shortening is the stronger one as
we go beyond ~ 140 K. In QDIPs with shallow excistates', this problem has apparently been
largely avoided, and the D*, though not bettercat temperatures, maintains a high value of
D*~10° cmHZ'YW even at T= 200K. The temperature dependencheofievices of Ref 68 is
indeed mainly due to the noise factor, as one wbolge it to be, and as observed in the best

QWIPS®.
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8 MWIR-QDIPs based on InAs Quantum dots on InP substrée

The most developed and researched material sys@n@@DIPs is InAs quantum dots
with (Al)(In)GaAs matrix materidf °*7% ! First the lattice mismatch between InAs and GiAs
around 7% and it is enough for self assembly me{Bé&dgrowth mode). On the other hand, the
lattice mismatch between InAs and InP is around @it is more than 3 % which is the lower
limit required to have SK growth mode. Due to serathismatch between the quantum dot and
substrate, narrower QD growth windows exist andg tmake the optimum QD growth difficult.
Another reason is that most quantum dot researbbes been done with Molecular Beam
Epitaxy (MBE) because it has more accurate comfdhe growth and in-situ characterization
tool available such as RHEED (Reflection High Enedectron Diffraction). So the quantum
dot research or QDIP research using other matemealsery limited, specially in InP system.

We have developed InAs/InP quantum dot infraredtqdetectors by LP-MOCVD in
Center for Quantum Devices.
Compared to the GaAs system, only a limited amo@imtork has been done on QDIP grown on
InP substrates, and before we started InP base® @3karch, no device detectivity results have
been reportet?"® In the case of QWIPs, high performance devices bhaen demonstrated with
the InGaAs/InP system grown on InP substrates usietalorganic chemical vapor deposition
(MOCVD)"*™. The high mobilities and low effective masseshef nGaAs/InP system give rise
to high responsivity and long wavelength devicesldifonally, when compared to MBE
epitaxy, MOCVD epitaxy has advantages such asivelaimplicity, easy adaptability to

industrial fabrication, and lower co$t.
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Quantum dot is the key element of the QDIP dewtacture. Highly uniform high
density quantum dots are required to achieve thdigted outstanding performance of QDIP.
Ironically the major problem and challenge facinBIRs come from the quantum dot growth.
To detect a specific wavelength range, the appatgot parameters for that material system
should be chosen based on the theoretical analysigecially, quantum dots with size and
density required to achieve high detectivity athedetection wavelength should be grown.

Relationship between growth parameters and charsits of quantum dots, such as dot
size, dot density, dot size uniformity, should hedged in order to achieve high performance in
QDIPs. Some important growth parameters such agpeeture, the amount of material
deposited, V/III ratio and ripening time can be imited for quantum dots growth. For
MOCVD, lowering the growth rate is limited techrilga(the smallest flow rate controlled by
mass flow controller) in most cases. With systemelianges of those parameters, those effects
are characterized with AFM, photoluminescence aBMTThe growth temperature is usually
more complicated to determine the optimum range. driving force behind QD nucleation and
formation is the reduction of total energy in thaimed material system. The nucleation rate is
determined by deposition rate and surface cover&geface migration is determined by
temperature and V/Ill ratio. The substrate tempeeats a dominant factor for surface adatom
energy during the quantum dot growth. The V/llicgaffects the incorporation of the surface
adatom into the growth surface. The quantum datsbeainitially grown on various matrixes
such as InGaAs and InAlAs layers which are lattieaehed to InP. The thin layers play
important roles. It is to prevent As/P exchangevieen the InAs quantum dot and InP barrier

above.
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8.1 Summary of previous work of growth and characterizaion of InAs
guantum dots on InP

At the early stage of the study of InAs/InP quantlmh infrared photodetectors, we chose
the quantum dot growth temperature at 30Mfter the effects of the growth temperature @n th
guantum dot formation were examined. In order ®tbe effects from the growth temperature,
InAs quantum dot layers were grown at differentgenatures such as 52@Q, 500°C , 480°C,

460 °C and 440°C. During the QD growth, the flow rate is 50 scoomn TMIn (Trimethyle
Indium) and 100 sccm for dilute arsine (5 % arsméydrogen). We observed that lower QD
growth temperature caused lower mobility of theoalbsd atoms on the substrate surface and
higher temperature caused higher coalescence eatedén formed quantum dots. At high QD
growth temperature such as 520, the dot density was very low while at 44D, although the
dot density was increased, the quantum dot stadsdlesce.

Another factor involved in determining the growtmiperature of the quantum dots was
the barrier quality. If the growth temperature fué barrrier above the quantum dots is lower than
the optimum temperature of the barrier materiag prerformance of the device are strongly
affected due to the degradation of structural,teted and optical quality. Or if the growth
temperature of the barrier is higher than the dgnotetmperature of the quantum dot, careful
growth should be made in order to avoid the evadmoraof the quantum dot material while
ramping up the growth temperature. At early stafgd@® work, the QD growth temperature 500
°C was also used as the optimium temperature fobahneer. It was found out that 50C was

highest growth temperature with which we could obthe high quality of quantum dots.
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8.2 Low temperature growth of InAs quantum dots for MWIR QDIPs

8.2.1 Motivation

High QD growth temperature which was 800was used for the QDIP device at the
early stage of my study. The QDIP devices utiizs®CC QD growth temperature had a peak
detection wavelength 6.4 um. The peak detectoiavelength 6.4 um does not fall into the
atmospheric windows whoes ranges are 3~5 um (Mifd)8~12 um(LWIR). Even though we
demonstrated the first INnAs QDIP and FPA whose pksikction wavelength was 6.4 pm, the
practical application is very limited. Therefore weslirected our efforts to the development of
high performance MWIR-QDIPs on InP substrates.

Through the optimization of the QD growth temperatwe observed the trend that the
height of InAs quantum dots decreased as the QIdtgrtemperature decreased but the lateral
size did not change significantly. The typical tatesize of InAs quantum dots ranged from 30
nm to 40 nm, while the height ranged from 4 nm to6

In Figure 8.1, the relative heights of quantum deése shown. At 520C, the quantum
dots were tallest while at 44€C, the quantum dots were shortest. In the inteatedi
temperature, the heights of quantum dots were estiabthe growth temperature. Because the
lateral size did not change signifcantly and thefioement is stronger in the growth directions
than in the plane perpendicular to the growth dioa¢ the strongest confinement was expected

in the quantum dots grown at 440.
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Figure 8.1. The relative heights of quantum dotswgr at different temperatures.

This observation naturally made us think that teakpdetection wavelength of QDIPs
based on the low temperature QD growth might biteshto shorter detection wavelength from
6.4 um resulting from high QD growth temperaturs. we optimized the InAs QDs grown at
440 °C, the optimized growth conditions for InAs QDs \groat 500°C were examined first.
The growth temperature is a global growth conditidrich affects the other growth condtions
such as the growth rate, V/III ratio and ripenimgpe. We studied and optimized the InAs
guantum dot formation under different growth coiotis at 440°C. It was natural for us to start
with the conditions which were used in the growthnd\s QD at 500°C. First, the thin layer of
GaAs was still grown at 44%C. Later we will discuss the effect of the matrix guantum dot

formation.
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8.2.2 Growth Rate

First we examined the effect of the growth ratetibe quantum dot formation. The
growth conditions for 500C were the flow rate of TMIn 50 sccm, the flow rafedilute arsine
100 sccm and the growth time 12 seconds. The matix 1-nm thin GaAs layer on an InP
buffer layer unless otherwise noted.

Starting from the optimized conditon for 500, the 440°C InAs QDs have been grown
at the different growth rate by changing the flates of the TMIn and keeping the flow rate of
the dilute arsine. Actually, we should have chaniipedflow rate of the dilute arsine in order to
keep the same V/III ratio accordingly. For exampite V/III ratio of TMIn 50 sccm and dilute
arsine 100 sccm is same as that of TMIn 100 scainddate arsine 200 sccm. We used three
different TMIn flow rates 50, 75 and 100 sccm ahdrged the growth time 12, 8 and 6 seconds
respectively to ensure the amount of the InAs nmatevas provided equally into the growth

surface.

- & o s & - - _— o - s "

Figure 8.2. The AFM images (1x1 Ayof 440°C InAs quantum dots on 1nm-GaAs on InP
substrate with different TMIn flow rates and thewil rate of dilute arsine100 sccm. (Left) TMIn

50 sccm; (center) TMIn 75 sccem; (right) TMIn 10@rsc



142

As shown in the Figure 8.2, the density of the quandots did not change very much. In order
to investigate the quantum dot formation more caiyefwe studied the statistics of the lateral
size and the height of the quantum dots. The numblerAs quantum dots in 1x1 (frvere 396,

420 and 453.
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Figure 8.3. Statistics of the lateral size of Ird@ntum dots under different growth rate.

In the Figure 8.3, the distributuions of the radafsthe InAs quantum dots were shown. As
shown in Figure 8.3, the clear trends of the heggia the radius could be observed. The height
seemed to increased and then decreased (or stBbbee the radius decreased as the QD growth
rate was increased. Basically, as the QD growthwats increased, the size of the quantum dots
was decreased. The standard deviation of the raahidsheight were similar among the three
samples. But the standard deviation of the QDs wgest growth rate was smallest among
them. This was opposed to the observation wherditjfieer growth rate leads to high density
and less uniformity in the case of the conventidn&k quantum dots on GaAs substrateghe
change of the growth rate still was not significembur case compared to the ones used in Ref.

77. In a MOCVD system, the actual growth rate dkdrmgquantum dots is difficult to find out
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because there is no in-situ monitoring tool suchiediection high energy electron diffraction
(RHEED) in MBE system. But we can guess the lowmitlof the growth rate. The critical
thickness of the InAs quantum dots on InP substretearound 2.5 ML. If the amount of the
InAs material provided were 3 ML during 12 secoimdsase of the QD growth with TMIn 50
sccm, the lower limit of the growth rate would h@®ML/s’®. The change of the growth rate in

this comparison ranged from 0.25 ML/s to 0.5 ML/s.
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Figure 8.4. Room temperature photoluminescence frohs quantum dots layers capped with

InP. The quantum dot growth conditions are differarthe TMIn flow rate.

The photoluminescence measurement can be a gobtbtsee the effect of the actual
and capped quantum dot formation indirectly. Weagtke InAs quantum dots layers capped
with InP barrier material. The InAs quantum dotwtio conditions were same as the ones with
TMIn 50 and 100 sccm in Figure 8.2. As shown inuFég8.4, the photoluminescence from two
samples were very similar. The peak wavelengtmAEIQDs grown at higher growth rate (100

sccm), was a little bit shifted to the higher eryesgle compared the one with slower growth rate
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(50 sccm). This was consistent with the decreaskeo$ize observed from AFM study. Because
we prefer to have smaller quantum dots in the @gwvie chose TMIn 100 sccm for the InAs QD

growth from now on unless otherwise.

8.2.3 V/l ratio

The V/III ratio is one of the important growth pareters to be optimized in order to
grow a high quality of quantum dot layers. The @fief V/III ratio on the formation of QD was
studied by changing the flow rate of dilute arsiadethe beginning of the InAs/InP quantum dot
research, the pure arsine (Ajhas used. But with the change of the V/IlI ratle effect of the
change was trivial. It was because the V/IlI ratias as high as 500. It is well known that the
high V/III ratio decreases the mobility of the amtatof indium and low V/1lI ratio is desirable
for the quantum dot growth. The growth temperatwas fixed at 440C. The growth structures
and conditions were identical as above exceptdiffgretn flow rates of dilute Asgiwere used
during growth of InAs QDs. As shown in Figure 8he dot density decreased while the V/III

ratio increased.

Figure 8.5. The AFM images (1x1 fAnof InAs QDs with different V/IIl ratio. (Left) Vll = 84;

(center) V/III =126; (right) /11l = 168.
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In order to quantify the V/III ratio, we can calate the V/III ratio as follows. The V/III

ratio is the ratio of the molar source flow rategobup V to the molar source flow rate of group
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Figure 8.6. The correlation between the heightraius from the InAs QDs with (Left) V/III =

84 and (right) V/IIl = 168.

The molar flow rate of the group Il {Zis dependent on the group Il bubbler pressusg{8),

the partial pressure (Ria), the bubbler temperature (T) and source flow (Htevrate;). The

partial pressure of group Il in Eq ( 8.1 ) is thagor pressure (Pin the unit of mmHg (Torr)

which can be obtained fromogR, =B - A/T where B is 10.52 and A is 3014 in case of TMin.

The resulting vapor pressure of TMIn is 1.73 mmHthwhe bubbler temperature 2Q. With

the bubbler pressure 400 torr, the molar flow cdt€MIn 100 sccm is 1.32. The molar flow rate

of 50 ssccm dilute arsine (5%) is 111.61. The taguMN/1ll is 84. As the V/III was increased,



146
the QD sizes got bigger and less uniform. The tga$so decreased. In high V/III such as 168,
the bimodal distribution of InAs quantum dots wéserved as shown in Figure 8.6. Therefore

we chose the V/III ratio 84 as an optimum V/lllicat

8.2.4 Ripening time

Ripening time is the time between the QD and #w tayer when no growth occurs but
the group V material is provided to protect therquen dots. It gives time enough for adatoms of
the quantum dot material to move around on theasarfof the lowest energy and for the
formation of the quantum dot. We grew the InAs quandots with different ripening times and
under the other same growth conditions. The obdeAfeM images from those samples are
shown in Figure 8.5. As the ripening time increadkd size of the quantum dots increased and
the dot density decreased. When the ripening timaeeases, the time for the adatoms to migrate
in the growth surface also increases. The indiuataads try to find the lowest energy site to
release the strain energy. When the growth temyreratarted to decrease, the mobile adatoms
slow down and finally stop.

This is the case where uncapped InAs quantumagetrd form under different ripening
times. But in the real device structures, the mldtstacks of the quantum dot and barrier layers
are usually grown. In this case, the QD layerscargered with some part of the barriers which
are grown at the same growth temperature as theg@@th temperature. The effect of the

ripening time in the capped QD layers might beedéht.
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Figure 8.7. The AFM images (1x1 fywof the InAs QD grown under different ripening &émat
the optimized conditions: T=440, TMIn=100 sccm, Dilute Arsine=50 sccm, growth émm6s.

(Left) O second; (center) 10 seconds; (right) Gfbeds.
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Figure 8.8. Room temperature photoluminescencésAs QDs with InP cap layers. Different

ripening times were used from 0 to 60 seconds.

In order to study the effect of capping procesg, layers were used after the QD growth
otherwise during the cooling down the QDs on thdase might still be free to change.

Photoluminescence (PL) was used for the charantgrine capped QDs with different ripening
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times such as 60s, 30s, 10s and 0s. The growthetamape of InAs QDs and 40 nm-InP capping
layers were 440C. Room temperature PL was measured as shown tme~8.

It can be seen that with the decrease of the mgetme, there is a continuous blue shift of the
peak wavelength, decrease of FWHM and increaséefirttensity, which may indicate that
smaller size, better uniformity and higher densisyobserved in the AFM images of uncapped
InAs QD layers in Figure 8.7.

Quantum dots mentioned above were grown at lGor shorter wavelength QDIP

device. For the quantum dots at grown at 8G0with shorter ripening time, there is also a

continuous blue shift of the peak wavelength agjtt@ntum dots at grown at 440 as shown in

Figure 8.9.
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Figure 8.9. Photoluminescence wavelengthes as reaififfe ripening times and growth

temperatures of InAs quantum dots.
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At the QD growth temperature 50C, the PL peak wavelength increased more rapidly
with the ripening time than at 44@C because at the higher growth temperature of @Qiose
energy was provided to the adatoms on the surfadete time of formation of quantum dots

was reduced.

8.2.5 Comparison of different matrix material

From the early work of InAs QDs on InP substrateS@D, it was found that the matrix
underneath InAs QD layers could have significafea$ on the dot formation. InAs QDs were
grown on a 1 nm-ksGay 47AS matrix and on a 1 nm-GaAs matrix on an InP sabst It was
found that the InAs QD density and uniformity wargroved by inserting a thin 10 A strained
GaAs layer between the InP barrier and InAs QDrlayke InAs QDs on a 1 nm-GaAs layer
had higher dot density and better uniformity thanaol nm-19s:G& 47AS. It has been reported
that such a thin GaAs layer could improve the unifty and photoluminescence intensity from
InAs QDs grown on InGaAs/InP matrix by preventingium migration from the InGaAs layer
to the InAs QD&. So far we have characterized InAs QDs on a 1-mAs3dayer grown on an
InP buffer layer. In order to see the effect of thatrix on the quantum dot formation, we grew
InAs QD layers on various matrix conditions. Fiet, INnAs QD layer was grown on 1-nm GaP
on an InP substrate. The 1-nm GaAs layer was regladth a 1-nm GaP layer. In this case the
more strain could be applied to the InAs QD layee do the smaller lattice constant of GaP
(5.45}5\) compared with that of GaAs (5.6%3. As shown in Figure 8.7, the smaller and denser
InAs QDs on a 1-nm GaP layer were observed in th®l Acan. Another matrix condition we

investigated was 1-nm GaAs/3-nm Al 4AS/INP. The reason we investigated this condition
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was due to the device structure we will discussrldrom the early work, it was found out that
thin Ing52Al0.46AS layers underneath InAs QD layers could redueedérk current and act as
current blocking layers. There are studies aboeitettiect of the buffer layer on the InAs QD
formation on InP substraf@$® It their studies, InAlAs and InGaAs buffer layavsre used to

compare InAs QD formations on buffer layers. Thegarved the blueshift and much narrower

full width at half maximum.

at the optimized conditions: T=44C, TMIn=100 sccm, Dilute Arsine=50 sccm, growth émm

6 s. (Left) InAs QDs/GaAs/InP; (center) InAs QDsRdaP; (right) InAs QDs/GaAs/InAlAs/InP.

As shown in Figure 8.7, the AFM images of InAs Q@s different matrix conditions
were compared. The InAs QDs grown on GaP/InP mahawed different QD formation
compared with the other InAs QDs. The density waty Wiigh and the sizes of InAs QDs were
significantly small. The image processing progré®Nl maginc) was used to calculate the
distribution of the sizes. The height of InAs QDaF&ANP was 1.607+0.85 nm and the radius was
15.63+3.93 nm compared with 4.24+1.44 nm in thegleand 17.85+2.76 nm in the radius in

InAs QDs/GaAs/InP. On the other hand, InAs QDs @ASInAIAs/INP had 3.75£1.56 nm of
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the height and 14.31+2.58 nm of the radius. Espediae InAs QDs on GaP/InP was much
shorter than the others. Actually we could obsdineestronger confinement in InAs/GaP/InP in
the photoluminescence as shown in Figure 8.8. Theeldk from InAs/GaP/InP was observed at
1.46 um. The PL peaks from InAs/GaAs/InP and InAg&InAIAs/InP were 1.7 um and 1.65
um. Later the energy difference 22 meV in the lmded transition was the same as the
difference in the intersubband transition from tlevices with different matrix material. The

difference might be caused by the stronger quatumfinement in GaAs/InAlAs/InP matrix.
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Figure 8.11. Room temperature photoluminescencedndt QDs with different matrix

conditions.

8.3 MWIR QDIPs based on low temperature grown InAs quantm dots

8.3.1 InAs/GaAs/InP-MWIR QDIP with two-step barrier growth

In the previous sections, low-temperature InAsntua dots on various matrixes on InP
substrates had been optimized through growth teatyrer, growth rate, V/IlI ratio and ripening

time. In this section, we will discuss the QDIP idewstructure and their results.
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At first we grew the active region (QD layer aratrier) at 440°C. The device did not
operate even at 77 K because of high dark curiém.reason that the device did not operate ws
that the quality of the barrier was so poor thatldakage current (dark current) was much larger
than the photocurrent. It is well known that thelgy of the barrier is important for the QDIP
device to operate. In order to overcome the probkdated to the poor quality of the barrier, we
introduced the two-step barrier growth techniqukisTtechnique has been used to grow the
multistack quantum dot layer with less defects aptter quality of barrier than the normal
growth technique. In our device structures, a thyer of the barrier (capping layer), which
covered the quantum dot layers, first was growthatsame growth temperature as the QD
growth temperature (44T in our case). Then the growth was interupted githup V flowing
and the tempearture was increased to the optimonpeiature of the barrier (59C in our case).
After the temperature got stablized, the rest @f barrier was grown. The two-step barrier
growth was applied to each layer and repeated avittmber of the stacks of the device. Due to
the large number of the stacks (>10), it took longe to grow the device structure.

We grew two device structures with 5 nm and 10ofnnP capping layers. The total

thickness of the barrier was kept constant 40 nshawn in Figure 8.12.
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Figure 8.12. Schematic illustration of the MWIR-@Dtevice structure grown with two-step
barrier growth. x nm-InP capping layer was growrihe same temperature as the QD growth
temperature 4460C. The rest (30-x) nm-InP barrier was grown at highperature 59€C. Inset

shows the schematic diagram of the conduction aigdment.

The InAs QD layers were grown on 1 nm-GaAs/InP ixatith 100 sccm of TMIn and 50 sccm
of dilute arsine for 6 seconds. The ripening timesv80 second. The other device parameters

were same including QD doping level and contacirdpfevel.
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Figure 8.13. Normalized photoresponses at 77 K and and a bias of 0.2 V #iR-QIDIP

device structures grown with two-step barrier growth.

Due to the improvement of the material, we were able to obsbevesgectral response by
Fourier transform infrared spectrometer (FTIR) for the normeildence configuration. From
both devices, the peaks were observed at 554 uym at 77 K and a bias of Ut V
photoresponses were caused by the bound-to-continuum transition which vssallly in the

broad spectral response (>40 %).
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Figure 8.14. Schematic diagrams of the InAs QD growth with trergoowth with a thin

()
(e)
(d)

capping layer. (a) InAs QDs were formed on 1-nm GaAs/laRir (b) A thin capping layer of
InP which takes palce between islands, is deposited. (c) A gravsrupt under P
overpressure on the growth front and the growth temperature vgasl 1@ to 590 . (d) The

whole structure was capped with the rest InP 1&yer
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There was a slight difference observed in the tales at l@vglength region in that the device
with a 5 nm-InP capping layer had narrower response. The reagbh Ioai that the big InAs
QDs which were taller than the thickness of InP capping l&yem{) would be capped and
become smaller as illustrated in Figure 8.14. This process evgnnedle the InAs QDs more
uniform..

Another effect of the two-step barrier growth on the devictopaances was lower dark
and noise currents. As shown in Figure 8.15, the dark current and nosetefmom two QDIP
devices with different InP capping layers were compared. The dar&nt and noise current
from the device with thinner capping layer (5 nm) and thicker regiperature barrier (35 nm)
was lower by more than one order of magnitude compared to theedsith 10 nm/30 nm
barrier. Because the detectivity of the device with 5 nm/35 nneb&iad better than that of the
device with 10 nm/30 nm barrier, we will mainly discuss the perfoomaf the device with 5

nm/35 nm barrier.
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Figure 8.15. Comparison of the dark currents (a) and the noise curyérng the devices with

different two-step barrier growth (5 nm/35 nm and 10 nm/30 nm).
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Figure 8.16. MWIR QDIP device performances from InAs QDs/GaRsivith 5/35 nm two-

step barrier growth. (a) Peak responsivity) (& different temperatures as a function of applied

bias; (b) Dark current density at different temperatures as a functionlefchbias.

The absolute magnitude of the blackbody responsivity,) (Was determined by

measuring the photocurrent)(with a calibrated blackbody source that was set at 800°C. The

test mesa was illuminated from top of mesa with normal incidgrdred radiation. Peak

responsivity (R) has been calculated in the same way as described in page 64e aesults at

77 K, 100 K and 120 K are shown in Figure 8.16 (a). At T=77 K and bias o &ak

responsivity of 0.142 A/W was observed for this MWIR-QDIP. The pesgoresivity at 100 K

(120 K) didn’t change around from -0.9 V to 0.8 V (0.5 V), but at higher fjidlse responsivity

decreased compared to that of 77 K. The detectivity (D*) can beulated from

D*=R,(AIAf)Y%i,, where A=1.37810°%cn? is the illuminated detector area antF1Hz is the

bandwidth. The detectivity of the QDIP as a function of bias at be#tY K, 100 K and 120 K

are shown in Figure 8.16 (b). The highest detectivity of this QDI 2v210° cmHZ"¥W and

the quantum efficiency was 1 % at a bias of 0.4V at T=77K. Tasorethat the detectivity
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changed significantly as a function of the operating temperatase thhat the noise current

increased but the responsivity remained constant at the bias range bé&®ééand 0.5 V.

8.3.2 InAs/GaAs/InAlAs/InP-MWIR QDIP with current blocking layer

The Ins52Al0.46AS current blocking layer (CBL) on top of the InAs QDs hashmeved
to be very effective in decreasing the dark current and noisenturr 6.4um QDIP due to
higher bandgap of InAlAs than that of fiPThe InAlAs CBLs were incorporated into the
current MWIR-QDIP device in order to decrease the dark cuardtnoise current further.
Another motivation was to decrease the peak detection waveletgMWIR-QDIP based on
InAs/GaAs/InP had a peak around 5.5 pm. Only 26 % of the photoresposseowered
between 3 to 5 pum. EachplAlp46As CBL was grown below the quantum dot layer because
good quality of the Ifs2Alg.4eAS could be grown at 5.

The InAs QD growth condition on GaAs/InAlAs/InP matrix was désgd in 8.2.5. The

device structure was shown in Figure 8.17.
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Figure 8.17. Schematic illustration of the MWIR-QDIP devicecstme grown with two-step
barrier growth and InAlAs current blocking layers (CBLs). 10 nmdaPping layer was grown
at the same temperature as the QD growth temperaturgC44bhe 30 nm-InP barrier and 3 nm-
InAlAs CBL was grown at high temperature 590. Inset shows the schematic diagram of the

conduction band alignment.

Before we discuss the device results, we will discuss thmsrirission electron
microscope images showing the actual cross-section of the cdendné structure as shown in
Figure 8.18. The bright field imaging condition is usually used to obsée quantum dots by
the effect of the strain field on diffracted intensity. Duethie strain effect, careful analysis
should be done in order to interpret the actual QD size and shapeelt known that the bright
field imaging is useful to observe the defects. While (200) dalk image can be used to

analyze the shape and size of the quantum dots. The (200) dark figesiofaour MWIR-QDIP
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are shown in Figure 8.18 (a) and (b). The InAs QDs appeared asreggiris with a dark halo,

sitting on top of a thin wetting layer, which is dark thin layer in the picture.

(b) ()

Figure 8.18. Transmission electron microscope (TEM) imag&8/8R-QDIP device with InAs

QDs/GaAs/InAlAs/InP and 10/30 nm two-step barrier growth. (@gH-Field image showing
overall structure; (b) (200) Dark-field image of the overalicure; (c) Magnified (200) dark-

field image of the first few layers of the structure.

This contrast has its origin in the well-know compositional sensitivity of the 2[@@tiefi. From
the study of the experimental data and simulation of the 200 igdatkirhage, the outside of the

dark halo is known to be a better measure of the dot dimef%idie estimated QD size is
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around 30~40 nm in lateral dimension and 5~7 nm in height. In both cross-ddatightiand
dark field images, the undulation in a quantum dot layer originated and propagatie inpper

layers. The buried big defective QDs might be the reason for the undulation.
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Figure 8.19. Normalized spectral photoresponses measured byaFTTRK and a bias of 0.4 V.
The red curve represents the spectral response from an InAgh&€dASs/InP-QDIP. The blue

curve represents the spectral response from a device with stamsture except with 3nm-

Ing 548G & 47AS capping layers above the InAs QD layers.

We fabricated the single detector mesa in order to charactee device performaces.
First, we observed the relative photoresponse by Fourier transfiared spectrometer (FTIR).
In order to understand the origin of the peaks in the photoresponse, alesticerstructure with
3nm-ln s8Gay 47AS capping layers above the InAs QD layers was grown amghdgresponse

was measured. The 3 nm-InGaAs layer was supposed to reduce the confinement of @BInA
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so that the red-shift of the photoresponse could be observed as slgonen&1L9. As shown in
the Figure 8.13, this broad photoresponse indicated that the transitiomoféie category of the
bound-to-continuum or quasi-continuum transition. But the multiple peaks ocatr8ecb, 4.1,
4.66 and 5.3 um in the photoresponse of the InAs/GaAs/InAlIAs/InP-QDIP.upeose the
multiple peaks were originated from the multiple minibands formegbdriodic structure of
alternating InP layer and InAlAs layer. The photoresponse ftandevice with the InGaAs
capping layers also had similar multiple peaks but shifted gelowavelength compared to that

of the device without the InGaAs capping layers.

10°
10 :I.OO—§
10721 ] B ..r.
1074 — 1 — 9 —o—o
10° 4 g 104 s
5 e ] a0
< 101 = ] ;@
= 106 S 1 [ ] " e
€ 73 > 14 m 9
S 1074 £ bas \ /
= 8 = E [ ] ®
5 10 1 [ ] © -.
S 10 1——snmnamscaL S o014 Qi &
g 101 5 nm-InAlAs CBL 2 'l
o 10 °4 3 nm-InAlAs CBL 20 period 12 ] @ | —®—3nminAlAs CBL
ig—lg 1 No CBL (5/35 nm) (a) 0.01- (b) \| | —@—5nm-nalas cBL
10714: No CBL (10/30 nm) L] 20 period of 3nm CBL
10" : : : . . M B B B e e N N S E
5 4 2 0 2 A 6 25 -2.0 -1.5 -1.0 -05 0.0 05 1.0 15 2.0 25 3.0
Bias (V) Bias (V)

Figure 8.20. (a) Comparison of the dark current and (b) comparison ofgkegsponsivity at
77 K from the MWIR-QDIP with InAlAs CBLs with different thickes, no CBLs and 20 period

of active region of 3 nm-CBL structure.

In order to optimize the thickness of the current blocking layerQIb# devices with
different thickness of CBLs were compared. At the same, tineenumber of period of the 3 nm-
CBL structure was doubled to 20. All the dark currents were compEr&d7 K as shown in
Figure 8.20. Actually the dark currents without CBLs were not ogmitly lower than the dark

current with 3 nm-CBLs. But the dark current with 5 nm-CBLs leagr than any other device
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structure with 10-period active region. The dark current of the dewiite 20-period CBLs
seemed to be lowest, but if the applied electric field was deresl instead of applied bias, the
dark current was similar to those of 10-period CBLs. As seen fimmparison of the dark
currents, the lowest dark current could be realized with 5 nm thick InAlAs CBLs.

The peak responsivity was compared as shown in Figure 8.20. The SAlXs-GBL
device and 20-period device had lower responsivity than 3 nm-InAlAs CBlcaedeAll of the
above responsivities were lower than those of devices without InAlAsnt blocking layers
(CBLs) in Figure 8.16 (a). The reason was that the InAlAs Clidsnot only reduce the dark
currents but also the photocurrent because the dark current and photofmllogntsame
transport of the carriers in the devices. For the application ofl fpleme arrays, high
responsivity and low dark current are preferred. If the dark culeeeals are similar, the device
structure with high responsivity should be chosen.

The overall performance can be compared through the detectivity as shogarm&R1.

The highest detectivity was obtained from the device with 3 nm-IsAIBLs among three
different device structures. The detectivity of 1%tMHZ">W was obtained at 77 K and a bias
of 0.2 V.

In conclusion, we optimized the growth conditions of the InAs QDs ssitheagrowth
rate, V/Ill ratio and ripening time with fixed QD growth teemgture (440 °C). The matrix
condition underneath InAs QDs affected the dot formation. The matneestudied were 1 nm-
GaAs, 1 nm-GaAs/3 nm-InAlAs and GaP on InP buffer layers. Thp8mized conditions were

used in the device structures and compared to find out the best condition.



163

9 o —HE— 3 nm-CBL
10 E L] —@—5nm CBL
1 # L] 20 period of 3 nm-CBL
! \ A
. \

— -nl"' m/ o E

E 8 9 “ \. "\
5 1074 .. / \ u

N ' ’, \\ \

% n

e / | L] [ |

> .\ | \ /.\ 2

= - /e | ®o

B 107 |\ o5

2 10 E /. [ ] \‘ \.

<4 ] [} \ |

a f w

9, || N o
/ [ ] \| —@
/ ()
6 [ J
10°4

20 -15 -10 -05 00 05 1.0 1.5 20 25
Bias (V)
Figure 8.21. Comparison of the detectivity at 77 K from the MWIR®With InAlAs CBLs

with different thickness, no CBLs and 20 period of active region of 3 nm-CBL structure.

Transmission electron microscope revealed the actual crossrsgatevice structure. We could
observe InAs QDs, some defects and specially undulation of thes.|aje investigated two
kinds of MWIR-InP based QDIP structures based on InAs QDs grownmPrsubstrates. One
was 10 period of InAs QDs on 1 nm-GaAs/InP matrix. The barriersapetween InAs QD
layers were grown at two different growth temperatures (£2t@nd 590 °C) in order to have
good quality of the barrier. The peak detection wavelength was 5.5hdm\A was 41 %,
which indicated the bound-to-continuum transition. The highest detectivithi®fQDIP was
2.2x10° cmHZ'4W and the quantum efficiency was 1 % at a bias of 0.4V at 77 Koffes
structure we studied was based on InAs QDs on 1 nm-GaAs/3 nm-loAlAs InP buffer layer.
The peak detection wavelength was 4.66 pum Al was 55 %, which also indicated the

bound-to-continuum transition. The highest detectivity of this QDIB wad’ cmHZ’4%W and

the quantum efficiency was 1 % at a bias of 0.2V at 77 K.
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9 High-performance InAs quantum-dot infrared photodetectors
grown on InP substrate operating at room temperatue

So far we have discussed the MWIR-QDIPs based on the InAs QDg°@ubstrates.
Although the performance of quantum dot infrared photodetectors is edpecbe better than
that of quantum well infrared photodetectors, the developed QDIRs neg better than the
current state of the art QWIPs. The problems we had in the quantwsystietn were following.
First, it is very difficult to control the desired detectionvet@ngth by adjusting the QD growth
conditions and barrier material. Especially the growth condition wiidst affected the
detection wavelength was QD growth temperature. In InAs/Inlérrabsystem, it was found out
that the low QD growth temperature was necessary to havetdetidn in MWIR range. When
the QD growth temperature was far from the optimum temperafuitee bulk material which
usually was used in the barrier growth in the device strestiihe material quality of the device
structure could be degraded severely. Even though two-step barrier geowtigtie could be
implemented to improve the barrier quality, it was not avoidablethigaproblem could come
from the interface between the quantum dot and capping layer. InEdrstudy, the defects
related to the defective big QD were observed as shown FigureThé&&lefects in the multi-
guantum dot layer structure form percolating conducting channels thvahigh the carriers can
transpof*. It also decreases the photocurrent by capturing the photoexcitiedscar the device.
In order to realize the low dark current and high photocurrent QD system, we had to
change our approach. One of the advantages that QWIPs havereathee easiness of the

control of the detection wavelength compared with QDIPs. By tdgushe thickness of
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guantum well layers in the active region, the desired detectigrl@rayth can be achieved. But
the main disadvantage is difficulty of achieving high operation temtyoe due to the 1-
dimensional confinement. In our novel approach, we tried to combine the qudotuand
guantum well in order to have high operating and high performance MWEdetectors. First

we had to develop the quantum well infrared photodetector which detects the MWIR regi

9.1 MWIR-QWIP based on InGaAs/InAlAs/InP system

Previously at CQD, the MWIR-QDIP based on InGaAs/InAlAs/Isfsstem was
developed with gas-source molecular beam epfitaxy this section, we will discuss material
growth by LP-MOCVD and characterization to have best material qulibys material system.

Then, the resulting QWIP device structure and performance will be discussed.

9.1.1 Material growth and characterization

In the quantum well infrared system, all the material bangrown at the optimum
conditions. Especially the growth temperature can be fixed to tiwptgrowth temperature
of all bulk material 596C. Here we revisited the material (InGaAs and InAlAs) ojaiation for

InGaAs/InAlAs/InP QWIP.

InGaAs
InGaAs is an important alloy because d5a 47AS is lattice matched to InP and has a
lower bandgap energy. It serves as quantum well absorbing infrared light ilMiRs Qt is very

important to have high quality of the material.
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In order to optimize the growth of InGaAs, 0.5 um InP buffer |layes first grown at optimum
condition. The growth temperature was 5@and bulk InGaAs was grown. The lattice match
condition was obtained by adjustiing th flow rates of TMIn (90 scemd) BEEGa (46 sccm) and
arsine (100 sccm). The growth rate was 0.8 um/h.Under the optinorédion, the as grown
sample showed excellent morphology with very few defects. Xiféraction show near lattice
match as shown in Figure 9.1 The 10 pum x 10 um AFM shows storpgcastd a RMS of 1.4

A, as shown in Figure 9.1.
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Figure 9.1. X-ray diffraction and surface morphology of InGaAs grown atG90

Hall measurements have been done at both room temperatures (RMIquach nitrogen (LN)
temperature-77K. For the 0.5 um-InGaAs sample grown atG9RT Hall measurement shows
a mobility of p=1.05x1Hcnf/Vs with carrier concentration n= 5.13%3m®. At 77K, it shows
a mobility of p=1.1x10cnt/Vs with carrier concentration n= 4.54x3€m?>,

1000 and 200 ppm Silane/Hydrogen mixture gases were used as rdogsed for InP contact
layer and InGaAs quantum well. For doping profile calibration, usaadiiep structure is grown

with different silane flow rates, high to from bottom to top thezasured by ECV. A typical
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ECV calibration of such structure is shown in Figure 9.2. The struotumssts of 3 half-micron
InP layers grown at 59 with 50 ppm dilute silane flow rate of 400, 200 and 100 sccm. It can
bee seen that the carrier concentration is linearly proportiortaétsilane flow rate within this
range. This ensures good control of the doping profile. Specifiecl)ly sccm gives a carrier
concentration of about ¥bcm’®, which is the proper level for contact layer.
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Figure 9.2. ECV profile of a InP “steps” with differetn dilute silane flates.
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Figure 9.3. Surface morphology of InAlAs grown at 3@0from AFM.
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Ino52Alp.48AS layer was used as the barrier layer in the device staictt is very
important to have high quality material in the device structure. dptamized the growth

conditions in order to have good structural and electrical qualities.

9.1.2 MWIR-QWIP structure

InAlés
286 A

Firstand last
2 A undoped 4
InGaAs

{o—

35 An-InGaAs
SI- InP substrate 1x108em-3

Figure 9.4. (Left) Schematic of InGaAs/InAlAs QWIP structarel (right) detailed structure of

an InGaAs QW layer and an InAlAs barrier layer.

The design of the QWIP structure was shown in Figure 9.4. Thigndess developed
by C.L. Jelefr. The bottom and top InP contact layers had a doping concentration df &0
The number of the InGaAs layers was 25 and the barrier thickresseminally 28.6 nm. In
order to have the MWIR detection whose peak is 4 um, the thicknds&sahs QW was
nominally 3.5 nm. Only 3.1 nm of the center of InGaAs QW was doped to'%st0. The

structural quality of the QWIP structure was excellent as shown ind=&y&r
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Figure 9.5. (Left) top surface morphology of the grown QWIP destieecture and (right) x-ray

diffraction of the grown QWIP structure.

The 20 pmx 20 um AFM of the top surface of the device showed veoptlsm
morphology with RMS roughness 0.18 nm. The x-ray diffraction reveatadsalperfect lattice

match of InGaAs and InAlAs to InP substrates because no satellite peakseaged.

9.1.3 MWIR-QWIP device result
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Figure 9.6. (Left) Relative photoresponse of MWIR-QWIP meas@®d function of the
temperature at a bias of -1 V and (right) peak responsivityfasciion of temperature at some

biases.

The MWIR InGaAs/InAlAs/InP QWIP has a peak wavelength of shyith a full width
at half maximum of 0.116um. The peak shape was relatively indepeoiddrdg temperature.
The peak responsivity as a function of temperature for various bgaseswn in Figure 9.12.
The peak responsivity was as high as 1 A/W at higher biagkesaintained this value at high
temperatures.

The temperature dependent detectivity is also shown in Figur&Hetetectivity values
at each temperature were presented at the bias that gaveghiesthietectivity. Despite the
relatively weak dependence of responsivity on temperature, theidiétedecreases steadily
with temperature due to the increase in noise and dark currerfitiastian of temperature. The

detectivity at 77 K was 2.7xbcmHZ2W with quantum efficiency of 3.3 %.
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Figure 9.7. Maximum detectivity as a function of temperature.
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The reasons that we had such a good temperature behavior even wigh\iidsstructure are
following. First, the InGaAs/InAlAs/InP material system laagery large conduction band-offset
which is favorable to the reduction of the dark current. Seconcadidaigh quality material. But

the temperature performance of the QWIP had still room to be improved.

9.2 MWIR-QDWIP based on InAs/InGaAs/InAIAs/InP system

Even with the quantum well, we had an excellent MWIR-photodetector.higteest
operating temperature was 240 K. In order to improve the performéatice QWIP further, the
InAs QD layers were inserted below InGaAs quantum well fayethe device structure. From
now on, we call it quantum dot-quantum well infrared photodetector (FD)MWWhe motivations
of inserting the InAs QDs in the QWIP structure were two-fold. One was theade of the dark
current and the other one was the increase of the quantum efficiency.

The decrease of the dark current could be expected due to thieataitte undoped QD
layers constituted highly resistive materials. The InAs @f&is play the same role as current
blocking layers. However they do not significantly decrease thephwent because the escape
of the photoexcited carriers is not seriously affected and tleent@nation time is longer than in
simple QDs.

The increase of the quantum efficiency can be expected due tcadhehét the
hybridization of the quantum dot and quantum well wavefunctions in the gstatedmight lead
to higher oscillator strength to the incident infrared light. VMlediscuss more physics related to

the device performance later.
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One of the challenges we had in order to realize the quantum ddtiquavell system

was the growth of the InAs quantum dot layer at high temperaltureonventional QDIP

structures, the QD growth temperature is typically lowem tiiae optimum bulk growth
temperature. In the new system, the InAs QDs were growreasame temperature as the barrier
layer and the quantum well layer at 5%D. The other challenge was that we did not want to

shift the detection wavelength of the device due to the exestehdhe InAs QD layers.

Therefore, the size of the InAs quantum dots should be small enouglo rebtamge the

intersubband transition significantly.

9.2.1 High temperature growth of InAs QDs for QD-QW system

In order to determine the matrix material for the InAs Qixs,grew the InAs quantum
dot layers on 3 nm-InGaAs/3 nm-InAlAs layers and 3 nm-InAlAs/3 In@aAs. The big
differences between InAs/InAlAs and InAs/InGaAs were obsemeaegrms of the dot density
and the size as shown in Figure 9.9. They are mainly associdfedhe indium surface
segregation on the front growth of the two matrix matéfialkhe great intrinsic surface InAs
enrichment of the InAlAs buffer will go against alloyingtlwithe InAs deposit. The intrinsic
surface roughness due to surface segregation, which is highdrefdnAlAs layer than for
InGaAs layer, favors nucleation because of the sites providedeXpiains the higher density
and smaller size of the InAs quantum dots on an InAlAs layer cadgarthose on an InGaAs
layer. Obviously the InAs QDs on InGaAs/InAlAs matrix were mbayger than the InAs QDs

on InAlAs/InGaAs matrix. Therefore we determined InAlAs/&%3% as a matrix for the quantum
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dot growth. Its determination naturally leaded to the devicetstiel The InAs QDs should be

below the InGaAs quantum well layer and on InAlAs barrier layer.

0.25 . 0.75 . ) 0.25 0.50 0.75

Figure 9.8. AFM images of the InAs quantum dots with TMIn 120 sccm and gr@wn on

(left) an InAlAs layer; (right) an InGaAs layer.

Next, we studied the effect of various quantum dot growth conditions onudetum dot
formation. The growth parameters we investigated were the gratetand amount of quantum
dot material.

First, in order to see the effect of the QD growth rate, nanged the growth rate and growth
time while compensating the growth time to deposit nominally the same amounAisahhterial.
We started with the original growth conditions from a flow 1@t&0 sccm TMIn and a growth

time of 3.6 seconds.
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Figure 9.9. AFM images of the InAs quantum dots on InAlAs withed#iit growth rates (left)

TMIn 70 sccm and 3.6 s; (center) TMIn 35 sccm and 7.2 s; (right) TMIn 17.5 sccm and 14.4 s.

Then the flow rate of TMIn was decreased to 35 and then 17.5 sccnheagbwith time was
increased to 7.2 and 14.4 seconds, respectively. As shown in Figure 9H& grewth rate
decrease the number of quantum dots increased from 94 to 260 in aegipmand the lateral
size increased from 31.2 nm to 36.8 nm. With the lowest growth sdatemely larger islands,
which can form defects, started to form. Those changes legjdslarger and denser quantum
dots. This result illustrates the importance of quantum dot engineering.

We increased the TMIn flow rate from 70 to 90 sccm for 3.6 secorglexpected, the
dot density increased compared to that of the quantum dots witbc#@ Fhe results of the
complete series of growth are shown in Figure 9.10. In this sgtosfth rate conditions, the
optimum condition was the one with 120 sccm TMiIn flow for 2.7 seconds. Tihdedsity was
2.4x103° cm? (240 in 1 prAsurface). The average dot lateral size was 20+4 nm and tregaver
height was 52 nm. The relation between the growth rate and the desitydén the
InAs/InAlAs/InP system was opposite to that in the conventional /(BA&s system where

higher growth rates give higher dot densftie$he reason for this abnormality might be related
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to the non-linearity of the amount of the material deposited onuttiace as a function of the

growth time.

0
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Figure 9.10. AFM images of the InAs quantum dots on InAlAs with iffegrowth rates (left)

TMIn 120 sccm and 2.7 s; (center) TMIn 90 sccm and 3.6 s; (right) TMIn 45 sccm and 7.2s.

In summary, we investigated the effect of the growth rateartimunt of the QD material
and the matrix material on the formation of the quantum dots. Witk thygsnized conditions,

the devices were grown and tested.

9.2.2 InAs/InGaAs/InAlAs/InP QDWIP structure

Self-assembled semiconductor quantum dots (&Dsve attracted much attention
because of their interesting properties and possible applicatiohsasuguantum dot infrared
photodetectors (QDIP$§°2¢"8% QDIPs can be building blocks of focal plane arrays (FPAS) in
infrared imaging systems which have been widely investigatedidiinfrared (3~5um) and

long-infrared (8~12um) application® %} 92

QDIPs have been subject to intensive research
because they are expected to outperform current quantum well enhfrretodetectors
(QWIPsY** due to their i) intrinsic sensitivity to normal incidence lightlonger life time of

the photo-excited electrons due to the reduced recombination rate associatedwiti-phonon
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relaxation step, and iii) lower dark and noise currénta particular, the lower dark currents
enable higher operating temperatures. However, most of the Qi2pdrted so far in the
literature have been working at temperatures in the range 77K~266%K Here, we present a
high-performance, room temperature operating mid-infrared photodetsxted on InAs QDs

embedded in GaAngs:As QWs grown on top of Aldno sAs barriers on an InP substrate.

0.5 pm-n-InP contact (n=1.%108 cn1d)

InAs QD

3.5/nm-GaInAs QW

Z
: ]» x 25
29 nm-AlInAs barrier
1 pm-n-InP contact (n=1.%10'8 cnr3)

0.5 pm-InP buffer

SI-InP substrate

Figure 9.11. Schematic illustration of the device structure grown with losgyme metalorganic

chemical vapor deposition.

The device structure was grown by low-pressure metalorgaemical vapor deposition
(Figure 9.11). Trimethylindium, triethylgallium and trimethyalmoiim were used as group Il
precursors while pure phosphine, pure arsine and 5% dilute arsineusesleas group V
precursors. The growth temperature of the whole device strucag90 °C. First, a 0.5 um-
thick undoped InP buffer layer followed by a 1.0 um-thick bottom InP cbidger n-type
doped to n=1.5x¥8cm™ was grown. Then the active region was grown, consisting of 25 stacks
of InAs QD/InGaAs QW layers with 29 nm InAlAs barrier layeFbe 3.5 nm-InGaAs QW layer

on top of each QD layer had a doping level of n=1%%8°. Finally, we grew a 0.5 pm-thick
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top InP contact layer doped to n=1.5¥tt>. The InAs QDs on the InAlAs barrier layers were
obtained by self-assembly based on the Stranski-Krastanow elpgeoiidh mode. The nominal
QD growth rate was 0.5 monolayer per second (ML/s) and the gtomghvas 3.6 seconds with
70 sccm of TMIn flow rate.

An array of 400x400 pfndetector mesas was fabricated using conventional
photolithography, dry etching with electron cyclotron resonance veactn etching, and lift-off
techniques in order to test the characteristics of the devicé%/Ali bottom and top metal
contacts were made via e-beam metallization, lift-off, and/ialipat 400°C for 2 minutes. The
sample was then mounted to a copper heatsink and attached to the cold finggridfrétiogen

cryostat equipped with a temperature controller.
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Figure 9.12. (a) Photoresponses at different temperatures for -asy (b) photoresponses at
different temperatures for -5 V applied bias and -2 V for roonpésature (RT). The inset

shows the photoresponses measured at RT for various biases.

We observed the spectral response at several temperatures aed laipgkes by using a

Fourier transform infrared spectrometer in the normal incidenceigowafion without any
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optical coupling structures (Figure 9.12). In this device structure,thetinAs QD layers and
InGaAs QW layers are involved in the infrared absorption process.cdtipling of QDs and
QWs has been used in other QDIP device structures, such as eoelh(®WELL)®"**where
the intersubband transition occurs between the hybrid states @figihéum dot and the quantum
well. In our device structure, we believe the initial state is not nedgdsam a localized “pure”
guantum dot state but from a delocalized “mixed” state of thatgm well and the quantum dot
as shown in the inset of Figure 9.12(a). At an applied bias of theve are two peaks, around
3.2um and 4.1um as shown in Figure 9.12(a).

The intensity of the peak around 3u2 does not increase significantly as the temperature
increases. The peak around 3ud comes from a bound-to-continuum transition where the
electrons are photo-excited from the ground state to a continuunastdépicted in the inset of
Figure 9.12(a). That is the reason why the increase of the rtaim@e does not improve the
photoresponse around 3uPn. On the other hand, the photoresponse aroungm.increases
significantly with the temperature because it comes from a btmtbhdund transition in the InAs
QD/GalnAs QW hybrid states and thus the temperature can helphtite-excited electrons
escape to the continuum as depicted in the inset of Figure 9.12(agll EEmperatures except
room temperature, at an applied bias of -5 V (-2 V for room tempejathe peak around 4.1
um was dominant in the spectral response, as shown in Figure 9.12€l9trdng sensitivity to
the applied bias is another indicator that the transition of the photiz@electrons takes place
between bound states of the QD/QW hybrid.

The peak responsivity (R which is a measure of the photocurrent response per unit

optical power, was measured as a function of bias and temperatshewn in Figure 9.13(a).
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The responsivity increased with temperature from 120 K to 200 Ktanéd decreasing above
200 K. The peak responsivity was measured to be 822 mA/W at 150 K andnrE)DIPs or
QWIPs, the photocurrent can increase or decrease with thertgorpedepending on whether

the relaxation to the lower state or the escape to the continuum state is favorabl
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Figure 9.13. (a) Peak responsivity at different temperaturesfascaon of applied bias; (b)

Dark current density at different temperatures as a function of applied bias.

Above a certain temperature, the adverse thermal incredise mdlaxation of the photo-
excited electrons back to the lower state dominates any impemtémescap@. In our system,
that turnover is believed to take place at around 200 K, above whictespensivity starts
decreasing with increasing temperature.

The dark current density of this device was measured as fundfobgs and temperature
(Figure 9.13(b)). A remarkably low dark current density was obtamelis device. At 200 K

and -5 V, the dark current density was measured to be 163 MmAftigh dark current usually
limits the capability for high temperature operation in photoconductbeyefore, it is crucial to

achieve a low dark current with a reasonable photocurrent at higletature. In QDIPs, low
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dark currents can be engineered by introducing a current blockjeg’®laBut this current
blocking layer will also decrease the photocurrent because thecdadnt and photocurrent
follow the same transport path. In our device, the QD layers dectleadark current without
significantly compromising the photocurrent. We think the InAs QDrkaget as mobility traps
for the dark carriers, but do not seriously affect the escape of the photo-eacitersc
The specific detectivity (D*), which is calculated byAR’lellz, was obtained from the measured
peak responsivity, the illuminated area of the detector (A), and dersgty spectra (S) (Figure
9.14). The noise spectra were measured with a fast Fourierotransignal analyzer and a low

noise pre-amplifier. The maximum D* of X80" cmHZ'¥W was measured at 120 K. The room

temperature detectivity was80’ cmHZ/2/W.
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Figure 9.14. Maximum detectivity at different temperatures.
Another important device parameter is the quantum efficiegjcyvhich can be obtained

from the relatiom=Rphv/qg where hv is the incoming photon energy, q is the charge of the

carrier, and g is the photoconductive gain. As a good approximation, the noisaigde used
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instead of the photoconductive g&inThe noise gain was extracted from the noigeafid dark
current (}) using the expression g&del. A very high quantum efficiency of 35 % was
obtained in this device for normal incidence. This high quantum eftigiemight be due to the
high oscillator strength for the normal incident light and a highenber of carriers available for
the absorption compared to conventional QDIPs where the number of phaozatiiers is
limited by the number of QDs.

In conclusion, we demonstrated a high-performance InAs quantum-dot/quaetlm
mid-infrared photodetector grown on InP substrate, which operates up tdeogarature. The
peak detection wavelength was observed at 4.1 um. The peak respoasd/ithe specific
detectivity at 120 K were 667 mA/W and 218" cmHZ/4W respectively. Low dark current

density and a high quantum efficiency of 35 % were obtained in this device.

9.2.3 Demonstration of high temperature operating QDWIP Focal Plane Array
(FPA)

Having the InAs/InGaAs/InAlAs/InP QDWIP structure discussediaspit was natural for us to
develop an infrared imaging system with FPA. The first demoistrat the QDWIP FPA was
mainly done by my colleague (S. TsHop 320x 256 focal plane array had 30 um pitch and 25
um x 25 um mesa detectors. A detailed fabrication steps and anedysise found in Ref. 97.
The focal plane array had a peak detection wavelength of 4 pespansivity of 34 mA/W, a
conversion efficiency of 1.1 %, and a noise equivalent temperatfieeedite of 344 mK at an

operating temperature of 120 K.
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Figure 9.15. Focal plane array imaging taken at 130K and 200K, whlals@ the maximum
operating temperature of the array.

The device’s low dark current density and the persistence of the phetaicup to room
temperature enabled the high temperature imaging as shownuire Fid5. Especially 200 K

was the highest operation temperature reported so far in QDIP- and QW4B-Hidss.

9.2.4 Improvement of InAs/InGaAs/InAlAs/InP QDWIP device performance via
guantum dot engineering

After high performance InAs/InGaAs/InAlAs/InP QDWIP was demiaist for the first
time, the efforts to improve the device performance were itiedagh quantum dot engineering.
The quantum dot engineering is meant by the process of chahgisbdpe, size and density of
the quantum dots with growth conditions. In the section of 9.2.1, the varioushgromditions
for InAs quantum dots were discussed.

We optimized the InAs quantum dot growth condition by increasindidierate of the
trimethylindium (TMIn) from 70 sccm to 90 sccm. The size and terodi INnAs QDs were

increased as shown in Figure 9.16. Under both conditions, the QDs haweodabisize
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distribution. With a TMIn flow rate of 70 sccm, most of the quantum dots are the vdihksma
around 1 nm height. These smaller dots are indicated in Figure 9.h6 pgllow circle. For the
90 sccm-TMIn growth condition the number of large dots, indicated byreéld circle, is
significantly increased. Those QDs are about 20 nm in diameter and 4 nm in height.

The device grown with the bigger and denser QDs just described hadntieestructure
as our previous best device, namely 25 period-InAs QDs/InGaAs IQMA$ barriers/InP
substrate. The barrier, spacer, and QW thicknesses were kepmntlee & were the doping
levels. Only the QD growth conditions were changed as desaiii®ee. The InGaAs QWSs are
3.5 nm thick with 1x18cm doping. The InP contact layers have a doping level of 18xh0
3. The schematic diagram of the device structure was same as the one désdtigere 9.11.
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0.75

0.25

0.25

Figure 9.16. AFM images of the InAs quantum dots on InAlAs with iffegrowth rates (left)

TMIn 70 sccm and 3.6 s; (right) TMIn 90 sccm and 3.6 s.

After the test mesas were fabricated, the temperature dagetevice performance of
this device structure with the new QD growth conditions was unedsThe photoresponse was
very similar to that of the previous best result and with a petdctilen wavelength at 4um as

shown in Figure 9.17.
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Figure 9.17. Comparison of the normalized photoresponses at 150 K anffet \QDWIPs

with 70 sccm and 90 sccm InAs QDs.

The reason that the peak detection wavelength did not change was that the gteunfd st

the hybridized state might be so slightly changed that theggrseparation between the

hybridized ground state and quantum well excited state did not change siglyificant
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Figure 9.18. Performance of a QDWIP device with 90 sccm InAs. (I2ft) peak responsivity

at different temperatures as a function of applied bias; (rigbk detectivity at different

temperatures as a function of applied bias.
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The device performances were measured at different temparasiegefunction of applied bias.
At 150 K, the specific detectivity was 5.7426mHZ*/W and the quantum efficiency was 48 %.
The specific detectivity was 3.8-AMHZ"4W at 200 K. Even though the peak responsivity did
not change very much compared with that of QDWIP with 70 sccm InBs, ¢he quantum
efficiency was improved from 35 % to 48 %. The bigger and denserQi#s caused basically
two changes in the device operation. One is the change of the elestrocicre of QD-QW
system. The strength of the hybridization might be strongérd case of the bigger and denser
QDs buried in QW. The stronger hybridization is possible to induoagsr oscillator strength.
The other change occurs in the transport of the photoexcited electrbes.stionger
hybridization might shift the ground and excited state slightlyrdew that the photoexcited
electrons should overcome the higher tunneling barrier at any applied bias.
The stronger oscillator strength and higher tunneling barriehtrégult in the higher quantum
efficiency and lower photoconductive gain respectively. Thereforgasipeak responsivity was
observed from two devices because the higher quantum efficiency osred Dain are
compensated.

InAs QD @ _— A nasap i A

Higher tunneling barrier
| _L |__ Stronger oscillator strength
A— pr—

Figure 9.19. Schematic diagram show how the quantum efficiencytrendeight of the

tunneling barrier increase with bigger and denser InAs QDs buried in InGaAs QW.
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In conclusion, we investigated adjusting the quantum dot growth condititims device.
The new quantum dot growth condition improved the infrared absorption |gadihg increase
of the detectivity and quantum efficiency. We think the larger dartser InAs quantum dots
could increase the interaction with the InGaAs quantum well thraughger hybridization. The
stronger mixture of QD and QD states may result in strongalabsr strength for normal
incident light. This situation is not applicable to a pure quantum ykiers, where smaller

guantum dots are desired for higher oscillator strengths.

9.2.5 Comparison between QWIP and QDWIP

In order to better understand the device operation of QDWIP, theedeerformance of
QWIP and QDWIP will be compared in this section. First, the phqgioreses of QWIP and

QDWIP were compared at the various conditions.

Normalized photoresponse (a.u.)
Normalized photoresponse (a.u.)

T 77T T T T T T T —T—TT 77T T 7T T T T
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Figure 9.20. Comparison of the photoresponses from QDWIP and QDIFPatsvemperature
and applied bias. (a) The bias-dependent photoresponses at 150 K fronP @R)Whe bias-
dependent photoresponses at 150 K from QWIP (c) The temperature-degeraterdsponses

at -1V from QDWIP (d) The temperature-dependent photoresponses at -1 V from QWIP

The photoresponses from QDWIP and QWIP were very differentvabilas and/or high
temperature while they were similar at high bias and/or tagiperature. This difference in the
photoresponses came from the difference in the energy leveleearddape of the photoexcited
electrons. The energy levels of InGaAs QW/InAlAs barrieremealculated using single-band
effective mass approximation with with,#0.041m, m,=0.075m, and V=473 meV. The
intersubband transitions in INnGaAs QW were supposed to be bound-to-quasibaositidtrand

bound-to-continuum transition as described in Figure 9.19.
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continuum state
INAIAS \uuueennnndleagnns ennnsnnnnn 380 meV~3.25 ym
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473 meV
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I 177 meV

3.5 nm-InGaAs QW

Figure 9.21. Schematic diagram of calculated energy levelpassible intersubband transitions

of InGaAs QW/InAlAs barrier.

Compared to the photoresponse of the QWIP, the QDWIP had the photorespankes
were more sensitive to the bias and temperature. In case & QWélphotoexcited electrons are
easily escaped from QWs and transport through the device. In thWgIRQCthe bias and
temperature sensitive photoresponse could be explained with the diftsicage path of the
photoexcited electrons.

Another difference between QWIP and QDWIP was the activatiomggeatracted from
the dark current as shown in Figure 9.27. We assumed that above highatenepsuch as 100
K, the dark current of the devices was generated by the therngomgsion from QW and
QD/QW system. The activation energy of QDWIP was higher thanaf QWIP by around 100
meV. This indicated that the Fermi level of QDWIP was much tatvan that of QWIP by

around 100 meV.
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Figure 9.22. Comparison of the activation energy between QWIP andI@DMaiich were

extracted the temperature dependent dark currents as a function of bias.

From the differences in the experimental data such as the ppmoses and activation
energy, the QDWIP photocurrent is therefore mainly due to escape from a baarevstaif the
original excitation may have been to a quasi bound level as inWHE.Qn the previous section,
it was said that the electronic state of QD/QW systeas & hybrid state of QD and QW. Since
the energy level calculation of QD/QW system requires fulirdensional consideration, the 2-
dimensional approximation was made in order to model QD/QW system.

In order to model the QD/QW system, 2 nm-InAs layer was addedzaAs QW layer.
We assumed that the 2-dimensional InAs layer would play a simi&as 3-dimensional InAs
QD would in reality. In the calculation, the effective mass ofslteyer was used as 0.0% and
its potential was deeper by 80 meV than InGaAs QW'’s potential.rdhedt of the calculation
showed that the overall shift-down of energy levels and the quasibouadbstzame deeply

bound state in Figure 9.28. But the problem of this model is that gctualie active region, we
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can divide the active region into two regions such as QD and hggions as shown in Figure

9.28. We can speculate a following model.

INAIAS wusunsununsnnansnnsnannsnannunnnnnnnns
307 meV
l }98 meV
79 meV }
3.5mNTm
InGaAs QW 2 nm
InAs

—— <X _
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WL QD
Figure 9.23. (Top) Schematic diagram of calculated energyslefdnAs/InGaAs QW/InAlAs

/ P - »
Hybrid region a A P QD region
9 ™~

a /

barrier. The dotted line indicates the ground state of the InGaA8n@IAs barrier. (Bottom)

Two regions in the active region of the QDWIP: Intermediate (QW) region ar@@Dhegions.

The photoexcited electrons are generated in the hybrid region ighich pure quantum
well state but still hybrid state of QD/QW. And then the photegcelectrons fall into the QD
region which has a deeply bound state and stay there until they emcdpbecome the
photocurrent. Since the generated photoexcited electrons are bound, thdiaiglerequired to

have similar photocurrent than in case of QWIP.
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Another which should be noticed was that the ground state of the QB was lowered
from 177 meV to 79 meV by almost 100 meV. If the Fermi levehef @D/QW system were
determined mostly by the position of the ground state, then this capldire the higher

activation energy in QDWIP device. Even though this 2-dimensional approximation was not
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Figure 9.24. Peak responsivity as a function of temperature from QWIRPa(dfpDWIP (right).

accurate to model the QD/QW system, it proved the idea thanAlseQD layer could shift the
entire energy level down.

The benefit of the quantum dot in the device is the high temperatwaiopeThe peak
responsivities from QDWIP and QWIP were compared as a function of the apptied Bigure
9.24. The temperature dependent responsivity of QDWIP had a tendenngredse as a
function of temperature up to 260 K at -1 V and around 220 K at othershbielsiée the
responsivity of QWIP increased from 77 K to 180 K and decreased I&0nK to higher
temperature. The reason is because the relaxation time of RdWWInot change up to above
200 K and those of QWIP started to change from 180 K. This proveQDWEIP has a long

lived bound state for the photoexcited electrons.
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In conclusion, by inserting the InAs QDs in the InGaAs/INAAYIP structure, we were
able to achieve the higher temperature operation and higher biasti@pedue to the
hybridization of quantum dot and quantum well state. The new hylatielssivere shifted down
and the final state became the deeply bound state. The deeply boarfthdtat longer life time

than that of QWIP and thus the QDWIP had better temperature performance.

9.2.6 Lowering the operating bias for infrared imaging application

The motivation to lowering the operating bias is solely to optirtheeinfrared imaging
with FPA. A FPA is usually integrated with a ROIC (readot¢grated circuit) which is used to
multiplex or read out the signals from the detector elemeatsh ROIC has a different biasing
capability. In our case, the Indigo ISC9705 ROIC was hybridized to @WIQ FPA. The
problem came from a high optimum operating bias (x5 V) of our devsehvexceeds the bias
capability of the ROIC in use (-3 V). The modification of the RQéquires the work which
cannot be done in our current research. Another drawback of high opé&iating FPAS is high
power consumption. High power consumption is not desired in the space tamplifafferent
QDWIP structures were tested with the aim of decreasing the operating bia

First we will discuss the theoretical background of decredabmgperating bias while
minimizing any performance reductions. Then, the device stestamd their performance will
be discussed.

The operating bias is related to the transport of the cafebrstrons) inside the device
structures. The carriers include the dark carriers and photorsasiéch generate the dark- and

photo-currents respectively. In any case, the bias dependent currentislem the tunneling
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probability of the electron from the quantum confined states. The phgatis proportional to
the tunneling probability D(V, Hhw) where V is the voltage drop per period. For example, if 5
V is applied to a 50 period-device, V will be 0.1.

In the WKB approximation, D(V, #ho) is equal to

_ -4B 12
D(V,E, +hw) = eXF(:sehvj(zmb)

9.
[(H - E, 7@y = (H -V - E, - 10)*?] Eq(9.1)

where B is the barrier thicknessy, 8 the effective mass of the barrier, H is the barrierhteig
and B+7 o is the energy of the photoexcited electron. If we plot this equation astefuotV,

the tunneling probability strongly depends on V as shown in Figure 9.25.
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Figure 9.25. Tunneling probability as a function of the voltage drop per period.

By increasing the voltage drop per period or decreasing the ardeness, we can increase the
tunneling probability and thus the photocurrent. Another way to incraseottage drop is to
reduce the thickness of the active region by decreasing the number of periods.

We grew two device structures, one with a fewer periods and eanaith thinner

barriers (17.2 nm). The device structures are shown in Figure 9.26.
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Figure 9.26. Device structures to reduce operating bias. (a) iddl g@DWIP structure with

thick barriers; (b) 25 period-QDWIP with thinner barriers.

First, we grew the device structure with a 10 period-QD/QWeaategion. The other
device structural parameters such as the quantum dots, contxst éay barrier layers were
kept the same as in the previous best device except the thickrtbssgofantum well layer (3.7
nm). Second, we decreased the thickness of the InAlAs barriertddynbsalf and kept the same
number of QD/QW periods (25).

Due to the slightly thicker quantum well layers in the actagians, the peak detection
wavelength from both devices shifted to 4.2 um from 4.1 um of the predmises. The peak
responsivity showed higher values at smaller bias from the devibel@iperiods as shown in

Figure 9.27.
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Figure 9.27. (Left) relative photoresponses and (right) peak resporsivitg QDWIP devices

with 10 periods of thick barrier and 25 periods of thin barrier at 150 K.

At -2 V, the peak responsivity was 606 mA/W compared to 30 mA/W asdhee bias
from the previous best device. In terms of the voltage drop per perigdn-a 10-period device
corresponded to -5 V in 25-period device. Actually the peak responsivit@-period current

device at -2 V and 25-period best device at -5 V are similar.
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Figure 9.28. (Left) detectivity and (right) quantum efficierafythe QDWIP devices with 10

periods of thick barrier and 25 periods of thin barrier at 150 K.
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For the 10-period device, the detectivity was calculated to be™sttHZ4W and the
guantum efficiency was 25 % at -2.4 V. For the 25-period device with lhrriers, the
performance was not good because the thinner barriers are more blelnerathe noise
generated from the device.

We conclude that using thinner barriers is not a good approackducer¢he operation
bias because it compromised the device performance significabtly.the other hand,
optimization of the number of layers seems promising as an appimaebuce the operating
bias. The performance was as good as the previous best, but weillcanpsbve it by

optimizing other device structure parameters.
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10 Conclusions and Future work

The objective of this work was the combination of the experiments, imgdmd their
analyses of the QDIP devices in order to achieve the high penfime and high operating
temperature for infrared imaging application.

As of the theoretical modeling part, the energy levels andaiscistrengths have been
calculated via single band effective mass envelope function methepomf&vity and dark
current also have been modeled by detailed balance equation cogsiderenergy levels of the
guantum dots. Especially it was found that the decrease of the rie#yoas a function of
temperature was related to the increase of the relaxatierofahe photoexcited carriers. A
theory of diffusion and recombination which was an attempt to explaihigh values of gain in
QDIPs was developed. The analysis was carried out on one of tifs @&sed on the developed
theoretical modeling.

As of the experimental part, In(Ga)As quantum dots with diffemeattix materials were grown
and optimized by MOCVD with various conditions. The focus has been mad¢he
development of InAs/InP based MWIR-QDIP. We optimized the growth tondiof the InAs
QDs such as the growth rate, V/IlI ratio and ripening timdn viiked QD growth temperature
(440 °C). The matrixes we studied were 1 nm-GaAs, 1 nm-GaAs/3 niAdrahd GaP on InP
buffer layers. We investigated two kinds of MWIR-InP based QDMéctires based on InAs
QDs grown on InP substrates. Those QDIP structures based ¢mA&@Ds grown at low
temperature had a peak detection wavelength around 4~5 pm andtiiteteound ~%10°

cmHZ4W at 77 K.
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In order to overcome the difficulties related to controllingde&ction wavelength and
poor performance due to low material quality, the new device stesctuilizing the quantum
well and quantum dot have been developed. The device structure whitdinveel as quantum
dot quantum well infrared photodetector (QDWIP) had 25-period InAs @&dawvhich were
grown on lattice-matched InAlAs barrier and covered with lattiegchred InGaAs quantum well
on InP substrate. The peak detection wavelength was observed at 4.hqup@ak responsivity
and the specific detectivity at 120 K were 667 mA/W an&208 cmHZ/4wW respectively. A
high quantum efficiency of 35 % was obtained in this device. Duantallrk current density, a
detectivity of &10" cmHZ"W could be obtained even at room temperature. Based on the

developed QDWIP, we demonstrated a 32P56 focal plane array which could operate up to
200 K.

By increasing the size and density of InAs QDs in InAs/AsAinGaAs/InP QDWIP, the
guantum efficiency was improved from 35 % to 48 %. We think the laagdrdenser InAs
guantum dots could increase the interaction with the InGaAs quantunthnaligh stronger
hybridization. The stronger mixture of QD and QD states nesylt in stronger oscillator
strength for normal incident light. We also demonstrated QDWIRceenvorking at lower bias
in order to be optimized in FPA application.

Our ultimate goal in the research on the quantum dot based infraredigiector is the
realization of room temperature operation maintaining high performsuate as high quantum
efficiency and detectivity. In order to achieve the goal, we shimdus on the improvement of
the interface between the quantum dot and an adjacent cappingvldaghrcan be a quantum

well layer or a barrier layer. In the system where quantus atet coupled with quantum wells,



199
a slightly different approach should be made. Defect issues at&zbevith multiple stacking
should be addressed and solved. With developed methods to improve the dédegésnamber
of stacks might be possible without degrading the device performiamegurally translates into

higher QE, D* and operating temperature.
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12 Appendix

12.1 Quantum dot energy level and wavefunction calcul&n under bias

[* to run the program, type gcc -c filenamel.c */
[* gcc filenamel.o -o filename2 -Igsl -Igsicblas -Im */
[* then execute with ./filename2 */

/* Be careful : divide the matrix par 10000 before using it */

#include <stdio.h>

#include <gsl/gsl_sf bessel.h>
#include <gsl/gsl_integration.h>
#include <gsl/gsl_math.h>
#include <gsl/gsl_matrix.h>

#include <math.h>

/* GalnAs QD on GalnP barrier on GaAs substrate */
[* length unit is Bohr radius 0.529177A */
[* energy unit is Rydberg 13.6058 eV */

/* Ga_0.348In_0.652As lattice constant 5.917A 2ML */

[* geometric parameters */

206
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#define R_C 1511.78150 /* Radius of boundary cylinder 4*r_QD */
#define H_C 604.71264 /* height of boundary cylinder 8*h_QD */
#define h_OQD 0 [* distance of the QD from the center of the cylinder */
#define r_QD 377.94538 /* base radius of quantum dot 20nm */
#define h_QD 75.58908 /* height of quantum dot 4nm */
#define Radius_QD 982.65798 /* Radius_QD (r_QD*r_QD+h_QD*h_QD)/(2*h_QD) */

#define h_WL 8.38614 /* 1.5 ML GalnAs */

[* physical parameters */

#define m_B 0.11 [* effective mass of GalnP barrier */

#define m_W 0.05 [* effective mass of GalnAs quantum dot */

#define V_0 0.05144865 /* conduction band offset between GalnAs and GalnP 0.70eV */

[* calculation parameters */

#define N_| 10 [* number of sinus functions */
#define N._m 3 /* number-1 of bessel functions */
#define N_n 10 [* number of zeros pro bessel function */
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[* Z_rho(r) calculation of the height of the QD according to r */

double Z_rho(double r)

{

return sqrt(Radius_QD*Radius_QD-r*r) - sqrt(Radius_QD*Radius_QD-r_QD*r; QD)

/* Radial function R_0O(r,K,m) */

double R_0O(double r,int m,double K)

{

return gsl_sf _bessel Jn(m,K*r);;

*R_1(r,K,m) */

double R_1(double r,int m,double K)

{

return gsl_sf _bessel Jn(m-1,K*r) - gsl_sf bessel Jn(m+1,K*r);

[* function F_II'H(z) with la=I and lb=I" */



double F_lalbH(double z,int la,int Ib,double H)
{
double a;
if (lal=Ib)
a = 1/(M_PI*(la+lb)) * (sin((la+lb)*M_PI*(0.5-(z+H)/H_C)) - sin((la+JM_PI*(0.5-
H/H_C)))
- 1/(M_PI¥(la-Ib)) * (sin((la-Ib)*M_PI*(0.5-(z+H)/H_C)) - sin((la-IbM_PI*(0.5-
H/H_C)));
else
a = 1/(M_PI*(la+lb)) * (sin((la+lb)*M_PI*(0.5-(z+H)/H_C)) - sin((la+JM_PI*(0.5-
H/H_C)))
+2/H_C;

return a;

[* function G_II'H(z) with la=I and Ib=I" */

double G_lalbH(double z,int la,int Ib,double H)

{

double a;

if (lal=Ib)
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a = - 1/(M_PI(la+lb)) * (sin((la+lb)*M_PI*(0.5-(z+H)/H_C)) - sin((la}*M_PI*(0.5-
H/H_C)))
- 1/(M_PI*(la-Ib)) * (sin((la-Ib)*M_PI*(0.5-(z+H)/H_C)) - sin((la-IbM_PI*(0.5-
H/H_C)));
else
a = - 1/(M_PI*(la+lb)) * (sin((la+lb)*M_PI*(0.5-(z+H)/H_C)) - sin((la}*M_PI*(0.5-
H/H_C)))
+2/H_C;
return a;

}

/* Croneker function */

double Crodelta(int a,int b)
{
double c;
if(a==Db)
c=1.0;
else
c=0.0;
return c;

}
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[* structure of parameters for the integrands BInl'n',mi */

struct |_params {int la;int Ib;int m;int na;int nb;double Kmna;double Kmnb;double

Cmnanb;double F_WL;double G_WL;};

/* Integrand in QD */

double I_QD(double r,void *p)

{
struct |_params *params=(struct |_params *)p;
int la=(params->la);
int Ib=(params->Ib);
int m=(params->m);
int na=(params->na);
int nb=(params->nb);
double Kmna=(params->Kmna);
double Kmnb=(params->Kmnb);
double Cmnanb=(params->Cmnanb);

return -V_0*Cmnanb*r*R_0(r,m,Kmna)*R_0(r,m,Kmnb)*F_lalbH(Z_rho(r),la,lb,h_OQD)
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+ (1/m_W-1/m_B)*Cmnanb *
(Kmna*Kmnb/4*r*R_1(r,m,Kmna)*R_1(r,m,Kmnb)*F_lalbH(Z_rho(r),la,lb,h_OQD)

+ m*m/r*R_0(r,m,Kmna)*R_0(r,m,Kmnb)*F_lalbH(Z_rho(r),la,Ib,h_OQD)

+
M_PIM_PI*la*lb/(H_C*H_C)*r*R_0(r,m,Kmna)*R_0(r,m,Kmnb)*G_lalbH(Z_rho(r),la,lb,h_
OQD));

}

/* Integrand in WL */

double I_WL(double r,void *p)

{
struct |_params *params=(struct |_params *)p;
int la=(params->la);
int Ib=(params->Ib);
int m=(params->m);
int na=(params->na);
int nb=(params->nb);
double Kmna=(params->Kmna);
double Kmnb=(params->Kmnb);
double Cmnanb=(params->Cmnanb);

double F_WL=(params->F_WL);
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double G_WL=(params->G_WL);
return (1/m_W-1/m_B)*Cmnanb *
(Kmna*Kmnb/4*F_WL*r*R_1(r,m,Kmna)*R_1(r,m,Kmnb)

+ m*m/r*R_0(r,m,Kmna)*R_0(r,m,Kmnb)*F_WL);

}

[* e Function main ---------- */
int

main (void)

{

char filename[13]; /* output filename */
int e,m,la,lb,na,nb,n;
double alphamna,alphamnb,Kmna,Kmnb,Jmna,Jmnb,Cmnanb,F_WL,G_WL,matrixelement;
double alphamn[N_n];
double result1,result2,result3,errorl,error2;
for(e=-10;e<1l;e++)
{
[* constant electric field along the z-axis, in E5 Volt */
E el=¢e*0.2;
for(m=0;m<N_m;m++)

{
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gsl_matrix *A_m,;
int dim=N_I*N_n;

A_m = gsl_matrix_alloc(dim,dim); /* create a matrix */

[* calculation of the alphamn */

for(n=1;n<N_n+1;n++)

{
alphamn[n-1] = gsl_sf_bessel_zero_Jnu(m,n);
}
for(na=1;na<N_n+1;na++)
{
for(nb=1;nb<na+1;nb++)
{

alphamna = alphamn[na-1];

alphamnb = alphamn[nb-1];

Kmna = alphamna/R_C;

Kmnb = alphamnb/R_C;

Jmna = gsl_sf_bessel_Jn(m+1,alphamna);
Jmnb = gsl_sf _bessel_Jn(m+1,alphamnb);

Cmnanb = 2/(R_C*R_C*Jmna*Jmnb);

if (na==nb)
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for(la=1;la<N_I+1;la++)
{
for(Ib=1;lb<la+1;lb++)
{
F_WL = F_lalbH(h_WL,la,lb,h_OQD-h_WL);

G_WL = G_laloH(h_WL,la,Ib,n_OQD-h_WL);

[* calculation of the intergrals */

gsl_integration_workspace *wl=gsl_integration_workspace_alloc (1000);
gsl_integration_workspace *w2=gsl_integration_workspace_alloc (1000);

struct |_params params={la,|b,m,na,nb,Kmna,Kmnb,Cmnanb,F_WL,G_WL};

gsl_function F1;
F1.function = &I_QD;

Fl.params=&params;

gsl_function F2;
F2.function = &I_WL,

F2.params=&params;



216
gsl_integration_qag(&F1,0,r_QD,1le-10,1e-
10,1000,GSL_INTEG_GAUSS61,w1l,&resultl,&errorl);
gsl_integration_qag(&F2,0,R_C,1le-10,1e-
10,1000,GSL_INTEG_GAUSS61,w2,&result2,&error2);

result3 = R_C*R_C/2*Jmna*Jmna,;

/* calculation of the matrix element AlnlI'n',m */

matrixelement = 1/m_B * (Kmna*Kmna + (M_PI*M_PI*la*la)/(H_C*H_C)) * Croda{ta,lb)
+ resultl
+ result2
- V_0*Cmnanb*F_WL*result3

+ (1/m_W-1/m_B)*M_PI*M_PI*la*lb/(H_C*H_C)*Cmnanb*G_WL*result3;

/* bias */

lalb = (la+lb)/2;
lalb = la+lb - 2*lalb;
if(lalb==1)
{
lad = la;

Ibd = Ib;
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matrixelement = matrixelement
+ 2*E_el*H_C/(M_PI*M_PI1)*(1/((lad-lbd)*(lad-Ibd)) -
1/((lad+Ibd)*(lad+Ibd)))

*0.529177/13.6058*0.00001;

}

/* matrixelement is multiplied by 10000 in order not to have inaccurate appraximati

while displaying */

matrixelement = matrixelement * 10000;

[* construction of the symetric matrix */

gsl_matrix_set(A_m,N_I*(na-1)+(la-1),N_I*(nb-1)+(Ib-1),matrixelement)

gsl_matrix_set(A_m,N_I*(nb-1)+(Ib-1),N_I*(na-1)+(la-1),matrixelenient

[* release memory */

gsl_integration_workspace_free(wl);

gsl_integration_workspace_free(w?2);
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else

for(la=1;la<N_I+1;la++)

{
for(lb=1;lb<N_I+1;lb++)

{

F_WL = F_lalbH(h_WL,la,lb,n_OQD-h_WL);

G_WL = G_lalbH(h_WL,la,Ib,n_OQD-h_WL);

[* calculation of the intergrals */

gsl_integration_workspace *wl=gsl_integration_workspace_alloc (1000);

gsl_integration_workspace *w2=gsl_integration_workspace_alloc (1000);

struct |_params params={la,|b,m,na,nb,Kmna,Kmnb,Cmnanb,F_WL,G_WL};

gsl_function F1;

F1.function = &I_QD;

Fl.params=&params;

gsl_function F2;
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F2.function = &I_WL,

F2.params=&params;

gsl_integration_qag(&F1,0,r_QD,1e-10,1e-

10,1000,GSL_INTEG_GAUSS61,w1l,&resultl,&errorl);

gsl_integration_qag(&F2,0,R_C,1le-10,1e-

10,1000,GSL_INTEG_GAUSS61,w2,&result2,&error2);

/* calculation of the matrix element AlnlI'n',m */

matrixelement = resultl + result2;

/* matrixelement is multiplied by 10000 in order not to have inaccurate appraximati

while displaying */

matrixelement = matrixelement * 10000;

[* construction of the symetric matrix */

gsl_matrix_set(A_m,N_I*(na-1)+(la-1),N_I*(nb-1)+(Ib-1),matrixelement)

gsl_matrix_set(A_m,N_I*(nb-1)+(Ib-1),N_I*(na-1)+(la-1),matrixelenient
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[* release memory */

gsl_integration_workspace_free(wl);

gsl_integration_workspace_free(w?2);

[* print matrix the easy way */

printf("e=%d Matrix m=%d\n",e,m);
sprintf(filename,"m_e%d_m%d.dat",e,m);
FILE *s=fopen(filename,"wb");
gsl_matrix_fprintf(s,A_m,"%f");

fclose(s);

[* release memory */

gsl_matrix_free(A_m);
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12.2 Double quantum dot energy level and wavefunctionadculation under

bias

[* to run the program, type gcc -c filenamel.c */
[* gcc filenamel.o -o filename2 -Igsl -Igsicblas -Im */

/* then execute with ./filename2 */

#include <stdio.h>

#include <gsl/gsl_sf bessel.h>
#include <gsl/gsl_integration.h>
#include <gsl/gsl_math.h>
#include <gsl/gsl_matrix.h>

#include <math.h>

/* GalnAs QD on GalnP barrier on GaAs substrate */
/* length unit is Bohr radius 0.529177A */
[* energy unit is Rydberg 13.6058 eV */

/* Ga_0.348In_0.652As lattice constant 5.917A 2ML */
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[* geometric parameters */

#define R_C 1511.78150 /* Radius of boundary cylinder 4*r_QD */

#define H_C 302.35630 /* height of boundary cylinder 4*h_QD */

#define h_OQD 94.48634 [* distance of the QD from the center of the cylinder */
#define r_QD 377.94538 [* base radius of quantum dot 20nm */

#define h_QD 75.58908 /* height of quantum dot 4nm */

#define Radius_QD 982.65798 /* Radius_QD (r_QD*r_QD+h_QD*h_QD)/(2*h_QD) */

#define h_WL 8.38614 /* 1.5 ML GalnAs */

[* physical parameters */

#define m_B 0.11 [* effective mass of GalnP barrier */

#define m_W 0.05 [* effective mass of GalnAs quantum dot */

#define V_0 0.05144865 /* conduction band offset between GalnAs and GalnP 0.70eV */

#define E_el O /* constant electric field along the z axis, in E5 Volt */

[* calculation parameters */

#define N_| 10 [* number of sinus functions */

#define N_m 1 [* number of bessel functions */



223

#define N_n 10 [* number of zeros pro bessel function */

[* Z_rho(r) calculation of the height of the QD according to r */

double Z_rho(double r)

{

return sqrt(Radius_QD*Radius_QD-r*r) - sqrt(Radius_QD*Radius_QD-r_QD*r; QD)

/* Radial function R_0(r,m,K) */

double R_0O(double r,int m,double K)

{

return gsl_sf _bessel Jn(m,K*r);;

/*R_1(r,m,K) */

double R_1(double r,int m,double K)

{
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return gsl_sf _bessel Jn(m-1,K*r) - gsl_sf bessel Jn(m+1,K*r);
}
[* function F_II'H(z) with la=I and lb=I" */
double F_lalbH(double z,int la,int Ib,double H)
{

double a;

if (la!=lb)

a = 1/(M_PI*(la+lb)) * (sin((la+b)*M_PI*(0.5-(z+H)/H_C)) - sin((la+)iM_PI1%(0.5-
H/H_C)))
- 1/(M_PI*(la-Ib)) * (sin((la-Ib)*M_PI*(0.5-(z+H)/H_C)) - sin((la-IbM_PI*(0.5-

H/H_C)));

else

a = 1/(M_PI*(la+lb)) * (sin((la+lb)*M_PI*(0.5-(z+H)/H_C)) - sin((lat)iM_PI1%(0.5-
H/H_C)))
+2z/H_C;

return a;
}
[* function G_II'H(z) with la=I and Ib=I" */
double G_lalbH(double z,int la,int Ib,double H)
{

double a;

if (lal=Ib)



225
a = - 1/(M_PI(la+lb)) * (sin((la+lb)*M_PI*(0.5-(z+H)/H_C)) - sin((la}*M_PI*(0.5-
H/H_C)))
- 1/(M_PI*(la-Ib)) * (sin((la-Ib)*M_PI*(0.5-(z+H)/H_C)) - sin((la-IbM_PI*(0.5-
H/H_C)));
else
a = - 1/(M_PI(la+lb)) * (sin((la+lb)*M_PI*(0.5-(z+H)/H_C)) - sin((la}*M_PI*(0.5-
H/H_C)))
+2/H_C;
return a;
}
/* Croneker function */
double Crodelta(int a,int b)
{
double c;
if(a==b)
c=1.0;
else
c=0.0;

return c;



[* structure of parameters for the integrands BInl'n',mi */

struct |_params {int la;int Ib;int m;int na;int nb;double Kmna;double Kmnb;double

Cmnanb;double F_WL1;double F_WL2;double G_WL1;double G_WL2;};

/* Integrand in QD */
double I_QD(double r,void *p)
{

struct |_params *params=(struct |_params *)p;

int la=(params->la);

int Ib=(params->Ib);

int m=(params->m);

int na=(params->na);

int nb=(params->nb);

double Kmna=(params->Kmna);

double Kmnb=(params->Kmnb);

double Cmnanb=(params->Cmnanb);

return -V_0*Cmnanb*r*R_0(r,m,Kmna)*R_0(r,m,Kmnb)*(F_laloH(Z_rho(r),la,lb,-
h_OQD)+F_lalbH(Z_rho(r),la,lb,h_0OQD))

+ (1/m_W-1/m_B)*Cmnanb *

(Kmna*Kmnb/4*r*R_1(r,m,Kmna)*R_1(r,m,Kmnb)*(F_lalbH(Z_rho(r),la,lb,-

h_OQD)+F_lalbH(Z_rho(r),la,lb,h_0OQD))
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+ m*m/r*R_0(r,m,Kmna)*R_0(r,m,Kmnb)*(F_lalbH(Z_rho(r),la,lb,-
h_OQD)+F_lalbH(Z_rho(r),la,lb,h_0OQD))
+
M_PIM_PI*la*Ib/(H_C*H_C)*r*R_0(r,m,Kmna)*R_0(r,m,Kmnb)*(G_lalbH(Z_rho(r),la,lb,-
h_OQD)+G_lalbH(Z_rho(r),la,lb,h_0OQD)));

}

/* Integrand in WL */

double I_WL(double r,void *p)

{
struct |_params *params=(struct |_params *)p;
int la=(params->la);
int Ib=(params->Ib);
int m=(params->m);
int na=(params->na);
int nb=(params->nb);
double Kmna=(params->Kmna);
double Kmnb=(params->Kmnb);
double Cmnanb=(params->Cmnanb);
double F_WL1=(params->F _WL1);
double F_WL2=(params->F_WL2);

double G_WL1=(params->G_WL1);



228

double G_WL2=(params->G_WL2);

return (1/m_W-1/m_B)*Cmnanb *
(Kmna*Kmnb/4*(F_WL1+F _WL2)*r*R_1(r,m,Kmna)*R_1(r,m,Kmnb)

+ m*m/r*R_0(r,m,Kmna)*R_0(r,m,Kmnb)*(F_WL1+F_WL2));

}

[* e Function main ---------- */
int

main (void)

{

char filename[20]; /* output filename */

int m,la,lb,lalb,na,nb,n;

double
lad,Ibd,alphamna,alphamnb,Kmna,Kmnb,Jmna,Jmnb,Cmnanb,F WL1,F WL2,G_WL1,G_WL2,
matrixelement;

double alphamn[N_n];

double resultl,result2,result3,errorl,error2;

for(m=0;m<N_m;m++)

{
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gsl_matrix *A_m,;
int dim=N_I*N_n;

A_m = gsl_matrix_alloc(dim,dim); /* create a matrix */

[* calculation of the alphamn */

for(n=1;n<N_n+1;n++)

{

alphamn[n-1] = gsl_sf bessel zero_Jnu(m,n);

for(na=1;na<N_n+1;na++)
{
for(nb=1;nb<na+1;nb++)
{
alphamna = alphamn[na-1];
alphamnb = alphamn[nb-1];
Kmna = alphamna/R_C;
Kmnb = alphamnb/R_C;
Jmna = gsl_sf_bessel_Jn(m+1,alphamna);
Jmnb = gsl_sf_bessel_Jn(m+1,alphamnb);

Cmnanb = 2/(R_C*R_C*Jmna*Jmnb);
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if (na==nb)
{
for(la=1;la<N_I+1;la++)
{
for(lb=1;Ib<la+1;Ib++)
{
F WL1=F lalbH(h_WL,la,lb,-h_OQD-h_WL);
F WL2 =F_lalbH(h_WL,la,lb,h_OQD-h_WL);
G_WL1 =G _lalbH(h_WL,la,lb,-h_OQD-h_WL);

G_WL2 = G_lalbH(h_WL,la,lb,h_OQD-h_WL);

[* calculation of the intergrals */

gsl_integration_workspace *wl=gsl_integration_workspace_alloc (1000);

gsl_integration_workspace *w2=gsl_integration_workspace_alloc (1000);

struct |_params

params={la,Ib,m,na,nb,Kmna,Kmnb,Cmnanb,F_WL1,F WL2,G_ WL1,G_WL2};

gsl_function F1;

F1.function = &I_QD;
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Fl.params=&params;

gsl_function F2;
F2.function = &I_WL,

F2.params=&params;

gsl_integration_qag(&F1,0,r_QD,1le-10,1e-
10,1000,GSL_INTEG_GAUSS61,w1l,&resultl,&errorl);

gsl_integration_qag(&F2,0,R_C,1le-10,1e-
10,1000,GSL_INTEG_GAUSS61,w2,&result2,&error2);

result3 = R_C*R_C/2*Jmna*Jmna,;

/* calculation of the matrix element AlnlI'n',m */

matrixelement = 1/m_B * (Kmna*Kmna + (M_PI*M_PI*la*la)/(H_C*H_C)) *
Crodelta(la,lb)
+ resultl
+ result2
-V_0*Cmnanb*(F_WL1+F_WL2)*result3
+ (1/m_W-

1/m_B)*M_PI*M_PI*la*lb/(H_C*H_C)*Cmnanb*(G_WL1+G_WL2)*result3;
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/* bias */

lalb = (la+lb)/2;

lalb = la+lb - 2*lalb;

if(lalb==1)
{
lad = la;
lbd = Ib;

matrixelement = matrixelement

+ 2*E_el*H_C/(M_PI*M_PI)*(1/((lad-Ibd)*(lad-lbd)) -

1/((lad+Ibd)*(lad+Ibd)))

*0.529177/13.6058*0.00001;

[* construction of the symetric matrix */

gsl_matrix_set(A_m,N_I*(na-1)+(la-1),N_I*(nb-1)+(Ib-1),matrixelement)

gsl_matrix_set(A_m,N_I*(nb-1)+(Ib-1),N_I*(na-1)+(la-1),matrixelenient

[* release memory */

gsl_integration_workspace_free(wl);
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gsl_integration_workspace_free(w?2);

else

for(la=1;la<N_I+1;la++)

{

for(lb=1;lb<N_I+1;lb++)

{
F WL1=F lalbH(h_WL,la,lb,-h_OQD-h_WL);
F WL2 =F_lalbH(h_WL,la,lb,h_OQD-h_WL);
G_WL1 =G _lalbH(h_WL,la,lb,-h_OQD-h_WL);

G_WL2 = G_lalbH(h_WL,la,lb,h_OQD-h_WL);

[* calculation of the intergrals */

gsl_integration_workspace *wl1=gsl_integration_workspace_alloc (1000);

gsl_integration_workspace *w2=gsl_integration_workspace_alloc (1000);

struct |_params params={la,|b,m,na,nb,Kmna,Kmnb,Cmnanb,F_WL,G_WL};
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gsl_function F1;
F1.function = &I_QD;

Fl.params=&params;

gsl_function F2;

F2.function = &I_WL,

F2.params=&params;

gsl_integration_qag(&F1,0,r_QD,1e-10,1e-

10,1000,GSL_INTEG_GAUSS61,w1l,&resultl,&errorl);

gsl_integration_qag(&F2,0,R_C,1le-10,1e-

10,1000,GSL_INTEG_GAUSS61,w2,&result2,&error2);

/* calculation of the matrix element AlnlI'n',m */

matrixelement = resultl + result2;

[* construction of the symetric matrix */

gsl_matrix_set(A_m,N_I*(na-1)+(la-1),N_I*(nb-1)+(Ib-1),matrixelement)

gsl_matrix_set(A_m,N_I*(nb-1)+(Ib-1),N_I*(na-1)+(la-1),matrixelenient
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[* release memory */

gsl_integration_workspace_free(wl);

gsl_integration_workspace_free(w?2);

[* print matrix the easy way */

printf("Matrix m=%d\n",m);
sprintf(filename,"m_%d_GalnAs_GalnP.dat",m);
FILE *s=fopen(filename,"wb");
gsl_matrix_fprintf(s,A_m,"%f");

fclose(s);

[* release memory */

gsl_matrix_free(A_m);



236



237

13 List of publications, conferences and awards

Publications

S. TsaoH. Lim, W. Zhang, and M. Razeghi, “High operating temperature 320 x 256
middle-wavelength infrared focal plane array imaging based énfsiinGaAs/InAlAs/

InP quantum dot infrared photodetector”, Appl. Phys. Lett. 90, 201109 (2007).

H. Lim, S. Tsao, W. Zhang, and M. Razeghi, “High-performance InAs quantum-dot
infrared photodetectors grown on InP substrate operating at roupetature”, Appl.

Phys. Lett. 90, 131112 (2007).

M. Razeghi, W. ZhangH. Lim, S. Tsao, M. Taguchi and A. A. Quivy, “Infrared
Imaging with Self-assembled In(Ga)As Quantum Dot Infrareldotétetectors”,

Proceedings of 25th Army Science Conference (2006).

H. Lim, B. Movaghar, S. Tsao, M. Taguchi, W. Zhang, Alain Andre Quind ldanijeh
Razeghi, “Gain and recombination dynamics of quantum-dot infrared phetoatst,

Physical Review B 74, 205321 (2006).

M. Razeghi,H. Lim, S. Tsao, M. Taguchi, W. Zhang and A.A. Quivy, “High
performance mid-wavelength quantum dot infrared photodetectors forplaca arrays”,
Proc. of SPIE, Vol. 6297, 62970C (2006).

H. Lim, S. Tsao, M. Taguchi, W. Zhang, A. A. Quivy, M. Razeghi, “Quantum Dots
GalnP/GalnAs/GaAs for Infrared Sensting”, Advances in ScienceTactnology 51,

201 (2006).



238

M. RazeghiHo-Chul Lim, S. Tsao, M. Taguchi, W. Zhang, and A.A. Quivy, “Quantum-
dot infrared photodetectors and focal plane arralystc. of SPIE, Vol. 6206, 62060l

(2006).

J. Szafraniec, S. Tsao, W. Zhamkf,Lim, M. Taguchi, A. A. Quivy, B. Movaghar, and
M. Razeghi , “High-detectivity quantum-dot infrared photodetectorewigr by

metalorganic chemical-vapor deposition ”, Appl. Phys. Lett. 88, 121102 (2006).

H. Lim, S. Tsao, M. Taguchi, W. Zhang, A. Quivy and M. Razeghi, “InGa&s=P
Quantum-Dot Photodetector with a High Detectivitiytpc. of SPIE, Vol. 6127, 61270N

(2006).

W. Zhang,H. Lim, M. Taguchi, A. Quivy and M. Razeghi, “InAs quantum dot infrared

photodetectors on InP by MOCVDPyoc. of SPIE, Vol. 6127, 61270M (2006).

H. Lim, W. Zhang, S. Tsao, T. Sills, J. Szafraniec, K. Mi, B. Movaghar, andadeghi,
“Quantum Dot Photodetectors: Comparison Experiment and Theory”, PhysBRe,

085332 (2005).

M. Razeghi, W. Zhandd. Lim, S. Tsao, J. Szafraniec, M. Taguchi and B. Movaghar,
“Focal plane arrays based on quantum dot infrared photodeted®oos’,of SPIE, Vol.

5838, pp.125-136 (2005).



239
W. Zhang,H. Lim, M. Taguchi, S. Tsao, B. Movaghar, and M. Razeghi, “High
Detectivity InAs Quantum-Dot Infrared Photodetectors Grown on WRétalorganic

Chemical Vapor Deposition”, Appl. Phys. Lett. 86, 191103 (2005).

S. Tsao, K. Mi, J. Szafraniec, W. Zhat],Lim, B. Movaghar, and M. Razeghi, “High
performance InGaAs/InGaP quantum dot infrared photodetector achieeedt doping

level optimization”,Proc. of SPIE, Vol. 5732, pp. 334-341 (2005).

W. Zhang,H. Lim, M. Taguchi, S. Tsao, J. Szafraniec, B. Movaghar, M. Razeghi, and
M. Tidrow, “High performance InAs quantum dot infrared photodetectors (QDIP) on InP

by MOCVD?”, Proc. of SPIE, Vol. 5732, pp. 326-333 (2005).

M. Razeghi,H. Lim, S. Tsao, J. Szafraniec, W. Zhang, K. Mi, and B. Movaghar,
“Transport and Photodetection in Self-Assembled Semiconductor Quantuny’ Dots

Nanotechnology, Vol. 16, pp. 219-229 (2005).

M. Razeghi, W. Zhandd. Lim, S. Tsao, J. Jiang, “Quantum dot infrared photodetectors
(QDIPs) by MOCVD and QDIP focal plane arrayPdstdeadline pape), 2004
Conference on Lasers and Electro-Optics/Internal Quantum Elesraunference

(CLEO/IQEC), May 16-21, 2004, San Francisco, CA.

J. Jiang, K. Mi, S. Tsao, W. Zhang, Lim, T.O’Sullivan, T. Sills, M. Razeghi, G.J.

Brown, and M.Z. Tidrow, “Demonstration of a 256x256 Middle-Wavelengthatatt



240
Focal Plane Array based on InGaAs/InGaP Quantum Dot Infratextoéfetectors

(QDIPs)”, Appl. Phys. Lett. 84, 2232 (2004).

* J. Jiang, S. Tsao, T. O’'Sullivan, W. Zham$, Lim, T. Sills, K. Mi, M. Razeghi, G.J.
Brown, and M.Z. Tidrow, “High Detectivity InGaAs/InGaP Quantum-DOafrared
Photodetectors Grown by Low Pressure Metalorganic Chemical Vapumsidion”, Appl.

Phys. Lett. 84, 2166 (2004).

e Z. Jiang,H. Lim, and V. Chandrasekhar and J. Eom, “Ldb@&rmometry technique
based on proximity-coupled superconductor/normal-metal/superconductorsiemiogl.

Phys. Lett. 83, 2190 (2004).

Conferences

» “High performance InGaAs/InGaP quantum dot infrared photodetector achieveghthrou

doping level optimization”, SPIE Conference, January 22-27, 2005, San Jose.

* “High performance InAs quantum dot infrared photodetectors (QDIP) on InP by

MOCVD”, SPIE Conference, January 22-27, 2005, San Jose, CA.

* “Thermal imaging based on High-Performance InAs/InP Quantum-Dairé&ar
Photodetector Operating at High Temperature”, IEEE LEOS 2007, October 21-25, 2007,

Lake Buena Vista, FL.



241

Awards
« Best Paper award of Microelectronics and Photonics Technolog2 Army Science

Conference (Nov. 2006).



