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Section 1

INTRODUCTION1

In recent years, the rapid movement of people and places of work away

from city centers to suburbs and satellite cities has occurred in many major

metropolitan areas. The public transportation systems in these suburbs and

satellite cities, however, are still in a state of low development. The

purpose of this project has been to develop a model to predict the demand

for work-trip bus transportation in and between suburbs and satellite cities.

In particular, we have sought to develop a method for predicting when bus

transportation in and between these cities becomes economically feasible.

Since the model that has been developed involves the prediction of both

trip distribution and modal split, several methodological problems have

arisen. These include:

(1) Should trip distribution and modal split be predicted

simultaneously, or separately in some order?

(2) If the latter approach is adopted, how is it best to

cope with the problem of simultaneity, which appears

to exist in the choice-making process of trip makers?

(3) When and how should we aggregate the data in predicting

the choice behavior of a group of individuals?

(4) What form should the model take so that it will be

policy responsive?

1 The author gratefully acknowledges the editorial assistance of Ms. Dian
Younker of the Transportation Center. He also acknowledges the kind assis-
tance given to him at the data collection stage by various officials of the
Illinois Department of Transportation, Illinois Commerce Commission in
Springfield, Illinois, Chicago Transit Authority, Chicago Area Transporta-
tion Study, and South Suburban Safeway Lines, Inc.
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These problems have been addressed during the course of our research and

will be discussed in this report.

The model developed for this study consists of two submodels and one

function. The submodels include one on individual mode choice and the other

on market demand for transport service. The function provides a connection

between the two. Section 2 of this report evaluates existing demand model-

ing methods. Section 3 is concerned with the construction of a mode-choice

submodel for individuals. The discussion proceeds in order of model build-

ing, source and nature of the data, and estimation of structural parameters.

In Section 4, a submodel of market demand for transport service is developed.

The discussion in this Section consists of a brief review of existing trip

distribution models, model building, source and nature of the data, and

estimation of model parameters. Section 5 deals with estimation of an aggre-

gation function which is used to predict the mode choice of a group of

individuals based on the mode choice decision made by an "average" individual

in the group. In Section 6, we present methods of using the submodels and

the aggregation function to predict the demand for bus service in suburbs

and satellite cities. The findings of the report are summarized and future

recommendations are made in Section 7.



-3-

Section 2

EVALUATION OF EXISTING DEMAND MODELLING METHODS

PERTAINING TO THIS RESEARCH

The literature on demand modelling in transportation is extensive and

well documented [1, 3, 5, 32, 41]2. The discussion that follows is con-

cerned with modelling methods that are relevant to this research.

The methods of predicting demand for transportation as currently prac-

ticed are available in the UMTA software package called Urban Transport

Planning System (UTPS). UTPS contains both traditional and more recently

developed approaches to predicting transportation demand. In the tradi-

tional approach, estimation is first made of the trip generation as a func-

tion of characteristics such as population and zone in which the trip

originates. The result of this first step is combined with an impedence

factor to estimate the flow of trip-makers between zones. The impedence

factor is normally represented by the distance between zones or the time

required to travel between them. During this stage, gravity models are

used to estimate trip distribution.

In the next step, the results of the two previous steps are combined

with mode cost, time and other variables to predict the modal split. To do

this, functional relationships are derived by such means as use of graphs,

tables or logit models. Finally, at the route assignment stage, the results

of the modal split estimation are allocated to the route segment with least

trip time until its capacity is reached. Then the overflow traffic is assigned

to the segment with the next least trip time.

2 The numbers in brackets refer to the reference number at the end of the
report.
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A major drawback of this traditional approach is that it is not policy

oriented. For instance, as the toll charges for an expressway connecting

two zones are raised, or the bus fare is lowered, one would expect some

shifts in the mode and destination choices of trip-makers. However, under

the traditional approach, the effects of such changes cannot be examined

since the gravity model which is supposed to predict destination choices

does not contain cost variables among its explanatory variables.

There are other criticisms of the traditional approaches [5]. (1) They

do not reflect behavior changes of trip-makers resulting from changes in

system characteristics such as cost of the trip. (2) The decision as to

what time of day to travel is not considered in the model. (3) The supply

side of the transportation system is ignored except at the route assignment

stage, and consideration is usually not given to equilibrium. (4) The

analysis is based on data zonally aggregated. As a result, much of the

information in the original data is lost.

In recent years, several studies have been done which improve upon the

shortcomings of traditional modelling. The new approach estimates a model

which would predict trip frequency, destination, and mode choice simultane-

ously or sequentially using a logit model and disaggregated data [1, 3, 5],

Domencich and McFadden use disaggregated data from Pittsburgh to estimate

a sequential model for shopping trips. In their study, a mode choice logit

model is first estimated. The parameter estimates are then combined with

modal cost and time to estimate "inclusive prices" for time of day and for

destination. These inclusive prices are then combined with other variables

to estimate logit models for choice of time of day and choice of destinations.

Finally, the probability of selecting alternative shopping destinations is



-5-

combined with the inclusive prices of these destinations to estimate "over-

all price" of the shopping trip for each household. The same probability of

selecting alternative shopping destinations is then combined with employment

at alternative shopping centers to obtain the "overall shopping opportunity"

variable. These variables are then used to estimate a logit model for

shopping frequency.

Ben-Akiva, using disaggregated data from the Washington, D.C. area,

estimates and compares both simultaneous destination and mode choice logit

models and sequential models for shopping trips. He recommends that the

simultaneous models be used to predict mode and destination choice decisions.

In predicting both choice of mode and choice of destination of commuters,

however, the simultaneous logit model (or for that matter any logit model

used to predict destination choices) has its limitations. When there are

cross-commuters, the model tends to misclassify destination choices. For

a model to be valid, one would at least expect that it would duplicate the

base year destination choices of commuters whose choices were used to esti-

mate the model. However, by construction, logit models assign higher

probabilities to destinations with lower commuting cost or shorter trip

time. Hence, the cross-commuters tend to be assigned to lower cost and

shorter trip time destinations; i.e., those nearer to their home.

In order to test the hypothesis that simultaneous destination-mode

choice models are inadequateaa small-scale simultaneous logit model for a

work trip with two destination choices and two mode choices was estimated.

The model was estimated from a data set that included 15 cross-commuters and

13 non-cross-commuters. When the original data were substituted back into

the model, the model classified 11 of 13 non-cross-commuters correctly;
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however, only 5 of 1 5 cross-commuters were classified correctly. That is,

in 67% of the cases, the model failed to duplicate the destination choices

of cross-commuters.

The phenomenon of cross-commuting arises from the aggregation of data

over occupational groups. Hence, in order to make a simultaneous destina-

tion-mode choice model effective in its prediction, one is forced to provide

enough job classes (perhaps even to the extent of using job seniority to

differentiate job classes) just to explain away the cross-commuting. This,

however, is a monumental task in terms of data collection and processing.

In addition, there is a danger of losing degrees of freedom to the extent

that the model might become inestimable. This arises either because the

model includes a large number of parameters to be estimated or because of

reduction in sample size due to data.stratification. Furthermore, even if

such a model could be estimated, the destination choice aspect of the model

could be so constrained that it might be effective in predicting only mode

choices.

Having shown the limitations of a simultaneous destination-mode choice

logit model to predict the work-trip demand for bus service among suburban

and satellite cities, we now turn to a discussion of the model adopted in this

study. The model used in this study is behavioral and policy responsive.

Whenever possible disaggregate data are used. As a work-trip study, the time

of day decision was assumed not to be under the control of the trip-makers

and hence it was ignored. The supply side of the transport system was also ig-
nored to limit the scope of the study. Therefore, in order to achieve

simultaneity, the model that has been developed in this study has to be used

in conjunction with a supply model so that trip cost and time can be
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determined endogenously. The model is structured as a pure demand model

in which the flow of work trips between cities may be studied in terms of

the exogenously given mode time and cost which may be influenced by policy

makers. The following section discusses in greater detail the individual

demand submodel which was developed in the study.

Section 3

INDIVIDUAL DEMAND SUBMODEL

A. Submodel

The individual demand submodel adopted in this study consists of a dis-

aggregate multinomial mode-choice logit model incorporating specific

treatment of socioeconomic variables in either continuous or discrete form.

It also incorporates dummy coefficients for mode-related variables, while

dispensing with the constant term. The dummy coefficients for mode varia-

bles and socioeconomic dummy variables enable researchers to combine several

model structures estimated through data stratification into one structure

while retaining the individual model features.

Consider a model of the following form:

exijB + Vj
0) = o ♦ vlYj

■M

where P..: The probability of individual i selecting mode j.
* J

X.A IxK vector of mode-related variables associated

with individual i and mode j. For instance, the k-th

element of may be the commuting time facing indivi-

dual i when he takes mode j. Also, may include a
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variable which is formed by interaction of two varia-

bles. We have specifically excluded the column of

1's from the matrix X.

Y^: A IxM vector of socioeconomic variables associated
with individual i.

g : A Kxl vector of parameters.

y.: A Mxl vector of parameters specifically associated
J

with mode j.

In equation (1), the exponential term X^.g + Y^. constitutes a systematic
part of the indirect utility function of individual i that he derives from

taking mode j ,* i.e.,

(2) V.. = X..p + Y.y. + u..,v ;
U U rj U

where V-. is the indirect utility, and u.. is a random element in his utility
ij U

function.

For a case not involving socioeconomic variables as in equation (2),

McFadden established that when the random term u.. has Weibull distribution
' *J

the probability of individual i selecting mode j takes a logit expression [22]

The validity of his Lemma 1 can be easily extended to equation (2) to obtain

equation (1).

As equation (1) is specified, it is based on the assumption of separable

utility [42, 43], and has the desirable properties that the odds of selecting

one mode over another is independent of irrelevant alternatives and that the

probabilities of choosing alternative modes sum to unity. Furthermore, even

though the model tacitly starts with a notion of cardinal utility, by
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transformation and normalization, the objectionable aspects of the cardinality

assumption such as interpersonal comparison of utilities are effectively

precluded.

The advantage of expressing the socioeconomic variable as in equation (1)

(rather than as a submatrix in X matrix, as Manski does [21]) is that in addi-

tion to revealing the presence of socioeconomic variables in the model, it

greatly facilitates the estimation of parameters by reducing the need for

storage space during computation. For instance, if there are 4 alternative

modes and 5 socioeconomic variables, the required storage space for the

socioeconomic variables under Manski's formulation is equivalent to that

of 60 variables, while under the formulation that we have used the required

space is equivalent to only 5 variables.

Before forming the likelihood function to estimate the parameters,

equation (1) will have to be transformed as in equation (3), or in any simi-

lar form,to assure that its log-likelihood function is strictly concave.

(3a) P„ for al1 i

(3b) fi} =

for al 1 i,
and for
all j f 1.

where b = 6 and c. = y. - y,.
J J '
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Since P.. in equation (3) has a multinomial distribution, the likeli-
J

hood function for equation (3) is given by:

N m.! L m. .

(4) L = n 1 n P, .1J ,

i=l n m..! j=l J
J J

where m.. is the frequency with which individual i chooses mode j. Here,
* J

if we are concerned only with the choice of mode that commuters make in

reaching their place of employment, then the available choice is usually

made once a day, and m., which is the sum of m.. over all alternatives,•" n' ij

will have value one. The ratio of factorials in equation (4) then reduces

to unity, and (4) becomes:

N L m. .

(5) L = n n P.. 1J .

i=l j=l 1J

The log-likelihood function for (5), after substituting equation (3), is

given by:

N
(6) log L = I { I m..[(X., - X.Jb + Y.c.] -

i=l j71 1J 1J 1 1 J

(X.. - X.Jb+Y.c.
- (I m. •) log [1 + I e 1J 1 1 J]} .

3 1J 371

Since a log-likelihood function is a monotonically increasing transformation

of a corresponding likelihood function, the parameter values which maximize

(6) will also maximize (5).
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The gradient vector for log-likelihood function (6) is given by:

\

(7)

a log L

a b

a 1 og L

a c0

a 1 og L

8 c,

* i

I [ y m.. x.. - y p.. x..]
i=l JY1 1J 1J j?l 1J

J, < "V - p12' Y,

y ( in.. - P., ) Y.
■j=l T1- lL 1

where X.. = X-. - X.-, , and accent (') denotes transpose.1 J 1 J 1 '

The Hessian matrix of (6) is given on the following page. The dimension

of the Hessian matrix (8) is K + (L-l)M, where K is the column number of mode-

related variables X.., L is the number of alternative modes, and M is the
• J

column number of socioeconomic variables Y.. The strict concavity of the

log-likelihood function may be established by showing that the Hessian matrix

(8) is negative definite. Also, the fact that the log-likelihood function

derived from equation (1) without transformation is not strictly concave, and

that it has a singular Hessian matrix, can be established by summing the

2nd column through L-th column of the Hessian matrix of the log-likelihood

function derived from (1) without transformation, and showing that the sum

is zero. The mathematical proofs are rather lengthy, arid use the concept of

dominant negative diagonal matrix, among others.

In formulating logit models, some researchers have strong feelings against

incorporating socioeconomic variables as was shown in equation (3) above. The

objection is that the coefficients of socioeconomic variables are mode specific.
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Stopher, therefore, recommends stratifying the data to estimate models for

different socioeconomic classes, and letting the socioeconomic variables

interact with the coefficient parameters [41, pp. 310-311].

However, there are at least two reasons to advocate inclusion of socio

economic variables as shown in equation (3). For one, there are many

occasions in which mode-specific models prove to be highly useful. For

instance, there are situations where changes in bus fares, toll charges,

and gasoline taxes occur without the accompanying introduction of a new

mode. Policy makers would want to know the impact of these on the mode

choice behavior of trip-makers.

Second, omitting socioeconomic variables because the resulting model

will have mode-specific parameters is in itself inconsistent. For instance

most researchers include a constant term in the model. Now, if the con-

stant term is truly independent of modes, it would drop out in the process

of transforming the model from equation (1) to (3). The only way the con-

stant term can remain in the model after the transformation is if it is

different from mode to mode. That is, the constant term must be mode-

specific. Furthermore, the constant term reflects the relative bias of an

individual toward one mode over another which is not explained by the

variables already included in the model. One cannot assume a priori that

the same relative bias will apply to a new mode when it is introduced.

In this study, the constant term was excluded from the model. One

reason for this pertains to the discussion in the preceding paragraph.

Since the constant term is mode-specific, and reflects the relative bias

of a trip-maker toward one mode over another, such a bias may well be

represented by socioeconomic variables. Secondly, the constant term also
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incorporates the mean effects of the variables omitted from the model, as

shown below.

Assume a binary mode choice situation, and that the mode choice is

completely determined by two variables, X-j and X^, which denote the dif-
ference in characteristics of the modes, and that these two variables are

independent of each other. Such a model may be expressed by:

(9) log -p^- = b1X.1 + b2Xi2 + u..
Suppose this model is estimated by including one variable X2, and the
constant term, and by using the least squares. Then the estimate of the

constant term will be given by:

a = Y - b X2 ,

1 N
where Y = -rr- I log (P.,/P.9), and N is the sample size. Next, sub-IN

i=1 ii iz

stituting Y = b^X^ + b2X2 + u, we derive

a = b-jX.| - (b - b2)X2 + u , and

(10) E a = b]Xj .

That is, the expected value of a is b^X-j, since Eb = b2 and E u~ = 0.
This implies that the model which has a constant term will be suitable

for prediction of mode choice for the population which has the same mean

value for X-j, as the sample from which the parameters are estimated. Thus,
replacing the constant term with other variables such as socioeconomic
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variables enhances the transferability of the model to the population which

has a different mean for X-j than the sample from which the model is esti-
mated.

b. Source and Nature of Data

The basic data on individual mode choices and socioeconomic characteristics

used to estimate the parameters of the logit model (3) were obtained from

the Illinois Department of Transportation. In the summer of 1969, the

Southern Transit Area Coordination Committee conducted a questionnaire

survey of employees of selected firms located on the south side of Chicago

and in its south, suburbs [12]. The questionnaire asked the address of

each employee, his choice of mode in reaching his place of work, trip

time, trip cost, and socioeconomic attributes such as family income, num-

ber of cars available, number of persons over sixteen in the family,

occupation, sex, and reasons for choosing a particular mode. A total of

100,300 questionnaires were sent out and approximately 9,500 that were

usable were returned (9.5%).

For this study, twenty-two firms located near the southern border of

Chicago and in the southern suburbs were selected from the firms which

returned questionnaires. Of these, a 10% systematic random sample of

automobile drivers and all questionnaire returns on bus riders, each amount-

ing to approximately 150 observations, were obtained. This was later expanded

to include those who walked to work, in order to make the model multimodal.

The reason for selecting approximately an equal number of observations

for automobile and bus riders was to avoid swamping the mode choice charac-

teristics of bus riders by those of automobile riders, which would have
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been in the ratio of approximately 1 to 10. One researcher criticized this

approach to sampling by stating that if the sample is divided 50-50 in

mode choice, the parameters estimated would have values that would always

predict a 50-50 mode choice split of the population, regardless of actual

choices and regardless of the variables involved. That is, the parameter

estimates will all be zero. This argument is incorrect. It should be

remembered that what the model predicts is the probability that an indi—

vidual chooses a given mode on the basis of mode-related and socioeconomic

variables.

Suppose, for simplicity, that we formulate the log-likelihood functions

for a logit model that includes only mode-related variables, using two

different samples: one with a 90-10 mode split, and the other with a 50-50

split. Then, as we partially differentiate the log-likelihood functions

with respect to the parameters, we obtain the following first order condi-

tions for maximization:

[11a) 90-1 0 mode-split sample
. N,

alog L, 1 ,

ae = ~X (pi2 ~ mi2) xij = 0 '
I T- I

(lib) 50-50 mode-split sample

alog L9 N2
—sir1 - -T, <pi2 - m,-2> xij = °>

where N-j and are the respective sample sizes, and P.^ is the probability
that each individual chooses mode 2. mi2 is 1 if mode 2 is actually chosen
by individual i, and 0 otherwise. Thus, in both cases the maximum likeli-

hood method would set the parameters of the model (which are in P^) so
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that P.£ tends to be 1 if mode 2 was actually chosen, and it tends to be
0 if mode 1 was chosen. Therefore, the models estimated under both sampling

approaches should predict the mode split equally well on the basis of the

variables in the model. Once it is known that the mode-split composition

of the sample used to estimate the model is not a critical issue, then it

is obvious that by adopting the sample ratio, as was done, one can reduce

the data processing cost without sacrificing the quality of the model.

Once the basic data were obtained, the location of firms and employees'

homes were plotted on a map, and the line-haul distance of driving a car

to the place of work was estimated. In this study, the access-egress dis-

tance for automobile was assumed to be zero for the home end, and the

distance from parking lots for the place of employment. The latter was

obtained for each firm by telephone.

In estimating the line-haul time for automobile driving, the average

driving speeds within and between rings were obtained by first stratifying

car drivers according to the location of their homes and the places of

employment, and by taking a simple average of individual speeds (i.e.,
*

measured distance divided by reported driving time) for those in each group.

The "rings" are a series of concentric areas emanating from the Chicago

Loop as defined in Trip Length published by Chicago Area Transportation

Study [4], and they partition the Chicago area into zones roughly equal in

traffic density. The line-haul time was then obtained by dividing measured

distance by the appropriate driving speed for each observation. The reason

for using a simple average to obtain the zonal speed was to avoid swamping

of the zonal averages by the speed of drivers with relatively longer driving

distances. The average zonal speeds estimated are given in Table 1. In
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TABLE 1

Average Zonal Driving Speeds
(Miles per Hour)

From To Ring
5 6 7

5 12.86 14.79 36.00
CD

•5=6 15.03 12.46 21.07

7 23.44 24.35 18.86
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general, the average driving speed tends to be the slowest for within-ring

driving, and becomes faster as the rings grow farther apart and a longer

distance is involved.

The automobile access-egress time was estimated from access-egress

distance by assuming an average walking speed of three miles per hour; the

auto waiting time was assumed to be zero. Finally, the automobile driving

cost was estimated by assuming a per mile driving cost of 10<£, as was indicated

in the questionnaire, and to which were added toll charges and parking fees

where applicable.

For bus trips, the line-haul distance was estimated from the map on

the basis of the location of firms, homes and bus routes. The access-

egress distance for bus trips was estimated by adding the distance from

home to the nearest bus route the trip-maker was likely to take and the

distance from the bus route to the firm. To this was added the distance

walked in order to transfer. In estimating the line-haul time for bus

tripsathe average speed of buses for each bus route was first calculated
from bus schedules for both peak and off-peak hours. The average bus speed

for each route was then applied to the length of each segment of bus route

likely to be taken by the trip maker, and the results were added. The bus fares

were obtained from CTA History of Fares for those in Chicago and from the

records of the Illinois Commerce Commission for suburban buses.

Finally, in order to cope with the problem of captive riders, a threshold

cost of $2.50 and 20<t per trip was added to the total driving cost of non-

car^-owners and those without driver's licenses, respectively. The $2.50

represents the per trip allocation of monthly payment of $100.00 including
cost of the car, insurance and financing that prevailed at the time of

survey taking. The 20<£ represents per trip allocation of the cost of driver

training in 1969 amortized in one year. Using the same reasoning, for
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commuters without bus routes within normal walking distance (who were regarded

as captive to the automobile),we extended access-egress distance to the

nearest bus route to estimate cost and time for buses.

It has been argued that inclusion of captive riders in the data set

for estimating model parameters would make the model insensitive to policy

changes. Ferreri and Cherwony found that inclusion of captive bus riders

into a bus demand model caused the model to become insensitive to policy

changes [8], However, the model they constructed was a linear regression

model estimated by using aggregated data. Our approach here is that a good

model should be able to explain or predict the mode choice behavior of a

wide variety of trip makers. There is no reason to expect that the disag-

gregate model constructed for this study will become insensitive to policy

changes, since, as shown in equation (11), the parameters of the model are

estimated to reflect the mode choice behavior of individual trip makers

rather than a group of individuals.

Once a decision has been made to include the data on captive riders

in the model estimation, the next question that one must face is how to

express the cost of the mode which is not available to the captive riders.

Here, we assumed that for automobile riders, mode choice decisions are in

part determined by the variable cost, or its per-trip allocation, of operating

a car. The per-trip allocation of the variable cost is approximately equal

to the car owner's out-of-pocket automobile costs. For those without a

car, it would include the threshold cost of owning a car and the out-of-

pocket costs. The implication here is that if non-car-owners were subsi-

dized for the amount of the threshold cost, they would behave like car

owners. Similarly, for those without access to buses, the threshold cost
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is the added access-egress distance and time to reach the closest bus stop.

Notice that if in this case an extremely large number, instead of a threshold

cost, is used to express the cost and time of the mode not available to a

captive rider, then it amounts to saying that it is a refusal to ride, rather

than th.e unavailability of the mode, which is governing his choice.

The data discussed above were primarily measured values, and only in

one case were reported values used. This was the travel time reported by

automobile drivers. We used this reported time to estimate the average

driving speed within and between the rings. There are some researchers who

advocate the use of perceived cost and time values for the estimation of

models. Michaels [26] argues that the validity and reliability of a model

will be higher if perceived cost and time values are used instead of mea-

sured values. Watson [47], on the other hand, concludes that for models to

estimate the value of travel time, the perceived values are essential; but

for models to predict, the distinction is not so important because the per-

ceived values are unstable over space.

In this study, we have adopted measured values whenever possible for

two reasons: (1) perceived values are often unreliable, especially for modes

with which a trip-maker is unfamiliar; (2) models estimated with perceived

values are not policy responsive unless the model also specifies how policy

variables affect perceived values.

c. Estimation

In this study, various combinations of pertinent variables were tested

for inclusion into the choice model. Among the first variables to be rejec-

ted was family income. On the basis of microeconomic theory, one would
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expect family income to play a prominent role on individual mode choice.

However, the coefficient associated with the income variable was not statisti-

cally significant. Some consider this to be due to the unreliability of

reported income data. However, there is a more fundamental reason to

believe that family income, in contrast to individual income, plays a less

important role in mode choice decisions. In many instances, there is more

than one wage earner in a family with a higher income. The higher family

income, as expected, would increase the probability of the family owning

one car; however, the marginal family income due to the supplementary

wage earner's earnings may not be sufficient to add a second car. Hence,

the supplementary wage earner may end up riding the bus even though his

family income is high. It is noted that supplementary wage earners,

usually housewives, tend to take white collar jobs while the main wage

earners tend to be professionals, administrators, or skilled blue collar

workers. This observation seems to support the notion that the socio-

economic variables that best explain individual mode choice are occupational

classifications.

Other socioeconomic variables which were rejected from inclusion in the

model were age, sex, and the number of cars available to those over age 16

in the family. The first variable was rejected because of the low statistical

significance of its parameter estimate, and the second because as more women

enter higher paying occupations, sex becomes a less important indicator of

accessibility to the automobile. The last variable was rejected for the

low statistical significance of its parameter estimate and because it could

not distinguish between main and supplementary wage earners.
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Among the mode-related variables, those rejected from the model were

access-egress distance, number of transfers, and vehicle waiting time.

These were rejected because of the low statistical significance of their

parameter estimates.

Thus,in tfiis study, the following variables are included in the indi-

vidual demand submodel: total trip time, total trip cost, and occupation

status. Also, as an alternative to total trip cost, the ratio of total

trip cost and family income was retained. Using these variables, the com-

peting models listed below were estimated. The one with the best predictive

power in terms both of "percent correctly predicted" (as defined in equation

(14) below) and the "coefficient of determination in probability" (equation

(12)) was adopted. Model E, however, is an exception. It was included to

test the validity of replacing the constant term with socioeconomic variables.

Model Mode-related Variable Socioeconomic Variable

A

B

C

D

E (None)

where XQ: constant term

X.|: total trip time (in minutes)
total trip cost (in cents)

Y-j: occupation status
= 1, if professional, administrator, or skilled

blue collar worker,
= 0, otherwise.
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family income, represented by the midpoint of
income class.

and X^Y-j are products of total time with occu-
pation status, and total cost with occupation status.

The coefficient estimates for these variables are

dummy coefficients, and in the model associated

with occupation class 1, the coefficient estimates

of X-| and X^Y^ must be added to derive the coefficient
for X-j variable. The same applies to the X^ and
X^Y-j coefficients. For an explanation of the use
of dummy coefficients, see Johnston [13].

Model A is the most general of the five models, and it includes all three

variables as well as the dummy coefficients for both of the mode-related

variables. Therefore, the model is equivalent to two separate models esti-

mated by stratifying the data according to occupation status. Model B is

similar to Model A, but is less general in that only the time variable

possesses the dummy coefficient. Model C dispenses with all dummy coef-

ficients, and contains only time and cost variables and the occupation dummy

variable. As in Model C, Model D involves the cost and time variables and

the occupation dummy variable, but its cost variable is deflated by family

income. Thus,this model incorporates the differential impact on determining

mode choice that modal cost has on families of different income levels. Some

studies use wage rates to deflate the cost variable. However, in the absence

of data on wage variables, family income may be viewed as its surrogate.

Model E is the simplest, involving only trip time and trip cost variables in

addition to a constant term.
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There are three ways of comparing the efficiency of these logit models:

likelihood ratio statistic, coefficient of determination in probability, and

percent correctly predicted. The likelihood ratio statistic is defined by:

LRS = - 2 log(L(0)/L(*)) ,

where L(*) is the value of the likelihood function at convergence, and L(0)
is the same value when the parameters take value zero. This statistic is

asymptotically distributed x2 with the degrees of freedom equal to

N(L-1)-(K+M), where N is the number of observations, L is the number of

alternative modes, and (K+M) is the number of parameters estimated [14].

The coefficient of determination in probability is defined as:

(12) R2 = 1 - J (S.. - P*.)2/ J (S.. - P0.)2 ,
P U U .-V ^1 9 J 1 jJ

where Sn-j is the proportion in which various modes are actually chosen by
the i-th observation. P-. is the probability of choosing mode j at conver-

J

gence, and P^ is the same probability when the parameters take zero value.
This formulation is distinguished from the coefficient of determination

in frequency. The latter is defined as:

03) 4 - 1 - I (n.j - P^n,)2/ V (ny - P^n.,2 .
I 5 J 1 5 J

where n.. is the number of times mode j was chosen, n. is the sum of n.. over
^ J ^ ^ J

^ 0
j, and P and P are as defined in (12). The two formulations will be identi-

cal when each observation has only one outcome; i.e., n^l . However, the need
for distinction arises when the data are aggregated, and hence n^ is greater
than unity. The percent correctly predicted is defined as:
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(14) PCP = I s. / I n. ,

"k

where is 1 if and only if P^ has the highest value among the available
alternatives and mode j was actually chosen.

These three statistics for the above five models are given in Table 2.

In Table 2, Model D uses only 161 observations, while the others use 241.

This is due to incomplete reporting of the family income by some respondents,

and whenever this happened the particular observation was omitted from the

model estimation. This means that we cannot make a direct comparison of

likelihood ratio statistics (LRS), since they change with the degrees of free-
2

dom. In the case of the coefficient of determination (Rp), and the percent
correctly predicted (PCP), they both agree on ranking among the models. In

order of efficiency of prediction, Model B is the most efficient, at least

in terms of the data with which the models are estimated. Next comes Model

A, and then Models C, E, and D, in that order. The relation between Models

A and B is somewhat unexpected since in terms of the likelihood ratio statistic,

Model A is preferred, but when and PCP are considered, Model B is pre-

ferred. An examination of the coefficient estimate for the X2Y^ term in
Model A reveals that it is not significantly different from zero. Hence,

the higher likelihood ratio statistic may be due to the spurious effect caused

by the inclusion of an irrelevant variable in the model.

The low ranking of Model D, which has the cost variable deflated by

family income, is rather disappointing since one would expect that the

higher the family income, the smaller would be the burden of a high cost

mode; i.e., automobile. Perhaps, for the same reasons that we discussed in

conjunction with inclusion of the family income as a socioeconomic variable,
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TABLE 2

Comparison of Several Competing Models

No.
Model LRS R2

P
PCP Obs.

A 378.965 .70946 85.892 241

B 378.644 .70968 86.307 241

C 373.198 .70057 85.477 241

D 238.942 .67675 84.472 161

E 374.1 74 .69665 84.647 241
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the deflation of the cost data with the family income variable may be

inappropriate.

Finally, the question of whether to exclude automobile passenger data

from estimation of the model parameters was investigated. One would

expect that the automobile costs that an automobile passenger bears would

be at least lower than that of a car owner driving alone. Indeed, McFadden

stated that in one of his recent studies, he divided the automobile cost

for car-pool riders by the number of persons in the car, and increased

the automobile trip time by five minutes. Hence, it seems plausible to

treat automobile passengers separately from automobile drivers.

We decided to test the appropriateness of treating automobile passen-

gers separately by comparing two models: one treating automobile passengers

as if tliey drove a car, and pooling their data with those of car drivers;

and the other excluding automobile passengers from the data set. The

results are given below:

LRS R2 PCP N
"i3 —

Auto Passengers 378.644 .70968 86.307 241
Included

Auto Passengers 353.880 .70315 85.398 226
Excluded

The results are rather unexpected. Even if we disregard the likelihood

ratio statistic because of the difference in sample size, both the coefficient

of determination and the percent correctly predicted indicate that the model

performed better when automobile passenger data were pooled with those of

automobile drivers, treating passengers as if they actually drove the car

themselves. In addition, the t-statistics for parameter estimates were all

higher when the data were pooled. Perhaps, this paradox could be explained
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in terms of the psychological costs that automobile passengers incur from

lack of privacy, loss of flexibility in route selection, and timing conflicts.

As a result, the subjective cost of trips borne by automobile passengers

may well be equal to the actual outlays of car drivers. In view of the dif-

ficulty that public agencies have had in persuading automobile drivers to

join car-pools during the recent energy crisis, this interpretation seems

appropriate. Accordingly, the data for automobile passengers are pooled

with those of automobile drivers in this study.

For the various reasons discussed above, Model B was adopted as the

individual demand submodel for this study. Thus, the submodel is a dis-

aggregate multinomial logit model having three alternative modes

(automobile, bus, and walking). It incorporates total trip time, total

trip cost, and occupation status as explanatory variables. The model

also differentiates the coefficient of the trip time variable by occu-

pation status.

Computation was performed on the CDC 6400 computer at Northwestern

University's Vogelback Computing Center by using a general purpose multi-

nomial logit program written by the author. A copy of the program, named

ESTLOG, is attached as Appendix A. The estimates of the model parameters

are given in Table 3, and the estimates of the model are given in Table 4.

As shown in Table 3, most of the parameter estimates are significant

at the 5% level. One exception is the estimate of c^ -|, which is signifi-
cant at the 10% level. The signs of the estimated coefficients are all

correct. The coefficients b^ and b^ are those associated with the time
and cost variables, respectively. However, b^ is the dummy coefficient
for the time variable associated with Job Class 1, which includes
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TABLE 3

Parameter Estimates for

Individual Demand Submodel

Variable
Log it

Estimator
Stan.
Error

T-
Stat.

Time b^ -.13941 .02105 -6.61850

Time b^ .07541 .03103 2.43040

Cost b^ -.02418 .00365 -6.63331

Job c2 -j
-.92315 .51557 -1.79054

Job c3jl -2.76311 1.11905 -2.46916

Log L
(*)

-75.44350
(0)

-264.76556

PCP 86.30705 33.33333

D.F. 477 477

LRI 378.64412

R2
P

.70968

(*) denotes the value at convergence, and (0) the
value when parameters are all zero.
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TABLE 4

Individual Demand Submodel

Pi1

Z. .

1 e 1J
P ~

1 +
Zi2 Zi3 ^ Zi2 Zi3

e + e jfl 1 + e 1 + e

(1) Exponent term for Professionals, Administrators,
and Skilled Blue Collar Workers

Zi2 = -.06400 (T.9 - T.J - .02418 (C.? - C.J
(.02406) 1 11 (.00365) 1 1
-.92316
(.51557)

Zi3 = -.06400 (T.- - T.J - .02418 (C., - C.J
(.02405) " 11 (.00365) 11

-2.76311
(1.11905)

(2) Exponent term for White Collar and Unskilled Blue
Collar Workers

Zi2 = -.13941 (I., - T.J - .02418 (C.„ - C.J
(.02106) 12 11 (.00365) ^ 11

Zi3 = -.13941 (T -T.J - .02418 (C - C.J
(.02106) 1J 11 (.00365) lJ 11

The number
estimate.

in parentheses is the standard error of
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professionals, administrators, and skilled blue collar workers (PAB). Thus,

when the time coefficient is being estimated in the model for PAB's, b^
must be added to b-j. 1 and c3 -j show the relative bias of PAB's between
car and bus, and between car and walking, respectively. The negative signs

indicate that PAB's prefer cars over both bus and walking when trip times

and costs of modes are identical.

In Table 4, the individual demand submodels are given by occupation

class. Z.£ is the exponent term associated with mode 2 (bus), and is
the term associated with mode 3 (walking). The coefficient for the time

variable in the model for professionals, administrators and skilled blue

collar workers was derived, as mentioned previously, by adding b^ and b^.
Its standard error was obtained by summing the respective variances and

covariances, and taking the square root.

d. Summary

In this section, a new disaggregate multinomial mode-choice logit

model was discussed. The model incorporates new features such as replace-

ment of the constant term with socioeconomic variables, and inclusion of

the dummy coefficients for mode-related variables. This last feature

enables estimation of separate slope coefficients for different socio-

economic groups. Indeed, with an appropriate combination.of dummy

coefficients and dummy variables, the model has the capacity to combine into

a single model several models which otherwise would have necessitated stra-

tification of the data.

The theoretical presentation of the model was followed by a discussion

of the source and nature of the data. In selecting the form of the submodel

to be incorporated into the present study, we investigated the theoretical
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plausibility of using various model structures, tested the pertinence of

variables, and compared the ability of several competing models to dupii-

cate the base year observations. The result was to adopt a submodel which

has a disaggregate multinomial logit form, and which incorporates total

trip time with its dummy coefficient, total trip cost, and occupation

status as explanatory variables. Upon estimation of the model parameters,

it was confirmed that the selected submodel had the highest statistical

significance for parameter estimates among the competitors.

a. Existing Trip Distribution Models

In this section, the various limitations of existing gravity and other

trip distribution models are first discussed, and then the error minimizing

doubly constrained gravity model is discussed. After discussion of the

source and nature of data, the market demand submodel is described.

There are a large number of trip distribution models. They include

traditional gravity models, entropy maximizing gravity models, intervening

opportunity models, growth factor models, probabilistic distribution models,

and structural models.

The traditional gravity model has the following general form:

Section 4

MARKET DEMAND SUBMODEL

05)

where T..: The number of trips made from zone i to zone j.1 J



-34-

P., P.: The population in zone i and zone j, respectively.
3 J

d..: The distance between the two zones.
U

a, b: The structural parameters.

There are various criticisms of this model. The criticism most perti-

nent to the purpose of the present study is that the forecast of trip

flows made with this model does not meet the row sum and column sum condi-

tions. That is, the sum of estimates of T.. by destination may not be
• J

equal to the number of people known to have left origin i, and also the

sum of T-. by origins may not give the estimate equal to the number of
1 J

people known to have arrived in zone j. In addition, this model (15)

is nonresponsive to policy changes since it does not include system

variables in its formulation.

In recent years, the traditional model has been modified in several

ways. In its present form, as incorporated into the UMTA UTPS software

package [32], the model assumes the following form:

T® fe.
(16) Tu =

j j ij
where e : The trip purpose

T.j, Tj: The trip generation results.
f..: An arbitrary function of travel time.

' J

In this formulation, some of the weaknesses have been removed by imposing

the row sum condition. However, the model can still make a prediction where

the number of workers arriving in a given zone exceeds the number employed

there. Secondly, even though the travel time is incorporated in the model,
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the model essentially remains nonresponsive to policy changes, since the

cost variable is not included.

In recent years, a new form of gravity model, called the entropy maxi-

mizing model, has been introduced by A.G. Wilson [52, 53, 54]. This model

has the following form:

where
-1

(,7> Tu " AiBjW(cij>
A, - [ J BjDjf(cij'!l

Bj • ami)]'1
°i
D.

The number of trips originated in i.

The number of trips terminated in j.

A generalized cost function; e.g., a

linear sum of trip costs, travel time,

and excess travel time.

The model (17) is subjected to three constraints. Two of these are

I T.. = 0. and £ T.. = D.. These constraints are imposed by means of

terms A. and B.. The third constraint is:
8 J

(18) [T..c..=C,
ij 1J 1J

which states that society's budget for total travel is constant.

The parameters of the model are estimated by maximizing the objective

function:

(19) log w(Tij.)
subject to the three constraints above. Here, w(Tjj) ls defined as:

(20) w = Ti/ n T..! .

ij 1J
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This model nullifies the objections raised against previous models, and can

be made policy responsive by an appropriate formulation of the generalized

cost function. However, it raises two new problems. One is the constraint

on society's travel budget. There is no justification for such a constraint

in the real world. The second problem is that when the objective function

is maximized, it tends to estimate the parameters of the model in such a

way that every cell of the trip distribution matrix has equal entry. That

is, T. . will be equal for all i and j, since only then is the objective
' J

function w maximized. This problem is partially solved by imposing the row

sum and column sum constraints, but not sufficiently to duplicate the base

year conditions. An example will help illustrate this.

Assume that the base year trip distribution is as given in Table 5A.

Solving the maximization problem without a cost constraint will then lead

to the distribution given in Table 5B. Both Tables 5A and 5B satisfy

the row sum and column sum constraints. Mow, the ratio of w(B) and w(A)

is given by:

20!

w(B) 8!4!4!4! 75
(21) = = .

w(A) 20! 4
10!2!2! 6!

Since w(B) is greater than w(A), the model will estimate the distribution in

Table 5B unless the cost constraint is imposed. Therefore, the fixity of

society's travel budget seems to be absolutely essential to replicate the

base year distributions. The problem, however, occurs when 0. and D. increase.
J

Assuming nonzero intrazonal travel costs, as 0. or D. increases, we would
' J

expect more people to travel between zones. However, unless C is increased
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TABLE 5

Entropy Maximizing Model and
Trip Distributions

A

From To

1 2

Total

°i

1

2

10 2

2 6

12

8

Total
D.

J
12 8 20

B

From To

1 2

Total

°i

1

2

8 4

4 4

12

8

Total
D.

J
12 8 20
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or c.. is lowered at the same time, the model will predict that less people
U

will travel than before, because there are more people to whom the travel

budget must be allocated. Thus, the levels of C and c^. determine success
or failure of prediciton under this model. The model, however, does not

say how C and c^. are determined.
In the intervening opportunity models, the number of trips made from

zone i to zone j is defined as a product of the number of trip makers leav-

ing zone i and the probability that a trip will end in zone j. In this

formulation, possible destination zones are arranged in increasing order

of either distance or time of travel from the origin, and this ordering

plays a crucial role. No changes in relative trip time will alter the trip

distribution unless there is also a change in the ordering of destination

zones. Hence, these models are not policy sensitive. Furthermore, in order

to maintain the internal consistency of the model when the row sum con-

straints are imposed, it is recommended that these models be applied to zones

with populations of at least 100,000 [41].

In growth factor models, prediction of trip distribution for a future

year is made by adjusting the base year trip distribution matrix with some

growth factor which is estimated from the ratio of expected future year and

base year zonal totals. Consequently, these models implicitly assume either

that the transportation system has no influence on the trip distribution or

that the transportation system remains unchanged [41]. Therefore, by con-

struction, these models are incapable of reflecting changes in transport

variables, and hence are nonresponsive to policy changes.

The structural model of trip distribution [7] uses a convex programming

approach to estimate future flows of trip-makers between zones. Specifically,
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the method minimizes the distance between f..d/0.D. and f?.d^/0?D*? ,
1 J 1 J J

while imposing the row sum condition £(0.D./d - f. .)=0 , and the column
j J

sum condition ^(O.D./d - f..)=0. Here, f?. and f.. are the base year
0

and future year flow of trip-makers from zone i to zone j, and CL and CK

are the base year and future year total departures from zone i. and D,
J J

are the base year and future year total arrivals in zone j, while d° and d

are base year and future year total trips; i.e., d° = £0? = £d9 and
i 1 J J

d = I0,- = Tlie model, however, does not contain any trip cost or trip
i T j J

time variables, and hence it is not responsive to policy changes.

Probabilistic distribtuion models [11] use a transition probability

matrix to estimate the number of trips made from zone i to zone j. The model

is given by

(22) t. . = O.P. . , for all i and j,
U l ij

where t.. is the number of trip-makers going from zone i to zone j; 0. is the
1 J I

total departures from zone i; and P.. is the transition probability defined^ J

by the conditional probability P(D.|0.) that a person who originates in3 i

zone i will travel to zone j. If the base year flow matrix {t9.} is known,
J

then the transition probability P^ may be estimated by
C23) P(j = t>° .

These models also provide a means for computing the transition probabilities

by incorporating various motives, as shown in (24).
r/

(24) P)j - P(Dj|0.) = k? PtDjIO,.™,) P(rak|01),
where m^ is the k-th motive. By definition of the transition matrix, this
model satisfies the row sum conditions, but the column sum condition is not

imposed.
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Furthermore, as formulated, the model can accommodate only one class

of "motives" at a time, such as one way classification by age group. As

the number of classes of "motives" increases, the computation of the con-

ditional probability becomes increasingly complex. Finally, if continuous

system variables are added to the model to make it policy responsive, it

becomes necessary to provide for an enormously large number of "motive"

cells so that every meaningful combination of values of system variables

may be assigned to a cell, and the corresponding conditional probabilities

will have to be estimated. It seems that the models that are designed to

use continuous variables, such as gravity models, are more suited for

building policy responsive trip-distribution models.

Finally, there are a number of aggregate models which are designed to

estimate simultaneously trip generation, trip distribution, and modal split.

They include the abstract transport model introduced by Quandt and Baumol

[33,34] and other similar models. The common characteristic of these models

is that the explanatory variables enter the model in product form. As a

result, it is implicitly assumed that the elasticity of demand for modes

with respect to the explanatory variables is constant. This is a rather

implausible assumption, since it implies that as the trip cost declines,

or as the level of income rises, the demand for modes will rise without limit.

These shortcomings can be corrected by imposing row sum and column sum

constraints on the trip distribution matrix. However, imposing the row sum

and column sum constraints removes the trip generation aspect of the models,

and they are reduced to aggregate trip distribution and modal choice models.

Concerning simultaneous estimation of mode and destination choices, a pre-

ferred approach seems to be to treat these decision processes separately
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as has been done in this study. The rationale is to incorporate a disag-

gregate behavioral model into our model as a submodel, and to make full

use of its high efficiency in predicting individual modal choice behavior.

The discussion above has shown that trip distribution and other perti-

nent aggregate models currently in existence do not adequately meet the

standard desired for the present sutdy. Specifically, a trip distribution

model is needed which has the following characteristics: (1) the model

must contain a sufficient number of transport variables to make it policy

responsive; (2) the prediction based on the model must reflect the compe-

tition among various possible origins and destinations; [3) the prediction

must be consistent with total zonal departures and arrivals; and (4) the

model must be capable of being interfaced with the modal choice model des-

cribed in Section 3. The interfacing must reflect the simultaneity of mode

choice and destination choice decisions of commuters. A discussion of the

model which meets these requirements follows.

b. Error minimizing doubly constrained gravity model.

Consider a model of the following form:

(25)

(264) 0,, = JQlj .
J

(26b) Dj, = iQjj .

where Q^: The flow of commuters from zone i to zone j during a
given time period, say a day.

The k-th system variable such as the cost or time it

takes to travel from i to j.
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0. : The m-th variable that describes a characteristic of
"im

zone i, from which the trip originates. This may

include such variables as size of labor force and

population.

0«i: The first variable among 0^, specifically defined
as the level of employed labor force.

D. : The n-th variable describing a characteristic ofin 3

zone j in which the trip terminates. This may

include level of economic activities, employment,

and population.

D^-j: The first variable among D^, specifically defined
as the level of employment.

The equations (25) and (26) constitute the basic model from which our market

demand submodel will be derived.

In this study, we included two variables in X..., the variables that
1J K

describe the transport system. These are the composite cost of making a trip

from zone i to zone j, and the composite time of doing so. The composite cost

and time are the weighted averages of mode costs and mode times in traveling

from i to j. The weights used are the proportion by which the total trips

flow from i to j was divided among the various modes. As the descriptors of

zone i, CL^, we initially considered the size of the employed labor force and
the labor force composition, and for the descriptor of zone j, D. , we tried

J n

the industry composition and the level of employment. However, labor force

composition at origin i and industry composition at destination j were later

dropped to avoid multicollinearity among the variables. Hence, after
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changing the variable symbols for easier identification, the basic model

(25) and (25) become:

(27)

(28a)

(28b)

Q. . = Ca. Tb. Ld Ee
L.

1

ej

I Q-h 'U

where Q.yiJ

Cij
To
Li
ej

The flow of commuters from zone i to zone j during

a day.

The composite cost of a trip from zone i to zone j.

The composite time of a trip from zone i to zone j.

The size of the employed labor force in i.

The level of employment at j.

a, b, d, e are parameters.

As the model (27) is formulated, it is a market demand function for trans-

portation in ij-th transport market, with and T.. being "market price."

L. and E. then act as the shift parameters that denote the size of the market.
' J

Therefore, changes in policy variables such as changes in bus fare and toll

charges would affect the demand for transport service through the composite

cost. Improvement of highway conditions that reduces driving time would

influence the demand through the composite time variable. Therefore, the

model is policy responsive.

The elasticities of trip volumes Q.. for model (27) with respect to its
* 0

component variables can be expressed as in equations (29a) - (29d). These

relations are obtained by imposing constraint (28b) on the model as given in

equation (30).
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(29a)

(29b)

C29c)

C29d)

3Q. •V1J ci.i
3C. .

1J qid

3Q. •
1J Ti j

3T. .

1J "ij

">id Ed
8Ei ««

"u L.
l

3L.
l qij

= (1 - PA a +

P.. (1 - P. .) L. a d
i.i i.r i

E.
J

(1 - P..)
U

b +

P.. (1 - P..) L. b d
U UJ

ej

■ (I - V e

= 1

y p .(i - p .) lL- mj 1m=l raj' m

where P.. - Q--/I Q-- • Other terms are as defined previously. Except for1 J 1J j ^ J
the labor force elasticity (29d), which has a value of one, all elasticities

change with the value of the variables. Specifically, both the cost elasti-

city C29a) and the time elasticity (29b), which are negative, reduce to 0 as

the trip cost and trip time approach zero. They approach coefficients a and

b in the model, respectively, as the cost and time variables increase without

limit. Employment elasticity (29c) is positive, but moves in an opposite

direction to that of changes in level of employment.

Moreover, imposition of the row sum and column sum constraints (28a) and

(28b) assures that the competition among various origins and destinations is

reflected in the modes and eliminates the possibility of such inconsistencies

as more commuters leaving for work from a given zone than there are people

living in it or more commuters arriving for work in j than are employed there.

The theoretical justification for a gravity model of this type rests on

the fact that there is aggregation over job markets. At the individual level,

a commuter may be seen as maximizing his own welfare by selecting that destina-

tion which gives him the highest level of satisfaction in terms of resources
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sacrificed. Thus, if alternative destinations offer identical levels of

satisfaction in all respects, but differ in the cost and time required to

reach them, he would choose that destination which involves the least cost

and time. Therefore, his action may well be predicted by spatial linear

programming.

When welfare maximizing individuals (those whose occupations are dif-

ferent and who hence have different welfare maximizing work destinations)

are assigned to spatially delineated zones and aggregated, then the apparent

phenomenon of "cross-commuting" is observed. This cross-commuting is not

due to the irrationality of trip-makers (indeed they are acting very ration-

ally at the individual level), but it is due to aggregation over job groups.

As one tries to duplicate the aggregate behavior of the commuters for the

base period by applying spatial linear programming, the optimization process

will completely eliminate the phenomenon of cross-commuting. The error here

is application of the optimization process at the aggregated level, which

implicitly assumes homogeneity of the work force, rather than at the indivi-

dual level where it is appropriate. Hence, for prediction at the aggregated

level, the gravity model, which is capable of duplicating base period obser-

vations, is preferred over the spatial linear programming approach.

In estimating the parameters of the model, the row sum condition was

first imposed by dividing (27) by (28a) as in (30):

Q.. Ca. Tb. Ee
(30) i—,Li yca. t.. e

J u IJ J



-46-

The column sum condition was also imposed by dividing (27) by (28b) as in

(31):

(31) in
ej

Ca. Tb. Ld
U i.l 1

y cd. Tb. LdL. 1J 1J 1

Equations (30) and (31) were then squared and summed over all zonal pairs

to derive equations (32) and (33):
N „

(32) 0
= I

1 ,3

Si
L.
l

Ca. Tb. Ee
1.1 id .1

y ca. Tb. Ee
k U U 3

(33) I
i J

Su.
ej

Ca. Tb. Ld
U 13 1

y ca. Tb. Ld\ 1J 1J 1
These are the objective functions used to estimate the parameters of the model.

In (32), Sq signifies that it is the objective function obtained by imposing the
origin constraint (28a), while in (33), SQ denotes that it is obtained similarly
by imposing the destination constraint. Since the objective functions are

nonlinear in parameters, their estimation requires minimization of the functions

using a nonlinear programming technique.

Once the parameters are estimated, two sets of forecasts of Q.. will be
' \j

estimated from:

(34) Q°. =wij

ca. Tb. Ee
i.l i.l .1

y ca. T. ET
i]

rb.
u

L.
1
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(35) Q°.
ca. d.

13 1.1 1

[ ca. AL U IJ l
k

l

E.
J

Generally, the two sets of estimates Q?. and Qb. do not agree. The difference
ij ij 3

is adjusted by taking the average of equations (34) and (35) for each ij pair,

and by applying the Furness iteration method to assure that the constraints

are satisfied.

Another approach also was tried, which expresses the objective function

in the following way:

(36) = I
i J

qji
L.

Ca. Tb. Ee
1.1 1.1 J

y c . T . E
% IJ IJ J

+ h
J J

ca. Tb. Ee L.
U 1.1 .1 1E. - y

J i £ca. Tb. E
A iJ iJ .

e

J J

where A. is an externally assigned penalty value. Even though convergence was
J

achieved after a few iterations, the resulting estimates of Q.. were far from
^ J

duplicating the base year values; therefore, this approach was dropped from

further considerations. It was suspected that because of the manner in which

the constraints are imposed in (36), the objective function lost its strict

convexity, and the solution converged to a local optimum rather than to a

global optimum.

c. Source and Nature of Data

The data for estimating the parameters of the market demand submodel were

obtained from the 1970 Census of Population Journey to Work Report [45],
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The reported data is based on a 15% sample adjusted to represent the total

population. The report shows the number of workers, and their characteristics,

who traveled from one subunit to another subunit in metropolitan areas with

populations of 250,000 or more. In the report, cities with populations of

50,000 or more are individually identified, while those cities with popula-

tions under 50,000 are aggregated as "remainder of county." For instance,

for the Chicago Metropolitan Area, which consists of 6 counties, the report

identifies 17 cities of over 50,000 and 6 "remainder of county" units.

For all combinations of pairs of these subunits, the report tabulates

by direction of flow the number of workers who traveled, the mode they chose,

their socioeconomic attributes such as sex, age, race, family relationship,

education, occupation, industry groups, and earnings. Data also exist for

travel within each subunit.

In this study, fourteen cities in the Chicago Metropolitan Area were

identified. Data on commuters who traveled from any one city to another

among the fourteen were tabulated. Excluded from consideration was the city

of Chicago proper. In a gravity model, or any aggregated model, the distance

between cities is generally measured from city center to city center. However,

the city of Chicago is spatially aggregated into only one large unit, and it

was decided that no meaningful measure of distance between Chicago and other

cities in the study area could be developed. Despite the exclusion of Chicago

from the study, the validity of the study results will not be affected since

the model is independent of city designations. The study results will apply

equally to Chicago if the data for its subdivisions which are similar in

size to suburban cities become available.
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For the fourteen cities included in the study, the data were tabulated

for the number of commuters by mode they selected in reaching their place

of employment. Modes included private automobile (as driver); private

automobile (as passenger); bus; subway, elevated train or railroad; walked

to work; worked at home; and other means including taxicabs. Also tabulated

were the proportion of professionals, administrators and skilled blue collar

workers among the commuters who traveled between a given city pair in each

direction. The stratification of commuters by such a job classification was

done to assure conformity with the occupational class adopted in the indivi-

dual demand submodel.

The tabulated results of commuters by mode were next given minor adjust-

ments of the following types. (1) When the frequency for "walked to work"

between two cities which are beyond normal walking distance was nonzero, it

was assumed to be a reporting error, and the data were distributed among other

modes according to the proportion in which commuters chose those modes.

(2) Similarly allocated among other modes were those observations under

"others including taxicabs," on the assumption that taxicabs were not a normal

means of commuting. (3) In the case of workers who were reported to be

commuting to cities other than their own, and yet classified under "worked at

home," it was assumed that their normal place of work was as indicated by

destination, but on the day of census taking, they worked at home. Hence,

these were again distributed among other modes in the same manner. (4) In

case of intracity commuters who are classified under "worked at home," it

was assumed again that these observations included those who normally worked

away from home, but on the day of census taking they worked at home as in
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Case (3) above. We, therefore, decided to isolate these individuals from

those whose place of work was actually at home. In-so doing, the average
\

"worked at home" to the total commuter ratio was computed for those who

worked outside their own cities. This ratio was then multiplied to the

total intracity commuters for each city, and the number for those whose

normal place of work was away from home but who worked at home on the day

of census taking was derived. They were subtracted from the reported fre-

quency of "worked at home" for intracity workers, and assigned to other modes

according to the proportion in which modes were used in that city.

Next, the automobile driving time between cities were estimated by

measuring the distance between city centers by road segments, then by apply-

ing different driving speeds to each road segment according to the traffic

condition, and by aggregating the resulting driving time for all road seg-

ments. For automobile driving costs, 10<£ per mile cost was applied to the

distance between city centers, and whatever toll charges that were appli-

cable were added. Bus and rapid transit commuting time, whenever such ser-

vice existed, were estimated by applying the average speed of mode on each

route to the segment of commuting routes applicable, and by aggregating over

the entire commuting route. Added to this were one half bus or transit head-

way for waiting time; access-egress time of 6 minutes computed at average

walking distance of 800 ft. at both ends of the trip and at walking speed of

3 miles per hour; and walking time when transfers were involved. Bus and

rapid transit speeds by route were estimated from bus and rapid transit

schedules. Bus and transit fares were also obtained from the CTA History of

Fares, and from the records of the Illinois Commerce Commission for suburban
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buses. Finally, walking time was computed at a walking speed of 3 miles

per hour, and walking cost was assumed to be zero. Train time and cost

were ignored because the proportion of commuters taking trains between

suburban cities was very small, and hence would have a negligible influence

on the composite time and cost.

In the case of intracity commuters, the average distance was estimated

by assuming uniform distribution of commuters within the city limits, and

by assuming that the place of employment was located at the city center- A

general formula for this is given by:

C37) Av. Dist. = —1— {[1 - 2C(1-C)] L+ [1 - 2D(1 - D)]W} ,

k
where the symbols are defined by:

A - Place of Employment
L = Length
W = Width

C = Y/L
D = X/W

In a special case, when the place of employment is located at the city center,

as is assumed in this study, (37) reduces to (L + VJ)/6. Once the average

commuting distance within the city was derived, the time and cost of modes

were estimated in the same manner for intercity commuters.

The composite commuting time between and within cities was derived as the

weighted average of mode times using the percentage of times that various modes

were used by commuters as weights. The composite costs were also estimated in

the same manner.

In estimating the parameters of the market demand submodel, automobile

passengers were pooled with automobile drivers on the basis of the findings
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in Section 3. In addition, when the data for those who "worked at home" were

pooled with the data for those who "walked to work," better estimation results

were obtained than when they were excluded. The model estimated using the

pooled data set produced the "percent correctly predicted" score of 89.9% and

the coefficient of determination in frequency of .95218. On the other hand,

when the data for those who "worked at home" were excluded, the resulting

model had the scores of 88.7% and .95441, respectively. As such, these data

were pooled and the commuting time and cost of those who "walked to work" were

assigned.

d. Estimation

Estimation of the parameters for the market demand submodel (34) and (35)

was performed again on the CDC 6400 computer at Northwestern's Computing

Center, using the computer program written for this purpose by the author.

A copy of the program called GRAVITY is attached as Appendix B.

The estimates of the parameters are presented in Table 6. These esti-

mates were obtained using data for six cities. Cities that were excluded

were located beyond the normal commuting distance in relation to each other,

and the trip frequencies among them were mostly zero.

The estimates are not statistically significant at the 5% level. How-

ever, the signs of the estimates are all correct, and both the origin-

constrained and destination-constrained models "predicted" 92% of the base

year observations correctly, and had the coefficient of determination in

frequency of .978 and .976, respectively.

In Table 7, the estimates of commuter trip frequencies among six cities

for the base year are presented. These estimates were obtained as discussed
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earlier by taking a simple average of frequencies predicted by both origin-

constrained and destination-constrained models, and by six iterations of

the Furness method to impose the row sum and column sum constraints. Table 7

may be compared with the actual trip frequencies observed, which are given

in Table 8. From these tables, it can be observed that the column constraints

are not satisfied, suggesting that it would take more than six iterations of

the Furness method to achieve the desired results. Nevertheless, the model

performs well in that it predicts 89.9% of the observations correctly, and

has the coefficient of determination of .96218.

Finally, it is noted that in the gravity model, the commuter flow is

expressed as a function of the size of the employed labor force, the level

of employment, and the cost and time of commuting between cities. As such,

the model is quite general in its applicability, and the parameter estimates

performed well in predicting the trip frequencies whether the number of cities

was more or less than the number used to estimate the model.

e. Summary

In this section, a brief survey of the existing trip-distribution models

was presented and their pertinence to the present study was discussed. The

error minimizing doubly constrained gravity model, which successfully solves

the limitation of the existing trip-distribution models, was introduced; and

the source and nature of the data were discussed. We then presented the

estimates of the model parameters, and found that the model performed well

in duplicating the base year conditions. The next section is concerned with

interfacing the two submodels developed in Sections 3 and 4.
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Section 5

AGGREGATION FUNCTION

As will be seen in Section 6, the submodels developed in this study have

been used in the following sequence. First, the individual demand submodel

was used to predict the modal share of commuter traffic between two cities.

The estimates of mode market shares were then used to calculate the com-

posite cost and composite time, which in turn was applied to the market

demand submodel to estimate the commuter market demand for transport service.

Finally, the estimated commuter market demand was allocated among various

modes in proportion to commuters' modal choice prediction.

A difficulty arises, however, in predicting the modal share for the

market from the individual demand submodel, which is in disaggregate form.

It is known that substituting the mean value of the transport variables

(such as average cost and time for the market) leads to valid prediction of

mode market share only if the model is linear in the variables involved.

However, as we have already seen, the disaggregate model adopted in this study

is in logit form, and hence is nonlinear in the variables included. The dis-

aggregate demand model was estimated in such a manner as to give the predicted

probability close to 1 when a particular mode was chosen, and near zero other-

wise. Hence, a simple substitution of mean values for transport cost and

time faced by an "average" individual in the market will lead to an exagger-

ated prediction of market share either toward one mode or the other depending

on the distribution of the variables. The objective of this section is to

provide a means of solving such aggregation issues.
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Koppelman, in his recent paper, discusses five aggregation procedures

used in estimating the aggregate mode share from the disaggregate model.

They include: enumeration, summation/integration, statistical differentia-

tion, classification, and naive procedures [15]. The method of aggregation

available to a researcher depends to a large extent upon availability and

nature of the data. In this study, we have adopted a procedure which combines

a modified and simplified version of the statistical differential procedure

and the classification procedure.

The statistical differential method proceeds by linearizing the disag-

gregate model by using a Taylor series expansion, and then obtaining the

weighted average or expectation over the group for which the prediction is

being made. This approach requires estimation of the moments of distribu-

tion of the transport and socioeconomic variables. It is known that the

series tends to be unstable when the variables are highly dispersed.

In this study, the aggregation function, still unspecified but expressed

as a function of the estimates of mode share derived from the disaggregate

model, was approximated by use of a Taylor series expansion about some fixed

value. In this case, since the partial derivatives of all orders are evalua-

ted at the fixed value, they reduced to constants. When such a function is

rearranged and simplified, the market modal share expressed as a polynomial

function of the mode share estimated from the disaggregate model is derived.

The classification procedure is used in this study to weight the mode share

estimated from the disaggregate model by the proportion of commuters in

various occupation classes. The latter, as previously noted, were derived

from the 1970 Population Census Journey to Work Report.



Before deciding which form of aggregation function to adopt, three dif-

ferent aggregation functions were estimated, and the results were compared.

They included: (1) The direct aggregate market share model which estimates

a logit model by using the mean value of independent variables and the fre-

quencies of modes chosen, and directly estimates the mode market share.

(2) In the naive-statistical differential approach the initial mode share

is estimated from the disaggregate model using the mean value of independent

variables and the proportion of professionals, administrators and skilled

blue collar workers (PAB) as the socioeconomic variable. The resulting

probabilities were then used as independent variables of the aggregation

function. In this case, separate polynomial functions of the 4th degree

were estimated for each mode, and the results were normalized to assure that

the mode shares would sum to unity. (3) The classification-statistical

differential approach is similar to the naive-statistical differential

approach, except that the initial mode shares were estimated for each job

class from the disaggregate model, and the results were weighted by the job

proportions before estimating the aggregation function.

On comparing the three methods of deriving the aggregation function, it

was found that the third approach gave the best results in terms of the coef-
2

ficient of determination in probability (Rp = .952892), closely followed by
the second method (Rp = .952629), with the first approach being last

2

(Rp = .923886). For this reason, the third approach was used to estimate the
aggregation function, which has the following form:



-60-

(39) S* = an + a,P + a„P2 + a0P3 + a„P4 ,v; m 0 lm 2 m 3m 4m

where S : Final estimate of the market share of mode m.
m
•k

S : Estimate of the market share of mode m, obtained
m

from the polynomial function.

Pm: Weighted average of the market shares of mode m,
derived from the disaggregate model for each occu-

pation class.

aQ, a.j , ag, a3> a^ are parameters.

The estimates of the parameters of the aggregation function are given in

Table 9.

Section 6

METHOD OF PREDICTING THE DEMAND FOR BUS SERVICE

IN SUBURBS AND SATELLITE CITIES

OF METROPOLITAN AREAS

In the preceding three sections, the individual demand submodel predicting

individual mode choice, the market demand submodel for transport service, and

the aggregation function to interface the two submodels were presented. Using

a few examples, this section discusses methods of estimating the work-trip

demand for bus service in suburbs and satellite cities of metropolitan areas

on the basis of the submodels and the aggregation function estimated. In

order to facilitate discussion, the Flow Chart for the forecasting method

is presented in Figure 1.
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TABLE 9

Parameter Estimates for

Aggregation Function

Para. Car Bus Walk

a0 1.52855
(2.05552)

.21211
(4.56396)

.01440
(.92845)

al -7.31059
(-1.02466)

-2.21352
(-2.27023)

3.21067
(.41905)

a2 25.34278
(-1.17762)

10.74582
(1.87881 )

-29.64260
(-.04366)

a3 -33.72604
(-1.31761)

-18.67146
(-1.61553)

946.42417
(.05762)

a4 15.02305
(1.42900)

10.55681
(1.45725)

-4272.34375
(-.03604)

The numbers in parentheses are t-statistics.
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FIGURE 1

Flow Diagram for Forecasting
Work Trip Demand for Bus Transportation
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a. Estimating the Effect of Policy Changes on Demand for Bus Service

For estimating the effect of policy changes on demand for bus service,

the following steps are taken:

(1) Estimate or specify the magnitude of policy changes such as the

amount of changes in bus fare.

(2) Compute new average cost and time by mode for study area by

incorporating the new bus fares.

(3) Compute the proportion of professionals, administrators, and skilled

blue collar workers in various commuting groups. This may be derived

from the previous census data.

(4) Estimate the probability with which an "average" person among pro-

fessionals, administrators, and skilled blue collar workers (PAB)

would select various modes by substituting into the individual

demand submodel the mode costs and times derived in (2) and a

dummy value of 1 for the Job variable. Repeat the same process with

a dummy value of 0 for the Job variable to estimate the probability

with which modes are selected by an "average" individual among

white collar and unskilled blue collar workers (WUB). An option

to perform these operations, including data processing and card

punching, is available in the computer program ESTLOG attached as

Appendix A.

(5) Derive the weighted average of disaggregate probabilities by weighting

the results of (4) by the proportion of PAB and WUB obtained in

(3). Repeat the process for each mode.

(6) Substitute the results of (5) into the aggregation function to esti-

mate the mode market share for each commuting link being studied.
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(7) Compute the composite mode cost and mode time by obtaining the

weighted average of the mode costs and mode times derived in (2)

weighted by the mode market shares estimated in (6).

(8) Obtain estimates on the level of employment and the size of the

employed labor force at each community under study.

(9) Substitute the results of (7) and (8) into the market demand

submodel to estimate the flow by direction of commuters between

city pairs.

(10) Estimate the number of commuters taking the bus by multiplying

the results of (9) by the market share for bus estimated in (6).

(11) Finally, compare the results of (10) with the results of previous

studies.

b. Predicting When Installation of Bus Service Becomes Economically Feasible

In this case, the process is:

(1) Compute the minimum level of bus demand to make a given bus line

economically feasible. This may be obtained by calculating the

cost of running a proposed line and the average fares anticipated.

(2) Generate time series of the level of employed labor force at the

origin, and the level of employment at the destination as well as

the average cost and time of traveling by each mode between the

cities in the study area. In this case, the average cost of modes

must be deflated by the average income index or the wage index to

adjust for price and income changes over time. The average income

index may be obtained by dividing the estimate of the median nomi-

nal income of commuters for future years by that of the base period;

and similarly for the wage index.
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(3) On the basis of the data obtained in (2), estimate a time series

of the demand for bus service under assumed conditions, and com-

pare them with the minimum level needed for economic feasibility.

(4) In forecasting such as this, it is important to recognize the

fact that the demand for bus service is determined not only by

changes in the level of service by the bus line itself, but also

by changes in service level of other modes, such as toll charges,

gasoline prices, parking fees. Hence, in generating the time

series data on these variables, as many alternative scenarios as

can be perceived should be considered.

In the above, by means of examples, we have demonstrated how the models

presented in this report may be applied. Effects of other policy changes

and changes in the transportation system on demand for bus transportation may

be studied by appropriately modifying the above examples.

Section 7

SUMMARY AND RECOMMENDATIONS

In this report, a method of estimating the coirmuter demand for bus service

in suburbs and satellite cities of metropolitan areas was developed. The

basic approach was to estimate the mode market share from a disaggregate model,

using the average cost and time of traveling by three modes: automobile,

bus, and walking. The estimates of mode choice probabilities of an "average"

person were then adjusted by the aggregation function to derive the market

share of modes for commuting between cities. The mode shares were used for

computation of the composite cost and composite time, these in turn were used
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for estimation of the market demand for transportation. Mode shares were

also used for allocating the market demand for commuter traffic to various

modes.

The effectiveness of forecasting models such as this one depends largely

upon the existing state of technical knowledge, availability and quality of

data, and computational facilities. The report offers several innovations.

They include:

(1) Discovery that simultaneous destination-mode-choice disaggregate

logit models misclassify the destination choice of cross-commuters when

they are present.

(2) Identification of a conceptual error in the entropy maximizing

gravity model.

C3) Introduction of a disaggregate logit model which incorporates

dummy variables and dummy coefficients. Thus, the model combines several

models obtained by data stratification into a single model.

(4) Writing of the computer program to perform computation for the

logit model of the above type. The program is also efficient in handling

the socioeconomic variables in terms of reduced storage space and processing

of data. It also has the facility to estimate the direct and cross-elasticities

of demand.

(5) Introduction of the aggregation function to derive the market

share of modes from the probabilities of mode choice made by an "average"

person. The latter is estimated from the disaggregate model using average

cost and time of alternative modes.

(6) Introduction of a gravity model which is policy responsive, and which
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also reflects the competition among various origins and destinations.

(7) Writing of the computer program to perform computation for the

gravity model of the above type.

Availability of data affected the structure of the present study in

several ways:

Cl) At the disaggregate level, lack of data on wages or individual in-

come prevented deflating of the cost data. This, however, is a minor problem,

since future data can be deflated with wage index or income index estimated

by dividing the median income for the future year by that of the base period.

Also, lack of data to indicate the level of comfort, such as degree of

crowdedness, prevented inclusion of a comfort index into the model.

C2) At the aggregate level, absence of data on the distribution (i.e.,

variances and covariances) of the independent variables prevented application

of other aggregation procedures to estimate market share of modes, and the

error analysis of the forecast. The use of census data affected the study

in several ways. Since the census data are published for cities of popula-

tions over 50,000, many small cities had to be omitted in the estimation of

the model. In the case of Chicago, it was omitted because no meaningful

measure of distance between Chicago and its satellite cities could be devel-

oped for its high degree of spatial aggregation. This, however, is a minor

problem since the gravity model estimated in the study is still valid and

transferrable to other regions. However, the high degree of spatial aggre-

gation in the Chicago data prevented the author from answering one question.

That is: how to estimate the flow of commuters taking buses between Chicago

and its satellite cities. To answer this question, we need disaggregated
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data of the city of Chicago so that its subunits would be of about the same

size as its satellite cities.

(3) Finally, the data used for estimation of the individual demand

submodel were collected in the summer of 1969, and that used to estimate

the market demand submodel in April, 1970. When data for other times of

the year become available, it is recommended that the model presented in

this study be reestimated to examine for the presence of seasonal bias due

to data.
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PROGRAM ESTLOG (INPUT,OUTPUT,PUNOH,TAPE85=INDUT,TAPE88=CUTPUT) LOGO
DIMENSION A RRA V ( 3G 0 , 45 ) LOGO
INTEGER ARRAY .... ... LGGC
DIMENSION 30(11) , 31 (1 0 ) , 3 2 (1 C ) , 3 Z ( 10 ) , F G 0 ( i 0 ) , F G l ( i u ) , FG 2 ( i u ) , LGGC

1F G 3 (1C ) , F G Z ( 1 0 ) ,FHQ(10,1Q) ,FH1(10,1G) ,FH2(1G»1G> , F H V (1 £ , 1C ) , LOGC
201 PS (10) , S^S(i]) , L X (1 0 ) , KX (1C ) , S£(10) , T V (10 ) , ?! AX (10 ) , MB Y (1C ) LOGO

COMMON /AAl/ X ( 3 G Q , 4 , A) , Y ( 3CC , 1C) ,N0V A(30C,A) ,P( 30 0 , A) , LOGC
14 NAME( 3 0 0 , 10 ) ,JSUM <300 ) ,WA (A) ,JFAC(10 3) LOGO

... .COMMON../. AA2/ AR (.1Q O..L».3XR_tl0.) ,CY?_(A,iQ.) ,.V£CR(iC ) , HEXR(i_G.» IC ) , .. LOGO
1S1R(A) .T1R(A) ,W1R (A) ,XMN(A, A) ,YMM (10) ,XMe(A, A) ,CMN (10 ) ,

2 X E ( A » A , A)»YE(A»-10)
.__C_CMM.CN _ZAA3ItQTLOillL,.30J._?NXC.D .(.8 )_vNXC.O ( 8 L, N.RC0.L8, 6) LOGC

COMMON /AAA/ NAME(45) ,LOCECS(A5) , NYHOW(1G) ,NYSC (10 ,13) ,NALTO<A), LOGO
1NALTX ( A 7 A) ,NIZ(35>,SCLZ(35),NARG(35),NAM8(10),ITRF(10,14), LOGO
21 T RCJ 1 j, 1A) , L Z M ( 3 0) ,S5 (10 ) ,NM ( 3 Ci» MC H 1(3) ,NCH2 (3J , KF L(.i6 > LOGO

EQUIVALENCE (ARRAY(1,1),X(1,1,1)) LOGC
A FORMAT (+1+) LOGO

RE AP 185 tl I IO.Pjg IC O 7 N P R» NEL.NPCH LOGC
IF (NPCH.NE.l) GO TO 117 LOGO
WRITE (86,25) LOGO

__ 2 5 F O R MA T 1+1*4 AX., 8.OH T H IS. IS __A_ _P U N.Q HI NG OPERATI Q N. t PREP ARIN G _J H E DATA . LOGO
1 FOR TYPE 2 OR TYPE 3 OPERATION.) LOCO

GO TO 116
117 WRITE (86,20 L_IOP _ . LOAO

20 FORMA'T {*1+ ,AX,13HTHIS IS TYPE , II, IX , 10 HOPERATICN . ) LOAC
GO TO (113,114,115)» IOP LOAO

113 WRITE J 86, 21) LOAO:
21 FORMAT (//AX,85H(1) IT ESTIMATES THE CCEFFICIENTES OF A LCGIT MCO LOAD

1EL USING A MAXIMUM LIKELIHOOD METHOO,/9X,93HBY APPLYING THE NEWTON LOAC
2-HIGA ALGORITHM OF UNCONST RA INED OPTIMIZATION IN _N ON LINEAR PROGRAM_LOA0
3 MING.// 9 X, 72 HUE ESTIMATION MAY BE PERFORMED WITH CR WITHOUT SOCIO LOAO
AECONOMIC VARIABLES ,/9X,36HWITH OR WITHOUT DUMMY VARIABLES, AN0/9X, LOAO
55AHWITH CR WITHOUT OUMMY COEFFICIENTS FOR MODE VARIABLES.)

_ _LQAG
WRITE (86,22) " " " ~ " LOAO

22 FORMAT (//AX,86H(2> IT CGMFUTES THE MODE CHOICE PROBABILITIES, AN LOAO
13 THE DIRECT- AND CROSS-EL AS T IC IT IES/9 X,_A0 HO F MCCE CHOICE AT MEAN LOAO
2OF THE VARIABLES.) " ' " * " "" ~ ' LOAD

GO TO 116 LOA G
11A WRITE (85,21) LOAO

""

WRITE (86,23) " " ' ' LOAC
23 FORMAT (//AX,7AH(2> IT COMPUTES THE PROBABILITIES, AND THE DIRECT LOAO

1^ A NC CROSS-ELASTICITIES/9X,5 5H OF MO DE CHOIC E FOR EX TERN A L LY S U P PL LOAC
2IED 'VARIABLE VALUES,) ' " ~ " ' " LOAO

GC TC 116 LOAC
115 WRITE (36,24)

_ _ LOAC
24 FORMAT ('//4 X , 74H (1) IT CGMFUTES THE PROBABILITIES A NQ T HE OIR EC T L OA £

1- AND CROSS-ELASTICITIES/9X,74H0F MODE CHOICE, USING EXTERNALLY SU LOAC
2PPLIE0 COEFFICIENT AND VARIABLE VALUES.) L0AG

"lib IF (ICP. E0". 3) GO T0~ 20 5 " " " " """ LOAD
IF (ICO.cQ.2) GO TO 2G6 LOGO
READ (35,1) NC3,NVAR,NOFT,ND1

_

_ L0GG
GO TC 20 7 " " LOGO

2 G 6 READ (85,1) MC3,NV AR , NCFT, (NCH1(I) ,I=1,3) , ( NCH2 ( I) , I=1,3) ,NO 1 LOGO
1 F0MAT ( 0113 1 LOG -

20 7 READ (85,2) ( M F T (I) ,1 = 1,NOFT) LCGi
2 FORMAT ( 8A 1 G ) LOGO

READ (85,2) (NAME ( I) , 1 = 1 ,tiVAR) lcg^
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f 7 T N ELN 0-0 logI

[73 GO 101 1 = 1»N03 log;
lcg|[75 READ ( 8 5 , MF T ) ( A RR A Y (I, j ) , j = 1, N V AR)

5t ?
r"

r15
IF. (EOF. 85) 102. 103 ... ■ -- —

WRITE (86,3) I

- - log-
log(10 2

>23 3 FORMAT (4X,27HNO DATA FOR OBSERVATION NO,, 15) lpg^
>2 3 GO TO .10 0Q ... . -- --- • log!;
IZ4 103 IF (ICO.EG.1) GO TO 101 l ogfc
12 6 K1=NCH1(1) log!;
Hi] L1.= NCH 7 (. 1) »

U _

:31 K2=NCH1(2)
>33 L 2 = NCH 2 ( 2)
»3^ K 3 = M C H i ( 3 ) . ... - .

5 3 6 L 3 = NCH2 (3)
>37 IF (ARRAY (I» K 1) . NE.ARRAY(I,11) .OR.ARRAY(I,K2) .NE.ARRAY(I,L2)

l.CR.AREAY(I,K3).G Ej.AR.RA Y.( I, L3> ) GO TO 1.0 4
'.67 GO TO 101 logo
567 104 WRITE (86,5) I logo
575 5 FORMAT ( 4X, 24H0ATA FOR OBS£RVAII0N„N_0...,.. I5_,ZX_, 12HOC.._NO.T._«A.T.CH.)..... log'j
175 NENO=i logo
576 101 CONTINUE logo
501 TF (NFND.EQ.1) GO TO 1000

503 105 K= 1 logo
C *PUT OO 117 1=17,2 9* HERE

50 4 GO 1 C6 I=i«» fIVAR LOGO
50 6 LOCECS <1)=K loc j

510 10 6 k = K + n o 3 lo :
513 00 107 1 = 1,N V A R lo .1
515 CALL WRITEC ( ARRAY (1, I) ,LOCECS (I ) ,NO8) L ( j
'21 107 CONTINUE l.O j
524 WRITE (86,10) Lr. :
527 WRITE (36,1G) Lv •;
133 WRITE (86,6) l
537 6 FORMAT (4X,44HTHE eASIC DATA HAVE BEEN SUCCESSFULLY LOADED __Lc. i
53 7" WR1TE (36 ,18)" TOP,ICD , MPP,NEL,N PCH l
555 18 FORMAT (//4X,4HI0P=,I5,2X,4HIC0=,I5,2X,4HNPP=,I5,2X,4HNEL=,I5,2X,

15H NPCH=,15)
lo

555 IF (ICO.NE.l) GO TO 201 LO
557 WRITE (86,19) NO 3,NVAR,NOFT,NO 1 LC> i

573 19 FORMAT (//4X,4HM03=,I5,2X,5 H N V A R =,15,2X,5HNOFT = ,15 , 2X,4HN01=,15) LOi
573 GO TO 2G 2 LOr :
574 201 WRITE (86,16) N09, N7AR,N0FT, (NCHKI) ,1 = 1,3) , (NCH2( I) ,1 = 1,3) , ND1 loc j
>24 16 FORMAT(//4 X,4 H N O 3 =,I 5,2 X,5HNVAR = ,I5,2X,5HNCFT=,15,2X,5HNCH1=,315,

12X,5HNCH2=»3I5»2X,4HNC1=»I5)
>2 4 202 WRITE (86,17) (MFT (I) ,1 = 1,NCFT) LOG :
>3 7 17 FORMAT (//4X,1SH VARIABLE FORMAT = //10X,10 A10/10X,10AiG)
r 3 7 WRITE (86,7) (1,1=1,10) LOG.:
>50 7 FORMAT ( // 4X,14HVARTABLE NAMES//4X,10(6X,1H(,I 2,1H))) LOGG
(- 5 0 WRITE (86,3) ( N'A M E (I) , I = 1, N V A R ) LOGC

3 8 FORMAT </10 ( 4X, ITjAIO//) ) LOGG
>63 IF (NDi.tO.C) GO TO 1001
'6^ NUL =23 LOGC
► c 5 IF (NVAR.LE.23) NOL=NVAR LOGC
■71 WRITE (86,9) ( I, 1=1,NOL) LOGO

G 3 9 FC-MAT (*1~,4X,1GHGASIC OA T A / / 111, 9 ( 2X , 1H (, 11 , 1 H ) ) ,14(1X,1H(,I2,
11H)))

log:
"

LOGG
03 N=C l.o'gc
0 4 GO 109 1=1,NOB LOGO
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513 IF (N.LE.5) GO TO 110 LOGO'-
>12 WRITE (86,1G) LOGO:
516 10...FORMAT { + *.) ... ... .... LCG0c
>16 N = 1 LOGCE
>17- HQ WRITE (36,11) I , (ARRAY (I , J) , J = 1 ,NDL> LCGCE
>36 11 FORMAT J.^X, 1H (, 1.3, 1M ), 2X ,2.315) .. . .

.... LOGCE
>36 109 CONTINUE LOGCE
>Ai" IF (MVAR.LE.23) GO TO 1001 LOGO;
>7*3 WRITE. .(86,12) _CL, 1=29 ,N.VARJ , LOGCE
5=5 12 FORMAT (-"1* , AX,10H3ASTC 0 A T A//I IX, 23 (1X , 1H ( , 12 , 1H ) ) ) LOGOE
>55 K=C LOGOE
555 DO_ 1 it_I=i., MO8 LOG0 E
>60 N=N*i LOGC6
>62 IF (N.LE.5) GO TO 112 LOGC6
[6 A WRIT E. (.8.6 ,1..0 ) LOG 0 6
>70 N = 1 LOGC6
>71 112 WRITE (86,11) I, (ARRAY (I,J) ,J=2A,NVAR) LOGC6
> 10 11.1 COMTIMU.E L.OGC 6
>13 10C1 M S TP = Q LOGO 6
ilA READ (35,1) NALT,NX,NY,NZ,NCP,NDH0W,NCSTH,NBUS2,N02,NC0 LOG06
>M» IF...(EOF., 35.) A10.All LOGO6
>A7 AiC MS T P =1 LOGCcj
>50 GO TO 10 00 LOGC7
:51 All NO 8X = NO 8 LOG07
:53 ND=NX+(NALT-1)*NY
> 5 7 NAL=NALT-1 LOG07
:60 N2 = N0*N0_._ LOGO?
62 2 0 A CALL PROCESS (NO 3,NV AR , NALT,NX,NY,NZ,NOP,NOHOW,NCSTH,N3US2,NT, " LOGO?

lMSTP ,NCV,NAX , N 3 Y,N02 ,NCO,MX,NPCH) LOGOt
'05 _IF_ (MSTP.EQ. i)_ GO TO_100C_ _LOGOC
'0 7 CALL EST IM ( NAL T , MA L , NX, NY , NO , NT , MST P , NOD , NO HOW , INIT , N2 , 80 , 31, 82 " LOGO E

13Z,FGG,FG1,FG2,FG3,FGZ,FH0,FH1,FH2,FHV,DIRS,SAS,LX,MX,FL0) LOGCE
'AA

_ IF ( MSTP. EO . 1) G_0_ TO 100 0 LOGCE
'

A 6 ~ " 2J5 CALL RESULT (N AL T , NAL , NX , N Y_, NO , NT , MS TP , NOD , MOHOW ,1 NIT ,N 2 , 30 -, 81 , LOGO-
1FG C,FG1,FH1,FH2,FHV,LX,MX,SE,TV,NAX,N3Y,FL0,ICP,NPF,NEL) LOG Gc

C 2 GO T C 10 01_ ___ L OG 0 c
0 3 1 3 00 STOP" "" LOGIC
03 END LOGIC
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731

70 3
702

SUBROUTINE PROCESS (NOB,NVA 9 , NALT,MX,NY,MZ,NOP,NOHCW ,NCSTH,N8US2,
1NT,MSTF,N0V,NAX, NBY , NO 2 , NC C , MX , NPCH)

_ .DIMENSION NAX(iO) ,N3y(lQS . KX.(iQ>. . __

COMMON / A Ai/ X(3G3,A, A) , Y ( 3 u 0 ,1 2 ) , N 0 V A i 3 0 0 , A 5 , P ( 3 0 0 , AJ ,

lANAME(300,lfi>,JSUMt3Ga),WA(A),JFAC(100)
COMMON / A A 2 / A R ( 10 G ) , 3XR (10) ,CYR(A,iQ> ,VECP(1G ) , HEX.R (1Q , 1GJ ,

1S1R(A) ,T1R(A) ,WiP( A) ,XMN(A , A ) , YMN (1 G ) , XMB (A , A) ,CMN (10 )
COMMON /A A3/ N3Z (30Q,30) ,NXC0(8) , NYC0(8) ,NRC0(8,6)
CO NM.CN /AAA / N.AMEU5 ) »LCCE.CS (A5) , N YHOW (1G)., N YSC (10 , 1G) ,.NAL.TO.(A)

1NALTX(A, A) , NIZ( 35) , SCLZ (35) ,MAP,G< 35) , NAMB(1C) » I TRF ( lfl , l A) ,

2ITPC (10 »1A) ,LZN< 30) ,S5 (10) ,N'N (30) ,NCHl ( 3) ,NCH2 (3 > , NFT (16)
IF... ( NX,.ELC,.0_..OiL..N.-Y..,£La^QJ__GO-_LQ_7DJ
READ (85,2) NOV, (NAX(I) 7I=1»NX) , (NBY(I) , 1 = 1,NY)
GO TO 702
IF (NX.EO.O), GO TO 7.03
READ (85,2) NOV, (NAX(I) , 1=1,NX)
GO TO 702
READ ( 8 5 , 2J NOV, ( N BY (I) .1 = 1 , NYJ
IF (NY.EG, 0) GO TO 73A
REAO (85,1) (NYHOW(I) ,1 = 1,NY)
00 301 1=1,NY

301
7Q A

30 2..

705
7Gc

IF (NYHCWd ) ,£Q. G) GO TO 331
READ (85,1) ( NYSO(I,J) ,J=1 ,8)
CONTINUE

3 0 A

333

352
35

236

JOT
1
2

3
A

5

IF (NX.EO. 0) GO TO 705
DO 302 1=1,MALT
PE AD ( 8 5 , 2) NALTO.(I) , (NALTX(T,J) ,J=1,NX )
GO TO 705
READ (35,2) ( NALTO (J) ,J=1,NALT)
READ (85,2)

_ C.NIZ (I) ,J = 1,_NZ) __ __

READ (35,3) (SCLZ(I>,I=1,NZ)
READ (85,1) (NARG(I),1=1,NZ)
IF (NOP. PQ. G) CO TO 30 3
DO 3' jt 1 = 1, NOP
READ (85,A) NAM3(I),(IT R F(I,J) ,J = 1,1 A)
READ (85,5) (IJRC (I, JJ , J = 1,1A)_
IF (NCO.EQ.o) GO TO 206
DO 362 1=1,NCQ
RE A Q (85 ,35J., NXCO (I) , NYCO (I) , (NRC Q( I,J),J= 1, 6_L
FORMAT (2A10 , SI10)
LZ = NX + NY + 11

_DO 3 CO 1=1, LZ
LZN(I)=1

JPRO •

pro ;

PR on
pr;'

pr'.
pp.

_PP* 3
PR :
pro
pro
pro
prc

JPRO
pro „

proo
proo

17

FORMAT (8110)
FORMAT (3 A 1C )
FORMAT (3F1C.3)
FORMAT (A 13,1AI 5)
FORMAT (10X,1AF5.0)
NX 1= NX ~
WRITE(36,17) MALT,NX,NY,NZ ,NCP,NOHOW,NCSTH,N3US2,ND2 ,NCD
FORMAT (j 1* , AX,13HCONT_RCL CODES,/AX,6X , AH N ALT , 8X , 2 PN X , 8 X , 2 HNY ,_8X

12HNZ ,7X,3HN0P,5X,5HN0HOW,5X,5HNCSTH,5X,5HNBUS2,7X,3HN02,7X,3HNCD//
2 A X ,11113)

IF (NX.EO.O .OR. NY.EQ.O) GC TO 6C5
WRITE (83,18) NOV , (NAX (I ) , 1 = 1 ,NX) , (MBY (I) , I = i, NY")
c 0 PMAT (//AX,12A10)
GO TO 5C 7



m
1522
162 6
i 651
! 65,6
i 675
1575
! 70 2
i 7G A.
172 0
! 725
72 6

'72 7
!733
^73 3
5 7AG
t<■

753
76 7
767

.012

016_
01c

*5*1
cat

| r 06-5
5

07Q
'

070
075
10 1
101
10 6

12,2
lit^

j

; lit. it
0-1 it 6
315 6
3315 6
lie 3"
05? 10
052 1 Q_
1212
0213
0216
,0 2 2 5"
;0!23 2
;0!2 3 5
032 it Q
032 it 0
I0?2 4 0
1022 it O"
(022 A'C
[0?2it g"
:02?ito
:c2A!_
0 2 it. 2*

) g:; to 6c5
MO V, (MAX(I),1 = 1,NX)

6 0 6
6 0 7

19

i = 1. n y >

- 605 ie.. ikk. eg
WRITE (36,18)
GC TC 607

.WRITE. (8 6,1.8)
IF (MY.tQ.J)
WRITE (86,19) 1MTHUW \ 1> , 1=1, NT )
FORMAT ( //AX,5HNYHGW.,//AX, 12110)
CO 609 1=1,NY

N0V,.(M8Y (I)
go to 603

(nyhcw(i) , 1= 1 ,my)

609
2C

60 3.

21

611
610

. .2 2

_2 3_

2A

25

26

27

613
28
29

612

36

"3 79

37
378

306
305

IF (NYHOW(I).EO.6) GO TO 609
I, (NY SO (I., J) , J = l, 10 )write. j 3 6,2 0.)

CONTINUE
FORMAT (//AX,5HNYSC(,T 2,1H) ,/AX,12110>

. IF_ .1 NX...E5 •.OJ... JG_0_ T.0...6JLO
WRITE (66,21)
FORMAT (//AX,5X,5HNALT0,5X,5HNALTX)

..00 611„J=1,.NALL ' -

WRITE (36,13) NAITO(I) ,(MALTX(I,J) ,J = 1,NX1)
WRITE (86,22)
f OR MAT ( / / AX , 3_H N17-1 .

WRITE (86,18) (NIZ(I),1=1,NZ)
WRITE (85,23)
FORM AT_.( //AX.,.A.HS.CLZ)
WRITE (86,2 A) (SCLZ(I),I = 1 ,NZ)
FORMAT (//AX »12F10•3)
W R IT E (.8 6 ,2 51. ...

FORMAT ( //AX ,AHNARG)
•WRITE (86,26) (N ARC (I) , I =1 , N Z)
FORMAT J/./'tX, 121.10.)
IF (NCF.EO.O) GO TC 612
WRITE (36,27)
FORMAT ( / / it X , 6 X , A_H_N A M B , 6 X ,_A HIT R.F / 2 0 X , AMI IRC)
DO 613 1=1,NOP
WRITE (86,28) NAM3(I) , (ITRF(I , J) ,J = 1,1 A)
WRITE (86,29) <I TEC<I,J) ,J = 1,1A)
FORM AT (//A X,A10 ,1AI 5 )'
F C F M A T (//AX,luX , 1AF5 .1)
IF (NCO. EQ.O) GO TO 3_78
WRITE " (8 6",36) (T ,1=1,6) '
FORMAT (//AX ,6X,AHNXC0,6X,AHNYCG,6(3X,5 HNRCD(,I1,1H))/AX)
TO 379_I = 1, NCO'

WRITE (8 6,37) NX CO "(I) , N Y CO (I) , (NRCD(I,J) , J = 1,6)
FORMAT (AX,2A1J,61 10)
00 3 05 _I_=_1, N Z _____

OO 3 06 J = 1,N9AUU O^D

IF (NIZ(I).NE.NAME(J)) GC TC 306
CALL PEA C_EC (NBZ (1,1 ) , L OCECS ( J) ,

"GO TO 305
CONTINUE

CONTINUE^

NOR)

DATA
OATA
DATA
OATA

OATA
OATA
N = G
oc
OO 3

MM A
NMB
NMC
N M n

/1GH
/ i G H

/I CH
/1GH

NME /1GH
NMF /I OH

ostr p/
N B A V /

MOOCH/
ZERO/
N A A V /

ONE/

307
P.

I=1,N09
J=l,NZ

PRO

PRO
PRO
PRO
PRO

PRO
PRO
PRO
PRO
PRO
pro;
pro

. pro;
pro i
pro;.,
pro;

pro?;
pro;
PRO!
PRO 3
PRO 2

. JPROZ
PROS
PROS

..PROS
PR02
PROS
PROS
PRO 2
PR 0 2

PRO 2
PRO 2
PR02
PP.02
PRO 2
PR02
PRO 2
PRO 2
PR02
PRO 2
PR02
PR02

_PROC
PROG
PROD
PROG
PRO a

PROG
_PROC

PROG
PROC
PROC
pro:

pro:
proc
ppoc
prc l
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V£?i IF (N'T Z ( J) . £"Q . N'-'A ) GO TC 3Q9 Pi- i

Z 6
L . \ 111. - . V <7 * B *— +_+ B 1 1 v ' w - ^ • - ' v- - w —

IF (N3Z (I, J) . E0.-9.OR.NBZ( I, J) . EC.-8) GO TO 307 Pr !■

357 309 IF ( N8US2 . EQ . 0 . AND. NIZ(J).EO. NNB .AND. NBZ (I, j) .en.2) GO TO 307 PRC

>75
30 6

IF ( N ,4 R G ( J ) ► E 0 - i . A N D a M B Z < I • JO
IF (NARG(J) .EG.2 . AMD. NBZ(I,J>

5£g.rit r.n TO..307 - PPM
. LE. Q) GO TO 30 7 PRO'

320 IF (NOHOW,EG.2 .A MO. NIZ(J).EO. NMC .A NO. NBZ(I,J). EC.12) GO TO 307 prc

336. IF (NCSTH.EO.l .AND,. NIZ(J),EQ, NME. .AND. _MBZ(I, J.» . N E . 10 ) GO TO 307
354 IF (NCSTH.EO.l .A N O. NIZ(J).£C. NM6 .ANO. NBZ(I,J) .NE.lfl) GO TO 307
372 3 3 8 CONTINUE "• 1

374
375

N=N+-! __

... _ _ __ -- 4
OO 1111 J = 1j NZ

377 1111 N3Z(N,J)= N3 Z(I» J)
+ 12 717 rflM TTNISE pr n

+1 5 NT = N pp.
+ 15 IF (NY.EG.0) GO TO 720 pr
+17 00 401 J=l,NY prc
+21 IF (NYHOK(J>.EG.C .OR. NYHCW(J) .EQ.3) GC TO 401 pro
+ 3 G CC 432 K = 1, NZ proi
+ 31 IF ( N BY (J ).. E G.N I 7( K) ) G O T C 40 3 pro.'
+ 35 402 continue PROi
+ 37 GO TO 4C1 pro!
+ 37 403 KX=NYHCW(J)
f 1 GO TC (411,412,401,411), KX pro.;
*51 411 OO 404 1=1,NT pro!
+ 53 K1 = N 97(I,K) pro
-5 7 N B Z (I, K )= N Y S G(J,K1> pro'
• 64 434 CONTINUE pro
57 GO TO 401 pro
5 7 412 CO 405 1=1,NT pro:
71 IF ( NB Z(T,K) .GE.NYSO ( J,i).AND.NBZ(I,K) .LT.NYSO(J, 2 ) ) GO TC + 0 6 PRO :
"• 5. N8Z (I.j K) =0 .pro 0

0 GO TC + 05 PRO
4

4 3 6 NBZ(I,K)=1 pp.
-

40 5 CONTINUE pc :
1 401 CONTINUE p-

-

720 IF (NOP.EO.C) GO TC 310
OC 311 1=1,NOP

p :

PR -

:<X = ITRF ( 1,1 )
u IF (KX.GE.4) GO TO 315 pri. "

>32 GO TC (312,313,314), KX PRi
•41 312 OC 316 J = 1,NT PRO .

!43 K1 = 1 TP. F ( 1, 3 ) pro
>45_ S1=NEZ(J»K1)* SCL Z(K1) proc
>52 KX = ITP. F(I,2)
;54 GO TC (201,202,203,204,205), KX
>6 5 201 ANA HE (J, I)=5iw? PROO
> 7 1 GO T C 3lc pro:
:72 202 ANAME(J,I)=SQRT(S1> PROI
•03 G C T C 31 c proi
>C 4 ~~2 0 3™ A WANE(J, I) = 1. 0/S1 proi
>11 GO TC 316 proi
>11 204 IF (51.EQ.0.3) S 1 = 1,0 £—10 PROI
>13 A NAME (.J, I) = A LOG ( Si ) PROI
>21
>25 205

GO TC 315
A NAME!J,I)=EXP(Si)

PROI
PROI

: 3 3 316 CONTINUE PROi
>42
>42 313

GC TC 211
OO 317 J = 1,NT

PROI
PROI
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A KJL-I.TRF (I t 2.) _ __ _ , .. . PRQi
6' Si=NPZ(J,Kl>*SCLZ(K1>*1120(1,2) PROl
5 IF (ITRF (I,3) .£Q.5> GC TC 217
Q ..K2-ITRF (I ,A) _ . .... ... . .. PROl
1 52=N 9? i J » KE) J'sSCL X ( K2 ) *• 11" PC (1 , M PRO!
I- 217 KX=ITRF(I,3) PROl
2 GO TC (211,212,213,214,215 ,216) , KX ..._ ... ... PROl:
A 211 ANAME ( J , I) = S 1»- S 2 PROl
1- GO TO 655 PROl:
2 212.. ANAME .(J ,. L).=.S 1-S2..... . PROl:
7 GO TC 655 PROl:
G 213 ANAM£( J, I) =Sl*S-2 PROl:
5 GO ..TO .655. - . . PROl:
5 216 K1 = ITR F (I» A) PROO:
7 K2=NEZCJ,K1) PROl:
3 K3 = K2t5. „ PRO 1;
5 S2=ITRF(I,K3)*5CLZ(Kl)*1TRC(I , A) PROl:
A 21A ANAME(J,I)-Sl/32 PROl:
1 GO TO 655

_ PROl:
1 215 ANAME(J,I)=S1**52 PROl!
G 655 IF (ITRF(1,5).NE.1) GO TO 317 PROl!
3 IF <ANAmE(J,I) .EGUQ-fl) A NAMEJ J* IJ=_1_. GP-.l.G PROl J
2 ANAME(J,I)=ALOG(ANAME(J,I)) PROl!
1 317 CONTINUE PROl!
0 GO TO 311. PROl d

3 31A 00 318 J = 1,NT PRO 12
2 K1 = IT R F(1,2) PROl!
A K2 = ITRFJ I , A) _ _ PROl!
c K 3 = ITRF(I»6) PROl!
7- S1 = NEZ(J ,Ki)*SCLZC K1)*ITRC (1,2) PROl!
6

_ S2_=NBZ_( J,K2) *SCLZ(K2J*ITRC (I , A > __ _ PROl!
6" ~ " ""S3 = N8Z C J,K3~) aSCLZ{K3)"*ITRC TIRS) """ ------ ----- PROl!
5- K X = IT R F(I , 3)
7

_ _GC TO (2 21, 2 22, 2 23, 2 2 A, 2 25) , _KX ^ fc _ t

7 "221 SA = S 1 + S2 " " " """""" " " PROl!
1 GO TC 319 PRO 11
2 2 22 S A - S1- S 2 PRO 13
A GO TO 319 PRO 1 J;
5 223 SA=S1*S2 PROlJ
7 GO TC 319 PROlf
0 22A SA=Sl/S2 PRO13
2 GO TC 319 PROl2
3 225 SA = S1** S 2 PROl?
7 319 -<X = I TRF (1,5 )
1 GO TC (231,232,233,23A,235), KX
2

_ 231 ANAME(J,I)R5A+S3 , , PR012
7 GO TC 318 PR01A
0 232 ANAME(J»I)=SA-S3 PR01A
5 _GC TC 318 _ PR01A
6 233 ANAME (J, I)"=S A*S3 " "" " " ' """ ~ PRO It
3 GCTC318 PROlA
3 2 3 A A NAME ( J , I) = S A / S 3

_ _ PROl A
0 GOTO 318 PROlA
a- 235 ANAME(J,I)sSA**S3 PROl:
7 318 CONTINUE PF01A

2 GC T C 311 " PROl A
2. 315 N = IT E F (I , 1) PRO 1F
A 00 32C J=1»NT PR015
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f$y-3 00.. 32l..k=.l, h . - „ P ?„<:■.
157' Kl-ITR-®! I,K+2) PRO.

>63 321 S5 <K> =NBZ (J , Kl)+SCLZ (Kl) *ITRC <1 ,K)-2) PRO;
2c0 ... kx = i .trf (1,2.) ... ; -

202 GO TC (241, 242) , KX
2G7 241 ANAME(J,I)=u.0 PRO:

213 do .322 „k = 1, n rpjoj
214 322 aname (J , I) = a name (J , I) f S5 ( K ) pro]
22 4 go TC 3 2 0 s pro]

225 .24.2.. AjNAMej J., L).= 1, 0 P.R.0 j
231 DO 323 K = 1,N PRO:
233 323 ANAME(J,I)=ANAME (J,I)* S 5 (K ) PRO]

243 32;0....CO NI INUE_ „ ERQ :
245 311 continue PRO;
251 310 if (nx.eg.o) go to 6c1 PRC
2 52 d0__329 k=1,nalt pro;
254 DO 33G L=l, NX PRC.
255 00 331 1 = 1, NZ PRO.
25 6 If j naltx(k,l> .eq.niz(i) ) go to 33.2 pro:
2c2 331 continue PRC
264 do 333 1=1,nop j PRC;265 if ( N A LT xj_k., L).eq.nam8 (1)1 go to 334 _ pro j
271 333 continue pro]
274 if (naltx(k,l).eg.nmf) gc tc 1113 prc1
177 if _( naltx_(k_, l ) .eq.nmo) go to 332 pro ?
56 2 mst p -1 pro]
50 3 write (86,16) naltx (k,d pro!
513 16 format (//4x ?8h\/_a_ria9le , a1 g , 14h00es not exist) ppo \
513 go to 359 pro'
'.17 1113 do 1g 8 j=1,nt

: 1 1C 8 X(J,K,L)=i.C .
_

12 ~ g c tc 33 0
!32 3.32 DO 335 J = l, NT PC
534 i f _( n alt x (k , l ) . n e_._nmd) go tc 1112 % pf • •
i40 x (j, k, l) =0 • d ' " ~ ~ p

!44 go tc 335 pf
!4 5 1112 X (J , K, L) =N3Z (J , I) »SCLZ (I) pf •

557 ' 335 continue ~ - - - pf
56 2 go to 330 pp
: 6 2 334_ . 00 .3.36 J = 1, N T P;
164 336 x(j,k,l)=aname(j,i) " pf
■ ci 33g continue pp,:,i
ig 4 329 continue

_ _ pr: •
• c6 " ~ if '"(ncoveovgy go to 709 ' " pr
• 0 7 DO 363 1 = 1, NC0 ppf ■
•il DO 364 J = 1,UZ pR.;.
■12 IF ( NYCD(I) . LQ.NIZ(J) ) GO TC 365 " " " PRC ■

,15 354 CONTINUE PRO'
-17 write (36,16) nyco(i)

_ _ prc!
•2 4 N3TP = 1 PRO!
26 go to 363 pro'
3 2

_ _ 3_65 C0 36;9 K = 1, MT PRO
34 KX = n EZ (K , J) ' ' ~ pRpi
40 366 ndva (k,i)=nrcu(i , kx) ppqi
47 353 continue p'roi
52 if (mstp .ed,1) go to 359 -- --- p^-
54 UN-3 PROi
55 do 197 i = 1,ncd ppni
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NMAX=NQ.V.A(.:L,JJ
CO 368 J = 11NT
IF <NDVA(J,I).LE.NMAX) GO TO 358
NMAX=NDVA (J ,1) ... . ..... ....

368 CONTINUE
NX (I)=NMAX

. ... MM-NN-vNMAX- I _ .. .....

367 CONTINUE
CO 369 K=1,NX
NF.= NX—K.F 1 .....

CO 369 J =1» NALT
00 369 1=1,NT

.3.69 ..X (. Z.t.J.a N.F +m >_= X.(I_, J ,NF)
N = 0
CO 3 7C K = 1,MX
D0..371..M = ltNC_Q
IF (NAX(K).EQ.NXCD(M)) GO TO 372

371 CONTINUE
JSUMJ.K t N_) =N AX ( K)
00 373 J =1,NALT
DO 373 1=1,NT

.3 7.3 X (I, J, K> N!_)_=X (I, J »KUN.) _

GO TO 370
372 N L = M X { M )

L Z.N (K)= M X(M)"

DC 37A L = 1,NL
37^ JSUM (K + NtL-1)=NAX(K)

DO 37 5 I = 1, NT ....

LA =N0V A(I,N)
DO 375 J=1,MALT
S = X( I, J, K+-MN)

'DO 377 L = 1, N L
377 X(I,J,K*M+L-l)=0.0

X (I , J, KU) = S
IF (NPCH.NE.1) GO TO 1C2
IF (LA.NE.MXU)) X(I»J,K+N+LA)=1.G
GO TO 375

10 2 IF (LA.N E.MX(M)) X(I,J,K + N+ L A)= S
375 CONTINUE

__N = N_UX ( M >-1
37 C CONTINUE'

NX = NXUN
DO 376 1=1,NX

376 NAX(T)=JSUN(I)
709 S= 3.0

DC 731 K = 1, NX
_ _

DC 731 J=l,MALT
S = 0 . 0
N = 0
00 732 1=1,NT
S=S+X(I,J,K)

732 N = N i
_

731 XNN(J,K)=S/N '
601 M2 = NY

IF (NY.EG.3) GO TO 602
Nl = 0
M 3 = 0
DO 3 37 L = 1,NY



¥?*
77 c

JO 2
0C4
ac5
Oil
at4
ai&
32 0
C2.6
032
342
04.4.

333

34C

339

045
05 0
C54
060
060
070
07 3
1" 3

-83-
DO . 3 33...1 =1 , r: Z .. _ ,

IF ( NBY(L).EO.NIZ(I) ) GC TO 339
CONTINUE
90 340 .1 = 1, NOP , '
IF { N8 Y ( L i . E Q. NA fi8(D) G C TO 341
CONTINUE
IF ( NBY ( L) . EO.NVF) GO TO .339
MSTP=1
WRITE (86,16) NBY(L)

..GC . TO . 3 59 _ .

IF (NYHOW(L).EC.3.OR.NYHCW(L).EO.4) GO TO 342
M2=L+Mi

.DO 343.. J = i j.t'.T _

Y(J,N2)=0 . 0
IF (NBY(L).NE.NMF) GO TO 380

_Y (_J , M2.) =_1»Jj
GC TC 343

380
343

3 42

Y(J,M2)=N3Z(J,I)*SCLZ(I>
c0 NTINUE
GO TC 337
M2=L*H1

J 7 7
100
107
115

120
124

35

-a
.42
145

0
1
7

345

34.6
344

341

347
337
602
251

DO 344 J = 1,NT
00 345 K=i,5
Y ( J, M2 + K-1)= £.0
IF (K3Z(J,I) .GT,5) GO TO 346
N=N6Z(J,I)
Y ( J, M2+N-1) =1.0
1 F_( NBZ_( J , I) . GT. F; 3) M3 = NBZ(U, I)_
CONTINUE
M1 = M1 + M 3 - 2
LZ N (N X + l.t.L).fM 3-1 , ...

IF "(L. EG. NY ) M2 = L + Ml
GO TC 337
M2-L+M1

.

00 347 j=1,N T
Y(J,M2)=C,3
Y ( J , N2 ) = AN A M E (J_,_D _

CONTINUE

U "J

20 5
21 7
220
223
225
22 6
234
240
242
250

6
2 5 6
26 0
261
27 2
273
274

324

GC TC (251,251,252,252), NOHOW
00 ..324. J = i, NALT
OC 324 1=1,NT
NOVA (I,J)=3
DC 325 K = 1,N Z

325
IF (NIZ(K),EO.NQV) GO TO 326
CONTINUE

NOV

326

327

25 2

256

MSTP=1
WRITE (86,16)
GO TO 359
DO 327 1=1,NT
L = N 5 Z (I , K ) / 10
NOVA (I ,!_) =1
GO TO 328
0 0 2 56 J = 1,NALT
DC 256 1=1,NT
NOVA (I,J)=j
00 257 J=1,NALT
CO 2 58 K = 1,B7
IF (N4LTO(J).EC.NIZ(K)) GC TO 259

-P.:

PR
PF

PF
PR

P P •'

P2>
—PR

PP.

PR''
—PP.

PP
P.:#

-PP
PH
P

-P
P:
P.

_P •

P;
P;

..P
P
P

JP:
P.
p-

_P, *
Pi
P".

_P '
P

PP .

-PF
PF
p;

.pp
PR.
PF.
Pr

Pr
PR'

_PP
PRC
PRO
PRO
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Wtl.. 258 CONTINUE .. - - _ PR01
'301 MSTP=1 PR 01
3G2 WRITE (86,15) NALTO(J) PF01
310 ... GO TC 25? . _ . ... - PPOl
31A 259 CO 2 6G 1=1,MT PR01
316 260 NOVA (I, J) =N0Z(I, K) PP.01
331 257 CONTINUE.. — . - - .PROl
33A 328 IF CMSTP.EQ.l) GO TO 359 PROl
337 GO TO (351,352,351,352),NOHOW PR02

.3A*7. __35i_.WR.ITE (86,6.) NOV .. ... PP.02
355 6 FORMAT { * 1* , AX , 1 AH PRCCES SED OAT A//AX,21HOEPENOENT VARIABLE IS,AID, PR02

15X,26H(INCLUDES AUTO PASSENGERS)) PR02
.35.5 G.Q_T C. _35_.2 __P.R02
361 352 WRITE (86,7) NOV PR02
367 7 FORMAT (* 1*,AX,1 AHFRCCESSE0 CATA//AX,21HQEPENDENT VARIABLE IS,A10, PR02

:
15X *26H_(EXCL _UDE_S_A_UIO. _PASS_E_NG.EP.S_)J _PROZ

,367 353 IF (NX.EG.3) GO TO 60 3 PR02
37A WRITE (86,8) (NAX(I) , I = 1, NX) PR02
A13 8 FORMAT (//A X , 38HMODE RELATED INOEPENOEMT VARIABLES ARE,//I AX. _EE02

1 9 (A1 0 , 3 X) , //1AX , 9 (A 1 0 , 3 X) ) PR02
;A13 603 IF (NY.EG.O) GO TO 60A PR02
A 2 0 WRIT E (86 , ?)( (N9 YJ.IJL.t.LZN(I + NX + 1) ) ,1.=1.NV) PRO 2
AA6 9 FORMAT (//AX,AOHSOCIO-ECONCMIC INDEPENDENT VARIABLES ARE,//1AX, PR02

1 9 (A10,1H(,II,1H)) ,//lAX, 9(A10,1H(,I1,1H))) PR02
AA6 N = 0
A A 7 DO 650 1 = 1, NY
A5A 650 N = N + LZN (NX + H-l)
,61 IF (N.EQ. NY) GO TO 651
+6 2 00 6 52 1 = 1, NY
,63- J = M Y -1 + 1
,5.5

_ M1=LZN (NX* JHI
.70 ~ DC 6 53 M = 1, Ml
,71- N8Y (N) =NBY( J)
,75 N = N-1

_

,77 653 CONTINUE
;u1 652 CONTINUE
i G A 6 51_S=_G.u__
• 05 60A NY = M2 PR02'
i06 NXY = NX+NY PR021
S10 IF_ (NY. EG. 0) GO TO 101 _ PR021
ill DO 733 K = 1, NY " " RES2;
:12 S = u.O RES2;
13 N = C R E S_2

'1A "" DO 73A 1=1,"NT RES2:
15 M = N +1 RES2:1

'17 73A S=S*Y(I,K)
__

_ RES2:
25 733" YMN ( K) =S/N RES2<

1 '32 101 DC 35A 1=1,30 PR02'
°:3A 35A NM (I) =1 PRO2'■77" re ritcru.Mr.n r.n rn u.

C;A1 DC 1 0 A 1=1,NT
0jA 2 IF (NX.EO.Q) GO TO 105
01A3 DO 106 J = l, NALT
'JiAA- 106 PUNCH 33, I,J, (X (I , J , K ) , K = 1, N X )
]!i0 0 j 05 IF (NY.EG.O) GO TO 10 A
"1C 1 N = N A L T + 1

;}C3.- PUNCH 33, I , N , (Y (I,K) » K = 1, N Y )
r;,3o' 10A CONTINUE
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3.8 . F0RK AT ( 13 , L2..5X , 7F.JL0.» 2) — ...

:637 MSTP=i
6Va 10 3 N = 0
6VI IF (NC2.EQ.O GO TO .359 . _.

_ PC
;6V3 IF i NX. EO. 0. OR.U r . EQ. G> GO TO 6iV P-
[650 IF (NXY.LE. 7) GO TO 355 P.-:
165 2

_ WRITE (86 ,1 C ) ..(MM ( I) , 1=1 , _7 ) PRO
166V 1C FORMAT (///9X,8X,2HDV,7(10X,2HX< ,I2,1H> ) //VX) Pc
!5SV DC 356 1=1, NT PR
[571 WRITE.. (36,11) I, UOVAJ.1,1.) , ( X (I; i, K) , K=1, NX) „ PP.
1721 11 FORMAT (VX,1H(,13,1H) ,110, 7F15.5) PF
[721 00 357 J = 2,NALT Pr
[72 6 35.7_._WRI TE J 8.6., .1 2 ) NO V.A__(X,.J)_,.(X (I, J, K> . K= 1, NX.) PR
[770 12 FORMAT (OX,110, 7F15.5) P-
[770 356 CONTINUE P.
773 WRITE (36,1 3_)__1 NN.( 1=1,11.) _. Pi '

0 0 V 13 FORMAT ( ///9X , 7 (10 X , 2H Y ( , I 2 ,1H) ) / VX) PP.
CGV 00 358 1=1,NT PR J

■ Gil 358 WRITE ( 36 ,1VI I ,J YJJa.K.L, K_= 1 , NY ) PR
is V 3 IV FORMAT ( VX/VX ,1H ( , 13 , 1H) , 7F15.5) PP

■ GV3 GO TC 359 PP.
. 0 V 3 3 55 WR ITE_ (86,15) (N N..C I..)jlI=.1»__7J PR
055 15 FORMAT (///9X , 8X , 2H0V , 7 ( 11X , 1 H ( , I 2 ,1 H) ) / / VX ) PP.
055 DC 360 1=1,NT PR
062 WRITE (86,11) I, NOVA (1,1) , (X (1,1, K) , K = 1, NX ) , (Y (I , K) , K= 1, NY ) P-
127 ~ DO 361 J = 2»MALT PF
13V 361 WRITE (36,12) NO V A (I , J ) , (X (I, J , K ) , K= 1, NX ) PP.
176 3 5 0...CONTINUE ...... . PF

GO TC 359 PP
1 61V IF (NX. EG. 3) GO TO 615 PEE

•«. i 2 W P. ITE (85 ,1 Si JNN (I) ,1 = 1, NX) „ m. P H •
221 DC 516 1=1, NT PP.
226 WRITE (86,11) I,NDVA(I,1) , (X(1,1,K) ,K=1,NX) PR
25 DC 617 J = 2 » N ALT P,''
263 617 WRITE (36,12) ND V A (I , J ) , (X (I , J , K ) , K = 1, NX ) >-
325 616 CONTINUE P
330 GO TO 359

. p.
330 615 WRITE ( 86 , 3 0 ) (NN(I) , I = 1,NY) ~ " P
350 30 FORMAT ( ///9 X , 3X , 2H D V , 7 ( 10 X , 2H Y ( , I 2 , 1H) ) //VX ) Pf-
350 00_618_ 1=1, NT P,
355 WRITE (86,11) I,NDVA(I,1), ( Y(I,K),K=1,NY) pp
VCo DO 619 J = 2,MALT pp .

VI 5 619 WR ITE J_8 6 ,12) ND VA (I, J_) PR
V3 0 618 CONTINUE" " " " " " ~~ ' "" "pp
V3 3 359 RETURN pp;;;
V3V END pp-
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SUBROUTINE LOGIT (NALT,NAL,NX,NY,NO,NT,MSTP,NOHOW,INIT,NH,A,GRAO , LGT
1HESSN,ALGL,NG) LGTC

022. .. DIMENSION. A (13) >GRAO (1C ) , HESSN (10,10) - - -- -- .--LGTC
022 COMMON ' A A i / X?3G0»A, A) 4 Y (3 0 C ; i Q > NO V A ( 3Q 0 , A) ■, P ( 3 0 0 , A? 9 LGT 0

iANAKE(30G,lC),JSUM(30a),Si(A),JFAC(10C) LGTO
Q 2.2 COMMON../ AA2/..AR( 10 CI , 3 X C1Q ) , CY (A,IG) ,VEC(1H),HEX(1G,1G) , SIR (4), LG30

1T1 (A) ,W1 (A> LGTO
022 IFT=1 LGTO
C23* .IE (INLX..NEL. Q.)....GO _T0__A[l2 LGTO
32^ IF T = 0 LGTO
325 IF (NX.EG.O) GO TO A03 LGTG
22.6 _READ..1.851B.X (II ,1 = 1-, NX) L.GXG
CAS AG 3 IF (NY.EC.j) GO TO 500 LGTO
352 00 A31 J = 1» N A L LGTO
3 5.3 A 0.1.. RE A 0 __(_8_5_, 1)__ (CYJ J, I >., 1=1, N Y_)_ LGTO
ICO 1 FORMAT (8F1G.5) LGTQ
IOC 500 WRITE (86,2) LGTO
IDA 2 FORMAT (*1* ,AX,17HL0G OF

„ I J_E R A LI 0 NS) „ LGT 0
10 A WRITE (86,3) LGTO
liC 3 FORMAT (//AX»2SHINITIAL FARAMETEP VALUES ARE/AX) LGTQ
11C IF (NX. EO_.Jl.l_ GO TO ADA LG.TQ
115 WRITE (86, A> ( (I , BX (I) ) , I = 1, NX) LGTO
136 A FORMAT (/9X,7 (5X , 2H3(,12,2H) = ,F6.3)//9X,7(5X,2HQ(,12,2H)=,F6.3)/) LGTO
136 AOL IF (NY._E_0.0 ) GO TO AC5 LGTC-
LA 3 " DC ' A06 ~1=1, N AL LGTC:
LAA A 0 c WRITE (86,5) ((I ,J,CY (I,J) ) , J = 1, NY) LGTC"
175 5 FORMAT (/9X , 7 (3X ,2HC ( ,11 ,1H,,I2,2H) =_,F 6» 3.) //9X , 7 ( 3X » 2HJCJ , I I, 1H » , LGTO'

112, 2HT=,F6. 3)/AX) LGTO-
175 A 0 5 N = C LGTC]
17c'

_ IF (NX.EC.C) GO TO 703 LGTG|
177 * 00 701 1 = 1, NX ' LGTC;
>0 0 N = N +• 1 LGTO
>0 2*

_ 701 A ( N) =8X_( I) _ _ LGIC'
30 6 70 3 I F (NY. E G. 0 ) GO TO 70 A LGTC
>0 7 DO 7 0 2 1=1, NAL LGTO
>11 DO 702 J = 1,NY LGTO,
212 " N = NH """ LGTO
11A 702 A(N)=CY(I,J > LGTG
22 A 70 A S = 0 . 0

. LGTC
225 AO 7 INIT = 1 LGTO
\2 7 GO TC A0 8 LGTO
>27 AO 2 N = 0 LGTO
>30 IF (NX.EQ.O) GO TO AG9 LGTO
331 00 A1Q 1=1,NX LGTO
232

_ _ N' = N + 1 _ LGTO
23A A1 C oX (I )= A (N) LGTG
;A1 A09 IF (NY.EC.3) GO TO A08 LGTO
2A2 00 All J = l, NAL LGTG
2AA ~ 00 All 1=1, NY - —
2A5 N=N+1 LGTG
2A-7 All CY ( J , I) =A (N> LGTC
257 A08 S=Q.C LGTQ
26-0 601 DO 5C3 1=1, NT
>o? 00 A12 J = 1, NALT

_ LGTC
26 3 S1(J)=0.0 LGTC
:6A A12 Ti ( J ) = 0. C LGTC
26 7' DC 5 0 5 J=1,NAL LGTC



.IF (NX.EEC. '1>.„.G.0_T.O _ 5 51—
00 5 la K = 1,NX

5 0 6 Si ( J) =S1 ( J) +X(I, J, K) *3X ( '<)
551. T F (NY.EC.Q1 GO. TO. 505

OC 5 C 7 K- 1 > NY
537 T1 ( J) =T1 ( J) +• Y (I, K)+CV ( J , K)
5 0 5 C G NT IMU E. „, . , ...._._7 . „

552 U-C•3
DO 5 0 8 J = I,M AL

_ Hi (J)=.S1(J) +.Ti.(J). —

Wi (J)=EXP(W1 ( J))
50 6 U=U+Hi(J>

PJ 1,11=1.0/ (1 o 0 U)
DO 5 C9 J =2 j N ALT

509 P(I, J) =Wi( J-l)/( 1.0+-U)
5 0 3__C C NTINUE ,

ALGL =0.G
DO 510 1=1,NT
N= 0
S = 0 . 0
DC 511 J = l, N.ALT
N = N.tNO.VAJI, J)..
U = A L CG < P <I,J))

511 S = S + NDVA (I,J)*U
JSUM(I)=N

51C ALGL=ALGL+S
IF (NDHOW,L E.2) GO TO 512
DC 513 1 = 1,NT
IF (IFT.EQ.l) GO TO 513
N = J SUM(I)

S_— G • -j
DO' 515 L = 1 »~N
U = L

515_ S = S +- A L O G (U)
7 = C . G
DC 516 J=l,MALT
Tl CJ)=0.0
N = N D */ A 71 , J)
DO 517 L = 1,N
Vj=L_

517 Tl (J)=T1 (J) + ALOG (V)
516 T=T+T1(J)

J F A C(I)-S-T
513 ALGL =ALGL+ JFAC(I)
512 IF (NG .£0.0) GO TO 1C0G

IF ( NX . E0 , 0 ) JGO TO_553
OO 518 K = 1,NX
GRAD (KJ = 0.0

D0_519 1 = 1, NJ „

S2=3.0
S3 = 0 .0
DC 520 J = 1 , NAL

__

S2 = S 2 +"NO A CI , 1*1) *X CIVJ, K)
520 S3=S 3*P ( I , J + 1) -lX ( I , J , K)
519 GRAD ( K> = GP.A 0 ( ■<) f ( S2-JSUM (I ) VS3 )
518 CONTINUE
553 L = N X

IF (NY.EC.G) GO TO 557
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. QC._5 21_..J=1, NAL_ - - - •--- LGTI

ZQI* 00 522 K=1,NY LGTi
805 L = L + 1 LGT1
507 _ .GRAO(L) =0,0. - - - LGTI
cli 00 523 1=1, NT LGl'i
512 523 GRAD (L) = GRAQ (L> * (NOVA (I , J + l) XY (I , K) - JSUM CI) +D (I, JH) *Y ( I ,K) ) LGT1
oVt 522 CONTINUE. . ... . . ..... LGT1
6k7 521 CONTINUE LGT1
851 55k NO = L LGT1
.55:2 .6.0 6_ IF (NH.EG.G) G 0_ .TO..1.0.0 G_. ---- - - .. LGT1
55k 00 52k 1=1,NO LGT1
655 DO 52k J = 1,NO LGT1
'.6.5.5 5.2.f*.. .HE SSNtI t..JJL = Q.». 0 LG T1
566 00 525 1=1,NT LGTi
667 IF (NX.EG.G) GO TO 555 LGTI
67 0 DQ 5 26 KE! , NX LGT.l
571 VEC(K)=0.0 LGTI
572 00 526 L=1,NX LGTI
•67ft 526 HEX ( K, L) =0..0 .LGTI
7Ck 00 527 K=i,NX LGTI
7C5 S=D.Q LGTI
7C6

_ DC 5 28 L=1, N AL LGTI
710 528 S = S + P (I , L<• 1) *X (I , L , K) LGTI
725 527 VEC(K)=S LGTI
730 00_529 _M = 1, NX _ LGTI
732 " " 00 529 N=1,NX LGTI
733 00 530 L=i,NAL LGTI
73A 530 HEX (N,N> =H£X (M,N)+P(I,L»1)»X(I,L,H)*X<I,L,N> LGTI
762 529 HESSN C H, N ) = HESSN (M,N) -JSUfi (11MHEX(M,N)-VEC CM> *VEC (N >) LGTI
305. IF (NY.EG.u) GO TO 525 LGTi
30,6

_ _ K1 = M X . LGTI
.37 L1 = N X LGTI
310 OC 531 J=i,NAL LGTI
31-1 OC 532 L =1, NY

... LGTI
312 LI = L 1+1 LGTi
Ilk 00 533 K = 1,NX LGTi!
315 533 HESSN(K,L1> =HESSN(K,LI)-JSUN(I>»(PH,J+ 1 )»(X(I,J,K)-VEC(K))»Y (I,L) LGTI

: " 1) "" ~ " ~ " LGTI
25k 532 CONTINUE LGT1*
357 5 3; 1_CCNTINUE LGTi1
361 OC 52k J = 1j NAL LGTi'
362 DC 53k K=1,NY LGTI'
36 3 K1 = K1+. 1 LGTI'
365 OC 535 L=1,NX LGTi'
366 535 HESSN (K1 ,L)=HE5SN(K1,L)-JSUN(I)-(P(I,J+1)*Y<1, K)>(X CI, J,L)-VEC(L) ) LGTi'

1)
_ _

__ LGTI'
122 53k CONTINUE "~LGTi<
127 555 M1 = N X LGTi'
130 N1 = NX LGTi;
[131 DC 537 J = 1, NAL LGTI'
133 DC 537 K = 1, MAL LGTI'
13A Mi = NXMJ-l> -NY

_ _
_ LGTI'

1AG ' DO 5 38 M =1, NY ' " LGTi:
jLk'Z Ml=Mi«-l LGTI'

N1=NX<- (K-l) *NY LGTi'
I'-7 OC 538 N = i,NY " LGT''
151. N1 = N1H LGTi-
15 3 IF (J.EO.K) GO TO 539 LGTI
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hessise?;i, ni) =hessm.(mi,mi.) +■ jsumi ij * tp.ci»j*1) *e.(l,lo.i.) *_y ii., ma* y.ci^n l
i) lc

20 2 go tc 533 lt
C70 iJwCCM/u^ kM )rUpCCM/,'H SM1 fT U1 l»P?T. I 4 * «* *? ► * V / T M* » ^ * i » *

C.Lil. -> J \ r i e. ^ I i { . i i. r ! _ O -J i - .1 ■ ! j-, J i"! A. i \J -J *>_■ _ *, .. • K- i. * vj ' ( ■ J..7 -u X : -W-*. »- V-JL 5 • 'j _ !_.5 •_

ii,n) lc
23g 5 3 8 continue l'c
235 537 continue _. _ .. . lc.
2<+l 525 continue # lg
2 i+k, 100 0 return lg
.2^5 _ „-£nq - — - . ll
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SUBROUTINE RESUL T (MALT, NAL »N X , N Y , NO ,NT , MS TP,NOD ,NDHCW ,IMT,N2fD2, RE S 0
1B1 ,FGG ,FG1,FH1,FH2 ,FHV,LX,NX,SE, TV,NAX,NBY,FL0,IC3 ,NPP,NEL) RESC

• 77 OINENSICN .80 (ID) ,B1 (ID) „ FGO (10) ,FGI( 10 ) . FHK la, 10) ,FH2(1Q . JI.O) , RESC
lFHVdfl ,10) , LX (10 ) , MX (IE) ,SE(1C ) ,TV (ID) ,NAX (10 ) , N8Y (ID > RE SO

137, COMMON / AA1/ X(30Q,A, A ) , Y ! 3 C D ; 10 ) , NO VA ( 30 Q , A) , P ( 3 0 0 , A) , RESC
• 1ANAME ( 3 0_0 ,iC ) , JSUM ( 3 DO) , WA (A) , JFAC (ICO ) RES 0

i37 COMMON /AA2/ AR(10C ) ,BX(1Q ) ,CY ( A , 10) ,VECR(1G),HEXR (1G,10) ,SIR(A) , RESO
■ . 1 T1R(A) ,W1R(A),XMN (A , A) ,YHN(1C> ,XKS (A, A), CRN (10),

• 2XE(A,A, A).YF(A.IQ)
„ .. w

37 COMMON /AAA-/ NAM E ( A5) , L C CE OS ( A 5) , N YHO W (13) , N YSC ( 10 ,1D) , N ALTO ( A) , LOGO
1NALTXU, A),NIZ(35),SCLZ(35) ,NARG(35> , NA M 8 (10) , I TRF (1Q , 1 A) , LOGO
2 LI.RC (1G, 1A) , L.ZN (.3[0.) jJS5J JL0±«_NN (30 ) , HCUl 13.UNCH213J • MF TJ161 1.0 GO

37 N D 0 = N 0
AO IF (I0P.NE.3) GO TO 331 RESO
A 2 INIT = 1 _ RESO.
A3 READ (85,26) NE, NALT,NX,NY RESO
57 26 FORMAT (8110) RESC
57 NAL.r.NAL.L-1 „ RE.SO.
6A IF (NX.EG.oi GO TO 3A3 RESO
65 READ (8 5 r 27) (3X (I) ,1 = 1,NX) RESO
0 5 27

. FORMAT (8F1 0 . .0.) RES.G.
05 3 A3 IF (NY,£0.0) GO TO 107 LOAD;
12 DO 332 J = 1»N AL RESO
13

_ 332 READ ( 35 . 27) (CY (J,I),1 = 1, NY) * RESQi
AO 107 WRITE (85 ,35) NE,NALT ,NX,MY LOAO;
5A 35 FORMAT (//A X , 3X,2HNE,6X,AHNALT,8X,2HNX,8X,2HNY//AX,A110> LOAD
5A ..110 WRITE__( 86,32) „ LOAO:
60 32 FORMAT (///AX,36HEXTERNALLY SUPPLIED COEFFICIENTS ARE) LCAC
60. IF (MX.EG.O) GO TO 113 LOAQ;
65

_ .WRITE (86 ,33) _( (I , 3X (I) ) , I =1, N X) __ LOAO-'
CE 33 FORMAT (//3X,6(2H8(7I1,2H)=,F12.5,3X)) ' LOAQ:
0 6- IF (NY. EC. 0) GO TO 11A LOAQ'
13 113 DO 112 J = 1,NAL

__ LOAQ:
15 112 WRITE (85,3A) ((J,I,CY(J,I)),1=1,NY) ~ LOAO
A6 3A FORMAT (//3X , 6(2HC(,11,1H,,11,2H) = ,F10.5,3X) ) LOAO'
A6 GO TO 11A

» LOAO!
A5 331 IF (NODVEQ.3.OR.NOD,EC.A) GO TO 601 ' " " RESC!
55 WRITE (86,1) RESO!61 1 FORMAT (///AX,2AHC0MVERGENCE NOT ACHIEVED)

__ RESOi
61 602 WRITE (86,2) ~ ~ ' RESO
65 2 FORMAT (//AX,59HTHE FOLLOWING ARE THE ESTIMATES OBTAINED BEFORE T RESO

1ERMI NATI CN/AX)
t RESO

65 IF "(NX.EC.2)' GO TO 60 3 " " " "" ' RES1)
?2 N-3 RESO:
7 3 DC 6 06 1=1, NX

__
_

_ RES/3:
7 A N = N + 1 RESO

-76 606 8X(I)=B0(N> RESC'
0 3 WRITE (_8 6_,A)_ ( (I , 3X (I) ) , 1=1,NX) _ _ RESO
ZU A FORMAT (/9X , 5 ( 3X , 2 HB ( , 12 ,2 H ) =,F15.6) //9X ,5(3X, 2HS( »I 2»2HV = ,F15,6) / RESO

li+x) RESO
2 A 6 03 IF (NV. 10. C ) GO TO 6 OA

__ _
_ _ JRESG

31 0 C 6 0 7 J = 1, N A L RESO
3*2. DO 60 7 1 = 1, NY RESC
3 3 N = N +■ 1 RESC
3 5 60 7 CY (J,I) = G0(N) RES0
A 5. DO 6 C :> 1=1,HAL RESO
A 5 635 WRITE (85,5) ( (I, i,CY{I,J5 ) ,J=1 , NY) RES3
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f?7

aoi

(MALT,NAL,NX,NY,NO,NT,MSTP,NOHOW,INIT,NH,B0,FGQ,FH2,

0 TO 333

. 5 FORMAT ( / 9 X , 5 ( OX,2»C ( , 11, 1H., , II, 2H) = , F.15 . 6 >//9X ,5 ( 2X , 2HC C ,.11 ,1H ,.

1I1,2H)=,F15.6)/FX)
6 OA GO TO 10 0 0

HH-'j .... - .

N'G = 1
GALL LCGIT

1FL0 ,NG)
IF (NPR.EO,
00 152 1=1

DC 153 J = 1» MALT
S=S+NCVA(I,J)
D.0.._i_5_A._J_=.l, MA.LJ. , » _ _

A NAME(I,J)=MDVA(f,J)/S
CONTINUE
WRITE (8;, 77 ) (1,1 = 1, A ) ,.(J , J = i , M '
FORMAT (*!*, 20X,A7HCOMPARISCN OF ACTUAL A NO PREOICTEO MODE CHOICES/

KE .

RE
RE :

0 )
NT

153

1 PA
152

77

78

3A 8
102

3 C

103
31

1 OA
79

3 A-7

1/AX, 13HACTUAL CH 0 ICS , 37 X , 1 6HPRE QIC TED CHCICE//AX ,AHMCDE , IX ,

2 A ( 8X ,1H ( , II , IRQ) , 11X , A ( 8 X , 1H ( , 11, 1H) ) )
WRITE (86,78)
N= 0

D03A7_I=1,NT „

N-N + l
IF (N.NE.6) GO TO 3A8
WRITE (86,78)
FORMAT (+ *)
N=1
GO TC (1 C2,102, !C3,iJ3M,.NA_LT -

WRITE (86,30) I,(ANAME(I,J),J=l,MALT),(P(I,J),J=i,NALT)
FORMAT (AX,1H(,13,1H) , 2F11.5,33X , 2Fi1.5)
G C T C 3 A 7

_ _

WRITE"" (36,31) I, (A NAME (I, J) , J--1,MALT) , (P(I , J) , J=i,NALT)
FORMAT UX»1H(,I3,1H),3F11.5,22X.3F11,5)
GO TO 3 A 7

_

WRITE (8 6,79) I, (AMAME(I , J) ,J = 1,NALT) , (P(I,J),J = 1,NALt) "
FORMAT (uX,!H( ,I3,1H) ,AF11.5 ,1IX,AF11.5)
CONTINUE
S=C.0
T=0. G
00 150 1=1,NT

160

P ~.

RE "

RES
RES
RES
R-ES

..RES
RES
RES

-RES
REE
RE:
REE
REl
REE-
RE
RE
RE

.RE
RE
RE
R
P.!
RE.
R"
RE
re
R:--
RF ' '.
Rv
RE'
RE
RE". -

160

DC 150 J = 1,MALT
S=Si (ANAME(I ,J)-P(I,J))**Z
T=TMANAKE(I, J) -1. 0/NALT) **2
R2P=i.0-S/T
WRITE (86, + 7) R2P

A7 FORMAT (///A-X, A 5 E'COEFFICIENT
IF 15.6)

333 S= 0 . C
DO 5 C 7 1 = 1,NO
DO 50 7 J = 1 ,MO

OF DETERMINATION IN PROBABILITY

RE
RE

_RE<
RE'.
RES
RES
RES
REL

507

112

CHV (I,J)=-FH2(I,J)
CALL _KINV ( FHV,NO,Q,LX,MX,N2>
IF (D.NE.O.C) GO TO 701
WRITE (86,6)

6 FDR-MAT (/8X,69HHFSSIAN SINGULAR
1 MUL TICC L LI ME APIT Y)

GO TC 502
731 T = C . 3

AT CONVERGENCE, INDICATING EXTREME

RESO
res:
RESC
res:
RESL
RESO
RESC
RESO
RESO
RESC



NH-fl .. - . ... -

M S T P = 0
NG = 1
CALL L CG IT.. ( NAL T , N A L , NX, N V , NO , NT , H ST P , NO HC W , INIT., NH ,8Q,FGG,FH2,

RES G
ESC

RESC
RES G

608

.6.1 G

-.267
D7G.
< IC 2
.117
L2 3

■ 125
L27
L3 0
132
134
.35
.3 7
.3 7
ui

611

609

KG = 0
T = 0 . 0

. . ...

U — U » U

V = 0. c
DO 609 .1 = 1, NT ..

S = fl. G
OC 610 J = 1» MALT
,S.=S±NDVA (L,.J1 - - - _ .

JSUM(I)= S
DO 611 J =1» N ALT
V = V+ (NOVA (I , J) -P.(.I » J> t-JSUH CIL) **2
T = T+ (NOVA(I,J)-P(I,J> *JSUM(I))*+2/(P(I,J)»JSUM(I))
U=U+NAL*JSUM(I)
CONTINUE

.

621

.42

.45

Ac
.47
.5 0
.53
.5 6
.60

622

.6 2

.6 3

.6*+

•72
, -77

IG1

;.:ci-
,70 5

616

617

:i2 614

IF (KC.EQ.l) GO TO 621
S RX 2 =T
CF=1.0
OF = U -NO
SR2 = V
SR2K=V/OF
GO TO 622
S R X 2 0 = T
S R 2 0 = V
SR2NG-V/(U-ND)
S — U • b

T = C.C
DO 612 1=1,NT
T=T+JSUM(I)
IF (NOHOW.GT.2) GO TO..613
PC = P (I,1)
U = NO\/A (1,1)
N = 1

DO 614 J = 2» NALT
IF (P(I,J)-PC) 614,616,617
IJ= LM- NO V A_ (I, J )

"N=N+1
GO TO 614
PC=P(I,J)
N = 1

613

618
612

623

U = NQ VA(I,J)
CONTINUE
S = S + U/N"
GO TO 612
DC 618 J = 1, N ALT
U = NDV A (I , J) - P (I ,"jT* J SUN ( I)
S=S+A9S(U)
CONTINUE

_ _

IF (KG,EG,1) GO TO 623
PCP=S/T*1Q3.C
GO TO c 2 4
PCP0=S/T + 100.0
DO 625 1=1,NO
31(I)=0 . 0

KtS 0

RES0
P.ESG
RES0
RESC
-RESC
RESC
RESO

-RESG.
RESO
RESO
RESC
RESC
RESO
RE SG
RESO
RESC
RESO
RESO
RESC

.RESO.
RESC
RESO

..RESO
RESO
RESO
RESO
RESO!
RES 0

.RESO"
RESO"
RESC:
RES 0 i

RESOJ
RES 01
RESOi
RES 01
RESO i
RESO!
RESC!
RESO!
RESO!
P.ESC!
RESCI
RESO!
RESOI
RESO i

RESO!
RESO1
RESO'
RESO ;
RESC
RESC
RESC



00 625 J = l» MO - —■ R.'.l
625 31(I)=31(I)+FH1(I,J)*FG1(J) RE .

GO TC 626 R
62 A DC 619 1=1, ND . - - - R-

S = F H V i I , I) = C F K

IF (S.GT.G.G) GO TO 393
S = -S . . . _ -

303 SE (I)=SQ RT(S)
619 TV CI)=80(I) /SE (I) * RE

DO 62 0 1 = 1 , MO RE'
620 31(I)=0.0 RE

NH = i R:

CALL LCGIT (NALT,NAL,NX,NY,ND,NT,MSTP,NDHOW,INIT,NH,3i,FGi,FHIT R'
1FL1,NG) R.

CALL MIN.V.. (FMl,NO,D,LX,MX,N2) , RE '
KO = 1 R.
GO TC 608 RE. •

626_ WRITE (86,7) JRE"
7 FORMAT (+1+»AX»18HESTINATION FESULTS//AX,19HPARA METER ESTIMATES// R

111X,3HVARIABLE,7X,8HVARIABLE,10X,5HL0GIT,7X,8HSTANDARO,13X»2HT-, R:
29X , 6HLINEAR/.l3X, 6HNUM3EP. ,1IX , AHNAME.»_6X.» 9HESTTM ATCR . 1 OX., 5HE_RR0R., 6_X,_R .

39HSTATISTIC,6X,9HPR09.EST./AX) RF
N = 0 R
IF. ( N X. E C. 0 ) _G 3 _ T 0_j6 27 RE
DO 628 1=1,NX R
N=N*1 R

62 6 WRITE (86,8) I, N A X (I) ,80 (N.Lt SE (N )., TV.( M81 (N> R
8 "FORMAT (1AX,2H3( ,I2,1H) ,5X ,A10,AF15.5> R

WRITE (36,9) R-
9 FORMAT {* *)

_ _ _ R .

627 IF'(NY.EC.0) GO T0629 R
00 630 J = 1, MAL R-
CO .6 30 1=1, NY - R •
N = N +1 R
K J+l

630 WkETE (86,10) KZ,I ,N8Y(I) ,BD(N) ,SE(N) ,TV(N),B1(N) R ■

.10 FO : M AT ( 1IX , 2HC ( , 12,1H , , I 2 , 1H ) , 5 X , A10,AF15.5) Rf
629 WR j. Tt (86,31) R'.

31 FORMAT ( //AX , 6AH WHEN THE N AM E_ 0 F _A M ,00_E-_RELA T_E 0 _V A RIA BL E APR E AR S _M _L C
1CRE THAN ONCE,/AX,36HTHE VARIABLE HAS DUMMY CO EEFICI ENTS./AX,A6HCH L<
2ECK NX CO NYCO AND NRCO F CR MORE INFORMATION.//AX ,59HT0 FIND IF A S L 0.- L
30CICECCNOMIC VARIABLE IS A DUMMY, CHECK NYHOW AND NYSO.) LC
IF ( NOHO W.LE. 2) GOTO 730 " ~ ~ ~ ~~ ' ~ ~ " R;-
PCP=100.C-PCP RE
PCP0=10Q ,u-PCPQ

_ __ _ RF'-
730 WRITE (86,25) "" ------ - ----- - -p>_ .

25 FORMAT (//AX,2CHAUXILIARY STATISTICS/36X,1 AH AT CONVERGENCE,13X, REG
17HAT ZERO/ AX)

_ re«j ■"
WRITE "(86,11) EL C , ELI ' ' ' " " "" " ' RES'"

11 FORMAT (9X,1NHL0G LIKELIHOCD, 12X,El 5.5,5X,F15.5/AX) RES'
WRITE (86,12) 5RX2,SRX20

__
_

_ R£S<
12 FORMAT (9X,19HRESIQUAL CHI-SOUARE,7X,F15.5,5X,F15.5/AX)" RE§~

WRITE ( 86,13) S.R2, SR2 0 R£Sl
13 FC-MAT (9X.2AHSUM OF SQUARED RESIDUALS,2X,F15.5,5X,F15.5/AX) RES1

WRITE(36»1A)0F,DF RES1
1A FORMAT (9X,13HDEGREES OF FREED CM,8X,F15.5,5X,F15.5/AX) RISI

WRITE (36,15) PCP,PCP0 RES1
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Wis _ 15 FORMAT. <9X,27HPERCENT CORRECTLY PREOIC T E 0 , 4 X ,F 10 . 5 ,1QX , F_La..5 / 4X) RES1
610 RI=1,Q-FL0/FL1 RES1
614 RS=-2.0» (FL1-FL0) RES1
61.6 R2 = l. 0-.SR2/SR20 . R.ES1.
521 WRITE (66,16) RES1
524 16 FORMAT (//4X,26HG0C0NESS OF FIT ST AT ISTI OS,35X,1 OH ABCUT 7ER0/4X) RES1
624- WRITE.. (86,17) RI . RES 1
532 17 FORMAT (9X,45HLIKELIHOOD RATIO INDEX ( = 1.0-LCL(*)/LGL (0) ),8X, RESi

1F15.5/4X) RES1
532 WRITE ..(.36,18) . RS .. . . . _ RESI
64 G 18 FORMAT (9X,5GHLIKELIH00D RATIO STATISTIC ( = -2* ( LGL(0>-LGL(*)) >, RESI

11X ,F15.5/4X) RESi
54C WRITE (8 6,19) P.? _ . RFS1
546 19 FORMAT (9X,28HCOEFFICIENT OF DETERMIMAT10N,23X,F15.5/4X) RESI
546 WRITE (86,20) <I,I=1,ND) RESI
56 5 2 0 FORMAT ( *1* , 4X,13HM0MENT M ATRIX//9X , 7 (11X ,1H C , I2_,lH ) )/9X,7(ll_X, ..RESI;

11H(,12,1H)) ) RESI
565 DO 631 1=1,NO RESli
5 7 2 DO 632 J = i,NO RESI.!
573 6 32 FH1(I,J)=-FH 2(I,J) RESi
re 7 631 WRITE (85,21) I,(FHi(I,J),J=l,NO) RESli
r4i 21 FORMAT (/4X,1H(,I2,1H.) , 7E15.6,/3X, 7F.15.6) .. RES H
r4i WRITE (86,22) (1 ,1 = 1,NO) RESi
r54 22 FORMAT (*i*,4X,17HCOVARIANCE MATRIX//9X,7(11X,1H(,12,1H))/9X,7(11X RESK

1»1H(,12 »1H) ))
. RE.Slf

'54 DO 633 1=1,NO RESi
'61 DO 634 J = 1,NO RESi;
'62 634 FHV (I,J)=CF*FH\/.(I, J) .RES.i
'71 633 WRITE (86,21) I,(FHV(I,J),J=1,NO) RESi;
123 114 IF <ICR-EG.3 ) GO TO 172
126 N=0
12 7 IF (NX,EG.3) GO TO 173
130- 00 174 K = 1,NX
131 N = N F 1

133 174 BX(K)=30(N)
i 40 173 IF (NY.EO.Q) GO TO 172
141 DO 175 J = 1,MALT
143 00 175 K = 1» N Y
i44 N=N F 1
!46 175 CY(J,!<)=80(N)
15 6 172 IF (IOP.EQ.l) GO TO 334 LOAOi
; e I IF (ICP.EQ.3) GO TO 115 LOA G-
163 RE AO (85,26) NE LOAD:
170 ~ "TilT IF (NX.EG.O.OR.NY.EQ.O) GO TO 116 LOAQi.
,C1 READ (35 ,36) (NAX(I) ,I = 1 ,NX) , (NBY(I) ,I=1,NY) LOAQi-
.35 GO TO 117 LOAD-
.41 36 FORMAT " (8A10 ) LOAO-
.41 116 IF (NX.EO.O) GO TO 118 LOAD'-
.42 READ (85,36) (NAX (I) , I = 1 , NX) _L 0 A 0'
L 6 3 GO TO 117 LOAD
'.6 7 118 READ (85,35) (N3Y(I),I=1,NY) LOAD 5
i:i 117 00 119 1=1,NE LOA05
? 1 4 IF (NX.EO.O) GO TO 120 LOAD 5
:is. 00 121 J = 1,N ALT LOAD'-
516 121 READ (85,28) (X(I,J,K),K=1,NX)
!47 120 IF (NY.EC.3) GO TO 119 LOADc
>5 3. READ (35 ,23) ( Y ( I » K) ,K=1»NY)
17 1 28 FORMAT (1GX T7Fi0 .0)
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Sfjl 119 ...CONTINUE . - — — LG j
*2.7 7 WRITE (86,37) LOq
3Q 3 37 FORMAT ( / At X , 3 3H E X TERNA L LY SUPPLIED VARIABLES ARE) -LOA|
303 . . IF.. (NX. EG. 0.) GO TO 122 ... __ - . -- --- —- LO A|
310 WRITE (8b,38) (MAX CI), 1=1,NX) LOAi
:33C 38 FORMAT </6X,29HMGDE RELATED VARIABLES =,6(5X,A10>) bCs:
330. ... 122 IF (NY.EG. J) GO TO 123 Lt
335 WRITE (36,39) (M BY(I) ,1 = 1,NY) LC,,
359 39 FORMAT (/6X,29H3CCIOECON CMIC VARIA3LES =,6(5X,A10)) LO.
359 123 WRITE. (85,90) _ LOT
: 35 G 90 FORMAT (/6X , 59H(WHEN NAME CF MODE RELATED VARIABLE APPEARS MORE TH LC

IAN ONCE,/7X,37HTHAT VARIABLE HAS DUMMY COEFFICIENTS./7X,69HFOR A S LC
; 20CICECCNCMI.C. -VA.RI.A.BLE_l._XE_I.T.S_lLA_LU.E_J_S__EIiHER-._1^.0_OR-.0..-CJ./_73:.,.i9HiHL.JJ3
i 3E VARIABLE IS A DUMMY.) LC
360 WRITE (86,91) LC
'36 9 91 OR M AT ( *1+ ,9 X , 3 9H EXTERN A L L Y SU P P LIE O VARIABLE VALUES ARE) L C
'369 IF (NX.EG.3 .OR. MY.EC.0) GC TO 196 LC
375 WRITE (86,92) (NAX(I) ,1 = 1,NX)?(N8Y(I) ,1 = 1,NY) LC
3 31 92_ FORMAT ( / / 9 X_t 5 X 7(5X,A1 G_i> L C.
931 GO TO 125 LC
935 196 IF (MX.EG.0) GO TO 129 Li
_936 WRITE.. (86,92) (N AX ( IT , 1 = 1, NX) LC •

957 " ' GO TO 125 LC • '

963 129 WRITE (86,92) (N8Y(I),I=1,NY) L'
5G3... 125 N = 0 L;
509 WRITE (86,78) ' L.
510 DO 126 1=1,NE I
515

_JN= N +1 _ L
517 IF (N.NE.5) GO TO 127 L
521 WRITE (86,78) L-
529 N = 1

_ L •

525 127 IF (NX.EG.O .OR. NY.EQ.0) GO TO 128 Li
536 WRITS (86,93) I, ( X (I , 1, K > , K = 1, N X ) . < Y (I, K ) , K = 1, N Y ) L-
576

_ 93 FORMAT (9X, 1H (, 13 , 1H) ,7F15 .51 . __ LC
5 76 db 129 J = 2, N A L T "" " ' ~ ' ' " L •

603 129 WRITE (86,99) (X (I,J,K),K=1,NX) LC
539 99 FORMAT (9X,7F15.5) LC
539 ~ GO TO 126 ~ " ~ "" " LO
639 128 IF (NY.EG.O) GO TO 130 LO.
5 3 5 WRIT G _(8 6,93 ) I, <Y (I,K) ,K=1,NY) L C -

560 GO TO 126 " " LC
669 13C WRITE (86,93) I,(XCI,1,K),K=i,NX) LOT
710 00 131 J =2, N ALT LC "
715 131 WRITE (86,99) (X (I,J, K> ,K=1,NX) " - ■ LC,
795 126 CONTINUE LOA
751 GC TO 87 3

_ . _ _ _LO-i
751 339 IF (NEL.'EQVD )GO TO 1GGG ' " RESl
753 N S = 1
75 9 IF (NY.EQ.0) GO TO_ 873
755 OO 89G K=1,NY RLT8
756 LX(K)=0 R 8
7S0 *=0 _pr a
7 61 N = 0 R 8
762 DC 891 1=1 , NT R. ' &
763 IF <Y(I,K> .ZQ. 1. 0) M = M>1 R 8
771 IF ( Y ( I, K) . EO . 1. C .OR . Y (I ,K ) . EO . C . 0 ) N = NM "" RLTff
•30:3 891 CO NT INTJ E R.'a
006 IF (M.EO.MT) GO TO 390 R 8



340

IE. (N.NE.NT).__GO .TO. .840.
L X { K ) = 1

CONTINUE
00 842.K=l, NY

R
R

217 81( K) - G .0 R 8
021 IF (LX(K)> E C . 0) B1(K)=YMN(K) R 8
026 842 CONTINUE . ... . R— 3
031 00 8,3 1=1,NY R 8
232 0 0 3 60 J =1» NY R 8
033 860 FHi (I, J 1 = 0 . Q _ ... R a
041 IF ( L X(I) .NE.l) GO TO 843 R 8
044 00 844 J = 1,N Y R 8
04 6

.
IF. ( N 3 Y t L) . E Q . N.3.Y .(J) ) FHKI.J) =1.G

— • R a
G5c 844 CONTINUE R 8
361 843 CONTINUE R a;
36 4

_

00 845 J =1, NY . .

... .. R
06 5 N = C R;. 82
06 6 OC 846 1=1,NY R 82
07 0 IF (N.EQ.l) FH1(I,J)=0.0 R - a 2
076 IF (FHKI, J) .EQ.l.G) N = 1 R 7 92
105 846 CONTINUE RLT82
no 845 CONTINUE R j} 2
112 N= 0 R 82
LI 3 00 847 1=1,NY R 83
L14 IE (FHKI,I) .NE.1.0) GO TO 847 R 8.3
L21 S=Q. G R 83
L22 N=N + 1 R 83
12 3 DO 848 J =I,NY R 83
,2 5 848 S = S + FH1(I , J) R 93
34 LX (N)=I R 33
37- MX(N)=S R 83

,4 2 8 47 CONTINUE R 83
Mo N J = N R 83
46- DO 159 1=1,NY
50 159 FH2(1,1)=0, 0
56 IF (NJ.EQ.O) GO TO 873 REL69
57 S = 1. 0 R 8 4
60 OC 850 1=1,NJ R 84
62 85 G S=S* (MX (I)i-l.O) R 84
70 N 3 = S R 34
72 DO 851 1=1,NS R 34
7 3 00 851 J = 1,NY R 35
74 851 EH2 (1,0)=0,0 R 85

: U 4 Jl = l R 85
i0 5 K1 = 0 R 95

.35 L 1 = 0 R 85
t ,0 7 Ml = 0 R 86
j 10 KL =M X( 1) +1 R 86
sl 2 LL=MX(2)♦! R 65
14 ML=MX(3)+ 1 R 36
15 00 849 K=l,KL R 86

[Jl7 K1=LX(1)+ K- 1 R 86
«2 2 IF (X.EQ.KL) GO TO 855 R 86
j24 FH2(J1,K1) =1.3 R 86
83 0 ■ 8 5 5 IF (NJ.EC.l) GO TO 852 R 96
P2 00 953 L=1,LL R 8 6
$U. L1= L X(2) +L-1 R 3 7f ?' IF (L.EQ.l) GO TO 863 R 37

8
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£<+ U„

zuz
293
256
26 g
265
26 7
271
Z 79
275..
277
300
313.
315
322
329
326
327
331
3 3 ^

861

356

362
.8.6.9

857
872

859
853

33'-+
336
391
392
3^9
395
351
35 Q
365
36 6
36 7
371
375
377

852

„B99
873

L T = L X. ( 2 ) -1_ . - . -

DO 861 L 2 = 1, L T
FH2(J1,L2)=FH2(J1-1.L2)
IF (L.EQ.LL) GO TO 856
FH2(J1»LH=1.0
IF (NJ.EQ.2) GO TO 359
OC 8 7 2 _ M.= li Mi . ..

M1 = LX (3) *M-i
IF (M.EO.l) GO TO 866
MT = L X ( 3 ).rr 1.
OC 862 M2=1,MT
FH2(J1,M2)=FH2(J1-1.M2)
IE ( H, £Q.ML) GO. TO 35 7
FH2(J1»M1) =1.0
J1 = J 1 + 1
CONTINUE ,,

GO TO 853
J1=J1+1
CONTINUE
GO TO 399
Ji=Ji+i

.CONTINUE
IF (NX.EG.O) GO
GO 309 1=1,NX
00 3C9 J = 1,NX
FHV(I,J)

r
R

309

9GG
90 5
912"
913
919
916
927
93 2
939
*35
93 6

991
>92
+9 5
+50

3 C 6
305

308
307

309

+ 60 310
r J ->

7

r
r*

. r.'
r
r

TO 879

0. G
IF (NAXCI>.EO.NAX(J))
continue .

DO 305 J = 1» NX
N = 0
OC 305 I_= 1, NX
IF (FHV(I,J),EO.0.0) GO
IF (M.EO.l) GO TO 306
N = 1
GO T C 3 0 5
F H v (I» J) =g. 0
CONTINUE
OC "3 07 1 = 1, NX "
N = 0
00 3u8_J=l,NX
N=N+FHV"( I,J)
NIZ(I)=N
IF CICF^NE.l) GO 10_879
N = G ""
00 309 1=1,MX
IF ( M7 (I) . LE.l) GO TO _3
N=N+l"

fhv(i,j)=1.0

to 305

'70

lx(n)=1
nx(n)=niz(i)

'"continue'
n n = n
if (mn.ec.g) GO to 379
S = 1. C "
OC 310 1 = 1,N N
s = s * n x (i >
ns=s
do 311 1=1,ms
00 311 j = 1,nx

RL
RL ;

_RL
RL
R
R
RL
R
RL
RL

Re
RE
RE
RE-

_RE
RE .

RE

. .RE-
RE.'.
RE

_ RE'
RE-
RE .

REl
RES
RES

..REE
RES
RES
L 0 A >

RE .

res
res '

"re St
res6
res c

RES6
res6
RES6
RES.6
res 5
res6
RES6
re's 6
RES6
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Wtx 311. F = 0 - g
r5Gi Jl = l
502 K1=0
.50 3 .. L1 = 0 . ..... . __ ...

5'Jl H1 - 0
505 KL=MX<1)
507 LL=MX{2)
;510 KL=MX(3)
512 00 312 K = l»KL513 LLXJ1)
515 FH1( J1,L2) =1.0
:522 IF CK.EQ.KL) GO TO 313
l5Zk F Hl_( Jl_jl_2jt!<ll=l.J
:532 313 IF (NN.EQ.l) GO TO 311
(531 L 3 = L X{2 )
336 00 315 .L-.l, LL
510 IF (L.EO.l) GO TO 316
512 LT=LX(2)-1511 DO 317 L2=i,LT
515 317 FH1(J1,L2)=FH1(J1-1,L2)
560 316 FH1(J1,L3)=i.O
56 5 IF

, t L.EG.LL >_ GO TO 318
567 FH1(J1» L 3 + L ) = 1.0
575 318 IF (MN.EC.2) GO TO 319
577 L1 = L X C 3)
601 DO 320 M = 1,ML
503 IF (M.EQ.1) GO TO 321
60 5 MT = L XI3 ) -1
507 GO 322 N2=1,MT
610 322 FHK J1,M2)=FH1( J1-1,M2)
523 321 FH1 ( J1,L1)=_1.0_ _

630 IF ( M . E C . M L ) GO TO 323
532 FHlCJltLH-H) =1.0
610 _323. J1 = J1 +1
512 " 3 2 C CONTINUE
511 GO TO 315
615 319 J1= J 1 + 1
517 " 315 CONTINUE
552 GO TO 312
652 311 J1=J1+1
551 312 CONTINUE
557 DO 321 J = 1, NX660 IF { NI Z ( J) .NE.l) GO TO 321
663 DC 325 1=1,MS
661 325 FH1(I,J)=1.0
57 3 321 CONTINUE
67 6 1)0 3 26 i - i, NS
577 DO 326 K=1,NX
700 326 FHl (1,(0=90 (K)*FHl (I,K)
713 DO 35 0™ 1=1, MS "
715 N = Q
716

_ DO 351 K = 1, NX _

720 IF <NI Z ( <) . EC. 0) GO TO 3 51
7 2-2 N = N + 1
723' N = NIZ(K)
725 S = 0. C
72G DO 352 J = 1,M
727' 352 S = S + FHi ( I ,KF J -1)
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Wj* -1 f_h1.( l, x )-= s _ R r. i
7u5 351 continue Rt .

75 q 350 continue re'

753 dc 105 k = 1» nx
75k if (niz(k).eq.g) go to 105

757 do 106 j =1» nalt
761 106 xmn(j,n>=xhn(j,k) v
17.3_ .10,5_ c o n t xn.u.e.
776 87k ix=i res
777 if (iop.ne.l) go to 132 lot-

30 2. ws.ixe 18 6,7.u _ lot
□ g 5 71 format (*1*»9x»53hpr03abilities and elasticities cf mooe choice at lc

1 mean) lo
30 5 n =_g _

306 if (ny.ec.0) go to 171
313 do 161 j=1,nal
31 9 do 161_k = 1.,. ny
315 n = n*1
317 161 fg1(n)=cy(j,k)
32 7... 171 _g o _ t c _ 13 3 ;
330 132 write (86,9.5) lo-.
339 95 format (*1*,9x,95hfroba31 litles and elasticities of mooe choice) lo.,
13 9 if (nx.eo.o) go to 151 lc
191 " do 199 k = 1,nx lo ;
392 199 se(K)=eX(k) lci
197 151 if

. (ny .je0..3). go to 13.3. ; l c \
150 do 150 j=1,mal lc
152 dc 150 k= 1» ny lc-
153 15c aname (j, k) =cy.( j_r ■

170 133 nx 2 = nx ~ " l
171 n = 0 li.172 if (nx.eo.o) go to 702

_ li ■

173 ' ." dc 139 k-1, nx " " ~ " "" * ~ \
179 if (niz(k).eo.o) go to 139 l' '
176 m = n<■ 1. . lu
177 NAX (N) -MAX < K) ~ " ' ' " ' LO
.03 139 continue lo.-
.06 nx = n lo
.07 ~ 195 if (ny.eg. 3) go to 70 3 ~ ~ " rl :

.10 write (86,72) (n a x (i) , i = 1, n x) , (n by (i) , 1 = 1, ny) r

.95 72 format (//9 x , 9hv aria 8les ,10 (ix , a10 ) ) ol~;

.95 ' go t"c 871' " " " " " re";

.51 702 write (86,72) (m by (i) , 1 = 1, n y) pv

.71 go to 371

.75 * 703 write (86,72) (n ax (i) , 1= 1, nx) " re
!16 76 format(/9x,75h(igncre the elasticities under a socioeconomic varia lc

isle when it i s a_ 0ummy./5x_,j99hal_s0 ign0_re the_ case where dummy cce lo.
efficient and dummy variable combinations are inccnsi stent./5x,57hi lca
3n type 1 operation, check ny how nyso and nrco for this,)) lca

16 871 iz = i
_

_ _ _
_ r-l(:

17 i£l=i - —— —■ ----- reli
20 391 if (lop-fq.i) go to 33c rel£
26 n = l c a ^
27 if (nx.eo.o) go to 139 " ~~ " ' loa
30 co 135 i = 1» nx2 loa''
o i ir (ni z ( i) » l.0 »'j) go to 155 ida'
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.&~N+.i _

IF (NIZ( I).£0.1) GO TO 136
S — C • Lj

.!_■—-ML = MIZ (I) -1 „

00 137 K = 1,-j N L
137 S = S F S E (I + K)+X(IEL,lTItK)

rr>i (\) =s-: (i) «-s
GO TO 135

136 FGI(N)=SE(I)
_13.5 -. .C. C M TJLN.U E .

139 IF (NY.EQ.3) GO TO 190
00 138 J = 1» N A L
(m. .1.3S _H=1.31JY
N = fHl

130 PG1(N>=ANAHECJ,K)
Ik0__IF__( NX.EQ.G ) GO TO 199

N = C'
OC 191 K=1,NX2

, _IF (N'IZ(K) »EQ.0) GO TO 191
M = N + 1
DC 192 J=l» MALT

19.2. X1IEL, J >N)=X {1£L . J-yfO
191 CONTINUE

00 193 J = 11 MALT
00 193 K=i.NX

193 XMN(J,K)=X(IEL,J7K)
199 IF (NY.EC.J) GO TO 197

■> DO 190 K = 1» NY
198 Y(1,K)=Y(IEL »K)
197 ND-NXF(NALT-1)+NY

GO TO 7G 5
33G IF (NX.EC.O) GO TO 7G9

IF (MN.EG.O) GO TO 155
OC 353 If 1 7 N_X_

353 FG1(I) = F H1 (I Z »I)
GO TO 153

156 OC 1 5_7_ I = 1 »_NX
157 FGI(I)= B0(I)
158 N1=NAL»NY

N = N 00- Ml
00 359 1-1» N1

359 FGI ( MX +1 ) =60 (N-f-I)
NO=NX*NAL*NY

LQA1
L0A1
LCA1
L 0 A1
L 0 A1
L0A1
LGAi
L 0 A1
L0A1
L0A1
L OA 1
L 0 A1

-L0A1
LOAl
L 0 A1

_LCAi
LCA1
L OA 1

_L C A1
L0A1
LOAl

_L0A1
LOAl
LOAl1

_L 0 A1
L 0 A1
LOAl

_L C A1
L 0 A11
LOAl1
L C A1'
REL6:
REL6!
REL_6'
REL6'
REL6<
REL6'
REL6"
REL6'

705 00 8 01 K = 1» NX
S=XMN(1,K)
00 801 J = 2,MALT

801 X(ltJ-l,K)=XMNCJ,K>-S
7G9 IF (MY.EC.u) GO TO 315

IF (lOF.KE.1) GO TO 815
OC 302 K = 1.NY '

8G2 Y(1,K)=31(X)+FH2(IX,K)
815 NT 1 = 1

N H = G ' ' " ' " * '
NG = 1
CALL LCGIT (NALI, N A L , NX, N Y , N D , N T 1, MSTP , MCH OW , I NI T , NH , FGl , F GI ,FhV,

1FL0 »NG) ' ' * " * "
IF (NX.EQ.S5 GO TO 7C6
00 803 J=1,MALT

REL6'
REL6'

_REL6
REL6'
REL6'

_LOAl:
REL7
RE L7:

JREL7S
REL7
REL7
REL7
REL 7
REL7
REL7
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[55-3 DO.. 8i3._K = l,NX
55V 8 G 3 XM3 t J,K) = XMN( J,K) + FG1 (K) P.
57A 7G6 IF (NY.£0.0) GO TO 31 A Pzl.

57 6 00 8io Jri»ri^L <"•

60G 00 813 K = 1, N Y P
.601 N "tn: , . - - ?:' 1.
603 813 CY (J,K)=FG1 (N) R
513 CO 8CV K-l» MY A R;

~615 00 805 J = 1, N A L RE .

617 805 S = S*F(1, JH) *CY( J,K) RE .

3.7L1 8J5V_J3MN_LKL=S Rr .

53V 81V 00 826 1=1,MALT R!
636 IF (NX.EQ.Q) GO TO 707 R

_637 00. 807 J = l, MALI R
6A 0 DC 8 07 K = 1,NX R
6V1 IF (I.EQ.J) GO TO 808 R
6V3 XEJJLtJ. K) ll,J)»XH3(J,K) R:
65 3 GO TO 80 7 R.
65A 808 XE(I,J, K) = (1.C-P(1,J))*XMB<J,K> R:
66 7 8 0 7 C ON IINUE R
67 A 707 IF (NY.EO.Q) GO TO 306 R£
675 DO 8C9 K-1,NY Rfj
677 IF (I. £Q.1) GO TO 810 R
701 YE(i,k)=Y(l,k)+(CYCI-1,K)-CMN(K)) R
713 GO TO 309 R ' 7
" 13 -SIC YE (I vK) = -Y(l,K)»CMM(K) RF .,

02 809 CONTINUE RE
25 806 CONTINUE R1
3 0 N = 0. Re.;
31 IF CIOP.EQ.1) GO TO 3V6 RE' ,

7 33 WRITE (86 ,75) IE L R; ,

V0__ _ 75 FORMAT (//AX,37HELASTICITIES FOP EXTERNAL DATA NUMBER, I5„AH. I RJ* ,

'+Q 3V6 IF (NX.EG.G) GO TO 708 "" ' R"
-5 IF (NY.EG.Q) GO TO 70 9 R,-" ,

8 IF (10_F. NE. 1) GO TO 355 Rf.
: 0 ~ "WRITE (86,7V) " RE
33 7A FORMAT (/13X,2AH EVALUATED AT MEAN VALUES/AX) rp

7 53 GG _TC 355 rp.
757 355 WRITE (86,32) " R£
763 82 FORMAT (/13X, 23HEVALUATED AT VARIABLE VALUES/AX) RE1 E
763 356 DO 357 J =1,MALT R = I
770 35 7 WRI TE (8&V8~3) J, C XMN ( J , K) , K = i , NX) , ( Y (1, K) , K= 1, NY) re
035 83 FORMAT ( 6X , 5HMO DE ( , II, 1H) , 10 F11. 5 ) RE,
035 DO 811 J =1, NALT rpi,:.
0 36' "" "WRITE (86,8A) J, (FGl(K), K=1,ND) " ' ' ' RE)',
060 8A FORMAT (/13X,32HBY CHANGING THE VALUES FOR MODEC, II,2H) ,A5HAND U LCA:

_1SING_ THE COMPACTED COEFFICIENT VALUES OF/13X , 8 8H (CCE FF ICIENT S ARE LOA
2A RRA NGED" I N~ CRDE R ' OF 3 (1). . . B (N X ) C ( AL T 2 ,1) . . . C < ALT2 , N'Y ) . . . C (NALT, LOA 1
3NY ) )//13X,1CF11.5) LCA'

'J 6 0 W RITE _(8 6 , A 6) L C
IK" ~ ^6 FORMAT </t.3X ,.W,ELASTICITIES AND PyCBA "I L 'i T ICS (LAST COLUMNi") LOA
06 A DC 811 1 = 1,NALT r = L/
071 811 WRITE (86 ,7 3) I, ( XE(I,J,K) , K = 1 , NX) , (YE(I , K) ,K=1,NY) ,,P(1 ,1) rpl7
150 73 FORMAT (/3X.8HE FOR M ( , 11, 1H) , 10 F11. 5 > " " " Q£L7
150 GO TO 710 cEL7
LEG 708 IF (IGF.NE.l) GO TO 358 rpl7



pJS'3-
► 15 c

;i62
L16..6.
213
213
237

Z3Z.
,2^3
;25Q
_3 G_5„
306
311
3l<+_
320
32<+
331
361

358
.3 5.9

55

.86

71

J1RLIE . C 8 6 , 7 <+)
GO TO 359
WRITE (86,32)
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709

380
331
382

FORMAT (13X,iOFii.5)
WRITE (86,36) (FG1<K) ,K=1,NC)
FORMAT ( /13 X i H ^ H ?3 Y USING THE COMPACTED COEFFICIENT VALUES OF/13X.,

138H(COEFFICIENTS ARE ARRANGED IN ORDER OF B (1) .. . 3 ( NX) C(ALT2,1).
2.C(ALT2,NY)...C(NALT,NY))//13X,10F11.5)
_KRIT_E ( 3 6».<+6) _

00 711 1 = 1,NALT
WRITE (86 ,73) I, (YE (I , K) , K=i,NY),P(1,1)

_J5.0_JLCL_7.tD
IF (ICF.NE.l) GO TO 380
WRITE (86,7 A)
GQ TO 3tl

.

WRITE (86,32)
DO 382 J=1,MALT

o

<+10
<+15
<+6 0

<+63
<+£<+
L6 5
t+67

A71.
'+7 3

,<+7<+
+ 77.
+7.7

SCO

712
710

WRITE (8 6,33) J, (X MM(J,K)j K = 1,NX)
00 712 J = 1,MALT
WRITE ( 3 6 , 3 <+) J, (FG1(K) , K=1,ND)
WRITE ( 3 6 ,<+ 6 )
00 712 1=1,MALT
WRITE (86,73) I,(XE(I,J»K) ,K=1,MX),P(1,I)
_IF_ (I_CP._E0. 1) G0 TO 3<+2
IEL = IEL-t-l
IF (IEL.LE.NE) GO TO 3<+l
GO TO 1000

3<+2

1CC0

GO TO 33C
IZ=IZ+1
IF (I7.LE.MS)

IX_=IX + 1 __

IF (IX. GT. MS) GO TO" 10 GQ
GO TO 871
RE TURN

end"

REL7
REL7
REL7

. REL7
REL 7
REL7
L.OA j

. LOA1
LO A3

_ L OA 1
REL 7
REL7

- R.EL7
REL7
REL7
_R£L2
REL 7
REL7

_ _RELZ
REL7
REL7
SES2
REL7
REL7
REL 7
REL7
REL7

. REL7
REL 7
REL7
REL7
REL7
REL7
REL7
REL7



SUBROUTINE MINN/ ( A H , N , 0 , L , -M , N 2) !•
Oil DIMENSION AH (1J , 10 ) , L (10 ) T M (10 ) l':
fill C0MMCN„/AA2/ ..AClOQ.L - — -- I-
011 K= C
212 DC 2 C1 1 = 1, n I|V:'
_ai3 „„ 0.0. 2J1.. J = 1»U , . — — I--.
014 K=KH I i" %
315 231 A CO =AH(J,I) IN.

.2 2.6 „ 0 =.l. c _ — 1 > ■ '
Q27 NK=-N IN
Q33 DO 80 K = 1, f-I IN.

JL31. W&SLti If:
033 l(K)=K If
03A M ( K) = K IN
Q 3 5 K K = N K±K i IN
036 RIGA — A (K K) I In-/
GAG 00 20 J= K »N If'V
JJA 1 I Z = N-M J-l) J.f■ '
0AA CO 2D I = K,N IP
GAS IJ=IZ+r If ■

053 S = A BSJALIJ > I ; If
052 T=ABS(BIGA) IN
Q 5A 10 IF (T-S) 15,20,20 IN
3 5 7 15 31 GA= A LI J) I ?
361 " L(K)=I If
064 M(K)= J IN
065 20 CONTINUE IN
372 J=LCO IN
37 if IF (J-K) 35 , 35,25 rfC
0 75 2 5

_ KI =_K - N INV
0 77 DC 3 0 I=1»N INV
100 < I = KI * N IN-.102 HOLO^-A ( KI) IT]'.
103 ' JI=KI-KVJ INV
1C 5 A (KI)= A(JI) INV

10_7_ 30 A C JI) =HOLQ INV
113 "" 35 1 = M (K) INV
115 IF (I-K) A5,A5,38 INV
117 38 JP = N *J I - 1> I N V
122 DC AG J=1,N INV
124 J K = N K + J INV
12 6 JI= JFt-J i N v
127 HCLO=-A(JK) ' INV
131 A(JK)=A(JI) INV
133 AG A(JI)-=HOLO INV
13 7 " T=4BS ( BIGA) " " " " " " INV
1A1 A5 IF (T-1.GE-2C) A6,A6,A8 INV
1AA A£ 0 = 0.0 INV
145 RETURN IMV
145 48 DC 55 1 = 1,■ N INV
1A 7 .IF <:-!<) 50 , 55., 50 INV
151 50 IK = NK +1 inv,
153 A (IK)=A(IK) /(-9IGA) INV
156 55 CONTINUE INV161 ~ ' DC 6 5" 1 = 1, N "" ' * INV
162 IK=NK*I If.v
1 & A

_ HOLD = A(F<) _ _ INVj
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r J=T-N

_ . . _ . _ INVQ.
167" DC 65 J = 1»N IN V 0
171 IJ = 1J+-N INVQ
173 TF (I.-.K) 63 , 65,60. . . . .. ... - . . IN VA
175 6 G IF CJ-K) 62,65,62 INVQ
177- oZ KJ = I J-I «-!< IN V 0 1
2C2__ A ( I J ) = H C L 0 *" A ( KJ ) + A (IJ ) _ . ... . . . . IN.V.Qt
20 5 55 CONTINUE INVOi
21 a KJ=K-N INVCI
213... DO 75. .1=1.N

...... mvai
215 '< J = K J + N invoi
217 IF CJ-K) 70,75,70 invoi
220 70 A ( KJ> =A (K.J) /RIGA TMVru

223 75 CONTINUE invoi
226 0=D*SIGA INVOi
227 A(KK)=1.0/9IGA tnvof

(231 30 CONTINUE invo;

233 <= N invoi
t$34 100 K =(K-l) TNVQi
235 IF (K) 150, 150 ,105 INVCi
237 105 I=LC K> INVOi
241 IF (I-K) 120,120 ,108 T MVO 1

243 106 JO = N|Jt (K-l) INVOi
24 6 J R = N + CI -1 > INVOi
252 OC 110 J = 1,N INVOi
253 JK=JC+J INVOI
255 HOLQ=A(JK) INVCi
257 jI = j R + j INVCi
250 A (JK)=-A ( JI) INVO'

' :-2 HQ a(ji)=holo INVOi
>5 120 J = M ( K) INVCi

•2 /' 0 IF (J-K) 100,100,125 INVOi
272- 125 KI = K - M INVOi
274 00 130 1=1, N INVOi
275 -fMiil-H INVOi
277 HOLD = A(KI) INVCi
300 JI=KI-K+J INVQc
502 A (KI)=-A(JI) invo1;
$0 4 130 A(JI)=HCLD invq1:
510 GO TO 100 I NVOc
510 150 K = C IN V c c
511 00 202 1=1,N INVO c
$13 OC 202 J = 1,N T N v 0c
sia K = K + 1 IMVOc
516 202 AH(J,I)=A(K) IN V 3 c
526 RETURN I n V 0c
$26 END INVK
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SUBROUTINE ESTIM (is A LT , M AL ,>!X , N Y, NO, NT, MST P, NOD, NOHO W , I MI T, N 2 , BO * ES
1*31 ,82 ,FG0 ,FG1 , FG2 , F&3 , F G2 , F H 0 , FH1, F H2 »FH V , 0 IRS, SAS,LX,MX,FLO) ES

„_DIMENS.I.CJS..30(10) ,81.(10) ,02110) , B Z_( 10.) F G.G_( 10 ) , FG.l.t 10-)..,.FG2-L1IL) , —-ES
1FG3(10 i »FGZi10> , FHG<15,10 i »FP'l(10,1G 5 ,FK2 (10,10) ,FHV(10
<■» r n c 1 a n \ c* /. c* t -i .1 \ t V / -1 H \ v t a n )20I.RS (10 ) , SAS (10 ) ,LX < 10 ) , MX (10 ) ES,
_.C O MM ON /.A A1/ ..XI3 0 0 ,.Aj. J*X, Y..( 3 0 C_, JL0 ) ,MDVA ( 30 0 , A)_,p (.3 00.,A).., ES-:
1ANAME(3G0,1C) ,JSUM(3GG) ,WA(M , JFAC(ICO) EST

COMMON / A A2/ AR (100 ) ,BXR (1Q) ,CVP (A,10) ,VECR (10),HEXR(1u,1Q) , EST
.15 IE (A) .., T.liK.A) .,>11PJ..A) ^ EST.

N H = 1 EST
NO = G EST

._.tlQC = 2 — ES!
NAL=NALT-i ES
INI T = 0 ES '
NO =N X±NA_L±N Y . „ E C
IF (NX.EQ.Q) GO TO 201 ES
DO 202 1 = 1,NT ES
DO 2 G_3 _K = 1, NX , a JE.S T:
S=X(I,1,K) ES
DO 203 J=2,NALT ES.

203 X(I, J-l, K) =X (I, J.,K) - S ES
202 CONTINUE ES
201 S=0.Q EST.

NG =1 EE '

CALL LOG IT (NALT,NAL,NX,NY,NO,NT,MSTP,NDHCW,IN IT,NH,30,FG0,FHC, - ES
1FL0,NG) ES

CO_2GA_ I = 1 ,_NO EL
DO 20A J = 1,NO ES

2 0 A FH1(I,J)=FHG (I,J) El
. CALL ,11 IN tf ( FH0 ,NO, O , L X , M X, N 2

__ EI .. .
'

IF' ( O . N~E . j~» 0 ) GO TO" 501 E? t :

WRITE (86,11) E:,

_10 FORMAT (/ /A'T , 06 U HE SSI AN IS SINGULAR AT INITIAL PARAMETER VALUES. «

1MAKE SURE THAT THE OA T A ARE PROPERLY ARRANGED.)
MSTP=1
IF (NSTP.EO.l) GO TO AO?

___

DO 205 1=1,NO ES -

DO 205 J = 1,NO ES '

.£H V_(_I ,_J) = 0 . 0 ES
IF (I.EC.J) F H >/ ( I,J)=1.0/FH1 (I,J) EE

205 CONTINUE ES :
GC TO 20 6 ES

501 OO AO! J=l,NO ES
00 A01 I=1,NO ES ? '

A01 F HV (I,J) =FHC (I, J )__ _____ ES
20 6 S = 0.G EST.

ICONv=i EST:
I T P = 0
N R = C
JK= 0
J S = 0
j'r = c
G M = 0
I T P = I T'R + 1

_ES T
EST.;
EST .

EST<
E S TO
EST C
EST0

. FORMAT ( / / / A X, gi H S U MM A R Y OF ITERATIONS) """ " " ~ EST.
i POP.MAT ( / / •+ X , A X , 2 6 H C O N V E R G E N C E ACHIEVEO AFTER, 15,13H ITERATIONS., ESTG
15X , 30HRCCT MEAN SDUARE OF GFAQIENT =,F15.7I EST'
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p3' 2 m 3... FORMAT _ L//3 X., 5 7H TERMINAT I ON. .DUEL TO- UNDER F.L CW IX CALCULATION .OF LIKESTC
1ELIHCOO) EST C

j 25 2 A FORMAT (//8X , 27HCOMVERGENCE NOT ACHIEVEO IK,I5,I2H ITERATIONS) ESTC
252. 1.QQ3 .JK=0 - _ .. —. ESTC
25 3 MO C = 2 ESTC

;25A CALL NLMAXH ( NO, ITR,ICONV,NP,NALT,NAL,NX,NV,NT,MSTF,NOHOW,INIT,MH, ESTC
•

. 1.FL 0 , EG r.3l_,r3?,BZ,FG0 , FGi., F.G2,FG3 ,FGZ,.FH1, FH2, FHV, CIRS ,SAS , LX, MX, ESTC
2JK,JS,JT,GM,NGO) ESTC

333 IF (JS.EO.i) GO TO 510 ESTG
JV1 UL...< JK...EQ. J_) . GO . T0..510. , ..... E-STD
3A2 IF (ITR.LE.19) GO TO 61A ESTC
3A5 NOC=A ESTC

:1V 6 (10._T.Q_.&XCL „ EST C
3A7 61A IF (JT.KE.l) GO TO 500 ESTG
,351 WRITE (86,1) ESTG
355. 510 IF ( JS...E.Q.» 1)__G.0_.T0 .ALX , ESJS.
363 IF (NOO.EQ.A) GO TO 613 ESTO
365 WRITE (86,2) ITR,GM ESTC

:37 A GO TC AO 7 FSTC.
AGO 611 WRITE (86,6) ESTO
ADA 6 FORMAT(//AX,A3,HTERMINATION DUE TO ABSENCE OF MAXIMUM POINT) ESTC-
AG A MST P_=l EST.G
A0 6 GO TO AG 7 ESTC'
A12 613 WRITE (86,A) ITR ESTG

;A2G_ AO7 RETURN _ESTC
A21 END ESTC
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A 6

Wo

J+6-.

A&

subroutine NLHAXH (m0,1T,Iccnv,mr,halT,NAL,Nx,Ny,NT ,mSTp,nohgwt
UNIT ,NH,FLu , 9 3,31 ,B2 ,BZ , FG0 , FG1 , FG2 , FG3 , FGZ , FH1, FH 2 , FH V , OIR , SA.,
2LX J3 , JJ, G ":Lj NQ.DJ .. • — ■ —

01-ENSIGN BO (10)»Si(iG),B2(IC} , 3Z(1G>»FG3(10),FG1C10),FG2C13) »

1PG3( 10 ) , FGZ (13) . FH1 (10 ,10) ,FH2( 10 ,13 ) *FHV (10 ,10 ) ,OIR (10 ) ,SA (10) ,

2LX <1C ) ,MX (lu ) -- .

CCMMCN / A A i / X(300,A, A) , Y ( 3 0 0 , 13 ) , NO V A ( 3 0 G , A) , P (3 0 Q , A) ,

IANawe(3 0Q,10> » JSUM< 30 0) , WA(A) ,JFAC(10 0)
C C.KM C N.. / A A 2 / AR (1.0 0_> .,_BXR_tl.O) ,.(2YF_(A , UQ)_, VECR CLG.),.HEXRJ 10,.10).,

1S1R<A),T1R(A),W1R(A)
IA = 1

MAa

M A X
MAX

350
151
IS5_
152
1163
)65_
3 66
370
1.0 3.
lC7
L10

m
21

_22_
Ez*
.26

■12 7

jl AO
1A1

jld-1

DO 561 1=1,NO
F G Z (I) = F G 0 { XI
3Z.( 11=0.0 (I)
FLZ=FL0
DC 502 1=1,MO
S=C. 0

503
5.0-2

DC 5 C3 J =1,NO
S = S+rHV(I,J)^ FGO (J)
OIR(I)=S

NH = 0

201
DO 201 1=1,NO
FG1(I)=B0 (I)

MAX :

MAX A
M A X 0

MA.X0
- MAXu,
max:
MAXO

.maxo
MAX6

max.
.max....
maxi,
maxo

_MAX/J
maxc
MAX'.

.MA X
maxo
ma X I
MAX

317

20 2

SlP.(l) =F L 0
JJ = 1
ST 1 = L*_0
Sf 2=STI+STI
00 202 1=1,NO

_F_G 2 (I) = FG1 ( I ) +S T1 *0 IR (I)
NG-0

16A
166
It 7 A
'175"
177
•210

CALL LCGIT (NALT,NAL,NX,NY,N0,MT,NSTP,N0H0W,INIT,NH,FG2,SA,FH1t
IFLIjNG)

_ ( _

SIR(2)=FL1

101
IF (FL1-FL0> 101,102,103
STl=-STi

ma:

mar,
.ma

yj *
i i .

ma:
max .

MAX

MAX
_max,
maxc

maxo:
maxg

20A
DO 20A 1=1,NO
FG?(I)=FGl(I)+3Ti*OIR(I)
CALL LCGIT (NALT,NAL,NX,NY,NO,NT,MSTP,NO HOW,IN IT,NH,FG3,SA,FHI,FL2

maxo
maxo
maxo

'233
.2 A 3

1, N G )
IF (FL2.GT.FL0) GO TO 311
S T 3= ST1

maxo
max 0,
maxo

'2 A A
2A5
2 A 7

©53"
256
26 A

312

ST2=ST1+ST1
OG 312 1=1,NO

J3Q (I) = FG_2 CI)
31 (I)=FG 1 (I )
82(I)= FG 3(I)
FL 3 = FL 2

maxo,
maxo;
maxo'
maxo ■

maxo?
maxo ?

COD

26 7
26 7
271
277
3.1

311
313

L U

30 1
.5 0 2

102

FL2=FL0
GO TO 120
00 313 I=1,N 0
F G2 (I) = F G 3 ( I )
F L1= FL 2
S1 R ( 2 ) = F L 2
ST2=ST1VSTl
GC TC 103
ST3=STl/2,0

maxo '

maxo,1
maxo :
maxc
maxo

MAXO
maxo •

maxc-'1
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r-:-5 .ST? = SL1 - - Ml
'30 5 CC 216 1 = 1, NO M/
3C7 216 FGC (I) =FGl( I) <-ST3*OIR(I) Ml
32.(3 CALL._LCGIT ._( N ALT , NAL, NX , NY , MO , NT.,MSTP , NOHOW .INI J ,NH , FGQ ,SA_.FH1, Ml

i F l 2 , N G ) M I
3A3 IF (FL2.GE.FL0) GO TO 217 til
352_ _ W RI T E_ (56,10) .IT , C FG G ? I) ,1 = 1, NOT ... ... Ml
373 1G FORMAT ( / / u. X , A 7H T H E FUNCTION IS MOT CONCAVE AT ITERATION NUMBER, Ml

115 ,3HAND//AX,2HB=,13F1C.5) Ml
313 Q.0....218 _.L=1_, M 0 M£
AG G 218 9G (I)=FG2 (I) Ml
AG6 GO TO 1002 N£
AQ.6. .2JLI__Q.Q_2J.9_ I = 1 xliO. MA
A10 30 (I) =FG1 (I) MA
A1A 81(I)=FGG(I) MA
A17 2.19 B2_( I )_=FG__2_( HA
A25 FL1=S1R(1) MA
A26 FL3 = S1P.(2) MA

A3_G GO TO 120 MA
A30 1G 3 00 2 05 1 = 1,NO MA
A3 2 205 FG3(I)=FG2(I)+ST2*DIR(I) MA
AA3 CALL. LOG IT ( N ALT , NAL , NX , NY ,ND , NT . MSTP. NO HQ W . INI T ,N H , FG 3 , S A , FH1, .MA

1FL2,NG) MA
i+66 S1R(A)=FL2 MA
A7G 215 _S 1 = S 1R (2J . M.A
A72 " S2 = S1R (A) MA
A73 IF (S2-S1) 111,111,113 MA
5G1 111 _ST3 = ST2/.2_, 0 ...MA
503 OC 2 06 1 = 1,NO MA
5G5. 2 G 6 FGG ( I) =FG2( I) +ST3*0IR(I) MA
516

________ OA L L L CG I T (MALT , NAL,NX,NY,NO,N TM STP, NO HC W , I NITNH , FG G , SA , F H1., MA
I " 1FL3,NG) MA
5A1- SIR ( 3) =FL3 MA
5A-3 IF (SIR (2). LT«S1R(3) ) GO TC 2CS M.A
551 ~ ~ DO" 2 09 1=1, NO MA
552 3 j(I)=FG1(I) MA
556_ 91 (I) = FG_2 (I) M_A
561 ' 209 32(I)=FG0(I) MA
567 FL1=S1R(1) MA
57 0 FL_2 = S1 R_( 2) MA
572 ~ FL3=S1R(3) MA
573 GO TO 120 MA
57A 208 00__210_I_=_1,_N|0 MA
576" " " BG(I)=FG2(I) " MA
3G2 81 (I) =FGG (I ) MA
50 5

_ 21_C 32 (I) =FG3 (I ) _MA
513 " - L1 = S1R (2) "" " MA
31A FL2 = S1R(3) MA
316_ FL_3 = S1R (A) ■ MA
317 GO TC 120 MA
32G 113 DO 211 1=1, NO MA
322 FG1 ( i) =FG2( I) MA
)Zn 211 FG2(I)=FG3(I) MA
,3^. SIR (1) =S1R( 2) MA
33A

_ SIR (2) =S1RC A) _
_ MA

j 3 5 "" fl0 = S1R(1) " " ~ "" ma
•37. FLI = S1R(2) MA
■AO ST2=ST2+ST2 MA
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fsz DO._aiZ..I = lvMO ... --MAX
u £ 212 FG3 (I) =FG2 (I) »-5T2*0IR (I) MA
5i+ CALL LCGIT ( M AL T , N AL , NX , NY , NO , NT , MST P , NO HQ W , IN I T , N H , FG 3 , S <+ , F H 1, HA:

1FL2,NG) - — MA.
77 SiR < Ai= FL2 MA-
01 JJ = JJ<-1 MA
.0 2 IF .A JJ.Lx,6 ) _GO .TO. £15 _ MAX
i 0 J S = 1 MAX
12 GC TO 10 CO V MAX,
12 1Z£—LA =XA±1 —. — MA X
1A IF (IA•G£.3) GO TO 315 MA .

16 ST1-ST3/10. G MA <:
2.0 QG 316 1= 1 ,jm M A ::
22 316 FGKI) =81 (I > MA
30 FL3 = FL2 MA Cj31 SIRJJt) =F.L3 MA :
32 GG TC 317 MAX:
33 315 Ri =(FL1-FL2)/(-ST3) MAX;
37 R2 - ( FL1—FL3) / (,-S T2) ,

ifl S T 5 = S T 3 MA J
A3 WRITE £36,21) FL1,FL2,FL3,ST 2,ST3
6 0 21 FCRMAT ( ///feX , 23 HFL1 ,FL2 , FL3«ST 2, ST3 = /9X ,5-El 5. 6) .

60 IF (R1.NE.R2) GO TO 301
66 IF (R1.NE.G.0) GO TO 121
6 7 ST5= ST3*1. JE-5

__

71 ~ S T 3 = S T 3 + S T4-
72 DC 302 1=1,N D74 3_0 2_FG1 (I) =81111 *SIX*0_IRJIJ
G 5~ CALL LCGIT ( M ALT *.N AL , NX , MY , NO , NT , MST P , NOHOW , INI T , NH, FG 1, FG 0 , FH V ,

IS,N G)30 Ri= (FLl-S )/ (-ST3 ) ■

3A R2 = f FL1-FL3) / C - ST2)
36 ST5 = ST2/2»0-STA-
kl 3C1 S = 0.0
if 2 " IF (R1.EG.R2TCR. Ri.EG.Q. 0) GO To 122 " HXI
5^ SC1=£R1*(-ST5) ) / (2.0MR1-R2) ) MA-
57

_ JDO 2 2 0 1=1, NO Mil S
61 22G 80(I)=(30Tl)+31(I))/2.G-SC1+0IR(I) " M4 :

73 GO TG 1CQ2 MA
7 3 122 OO 123 1 = 1, NO ■ M; '
75 123 SC(I)=B2(I) " ~ MA 1
03 1002 NG = i MAX.
G A NH = 1 M A A'
0 6 CA L CTGGlt~{ M AL TTN AL , N X, N Y , N D ,NT ,MSTP, NQHCW , IMIT ,NH , BO »FG0 , FHV, MA'1

1FL 0,NG) MA: :
31 IF (FL3.GE.FL2) GO TO FQA
ACr 121 00 AG5 1=1, MO
if? A u 5 BG (I) =31 (I)
5 0 NG = 1
51 ' NH-1
52 CALL LGGIT (NALT,MAL,NX,NY,NO,NT,MSTP,NOHCW,INIT,NH,BO,FG0,FHV,

1FLS,NG)
75 ' ""ACA S = _ . 0
76 DO 513 1=1,MO MAX3
0 3 513 5 = 5 + FG0(I)-*'FG0(I) M A X 3
10 S = S/MD MA-XC
12 IF (S.EQ.G.'J) GC TO 51A MAXO
12 S = SO7T (S > MAX :



5jLk_Gji=s - Mi

Wt 7 s = Q . 5
220 DO 230 1=1,NO Mi
225 23C.. S = S+ C30.(I>.-BZ<.I.).>.±?2 . .. .. . Mi
235 S= S/NQ MJ
236 IF (S.£0.0.0) GO TO 221 Mi
23'7. _____ S = SQRJ ( S ) . Mi
2A2 221 ST Z = S Mi
2AA BM AX = A 8S (8Z (1) -8 Q (1) ) Mi
25 0 Q.O„231_I=l,„NO u „ MJtl. .. HI
233 S=A6S(3Z(I)-30(I)> M/
262 IF (S.LE.6MAX) GO TO 231 HI
265 3MX=5 _ ...._ . Mi
265 231 CONTINUE Mi
270 FLCH=CFLZ-FLQ)*1DO.O/FLO Mi
273 DO 232 1 = 1, NO Hi
2.75 OO 232 J = 1,ND ■ Mi
;276 232 FHitI, J)=FHV(I,J) Mi
31A CALL MINV (FHV,NC,D,LX,MX, N2)

_ Mi
321 IF (Q.NE.O.Q) GO TO 233 MA
325 WRITE (86,12) MA
331

_ 12 FORMAT <//AX,93HHESSIAN IS SINGULAR . _TH E__D IA GO NA I Fl FMFNTS _AR£_U SF MA
ID FOR ITS INVERSE AT THE NEXT ITERATION.) MA

331 DO 23A 1=1,-NO MA336 DC 23A J = l, NO MA
337 F H V (I, J )= 0.0 ^ MA
3A3 IF (I.EQ.J) FHV(I,J)=1.0/FH1(I,J) MA
333 2J3AC 0 NTINUE ; _ _MA
360 233 S = 0 * Q MA
361 IF (GM.LE.i.CE-15) GO TO 1CC5
36A IF (A8S ( (FL Z-FLQ )/FLO) .GT. 1. CE-6) GO TO 516

__ _ MA
372 IF (5MAX.GE.1.0E-6) GO TO 516 ~ " "" "" " " ' MA
37A 100 5 N0 C = 3
3 7 6 _JT 51 . . _ MA
•377 516 WRITE (86,11) IT , ST Z , 8M A X, GM , FL 0 , FLC H MA
+ 17 11 FORMAT (//AX,17HITERATION NUMBER , 13,2X,16HNEWTON-HIGA M00E/8X, MA

J 15QHRC0T MEAN SQUARE OF CHANGE IN PARAMEJER ESTIMATES=,G15,6/8X, ES
219HMAXIMUM A 0JUSTMENT=,G15.6/3X,29HR00T MEAN SQUARE OF GRADIENT = , MA
3G15.6/3X,t 5HLCG LIKELIHO CD = ,G15.8/3X,27HLCG LIKELIHOOD INCREASED B MA
A Y , G 1£J_. 3,2 X , 9H PERCENT.) MA

+17 1C00 RETURN ~ ~ MA
+20 END MA
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APPENDIX B

GRAVITY:

Computer Program for
Market Demand Submodel
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program gravity (Input,output) goaooj
C3. _ n IM E N S10 N A R R A Y (2J5 n * 3 2) «, .. „ GPAnn!
03 INTEGER ARRAY

_ GRA00J
03" niMENsION B0(10) »Bl (10) »B2(10) »BZ(10) •FPO(lO) »FG1 (10) »FG2(10) • GrA0f>

1FG3(10) »FGZ(lO)-»FHn(lO*10) »FHl(10,10)»FH2(l(j.lO)tFHV(l6»10> •
_ GRA06

2D IRS (10> »S4S (1 o ) .L'y (16) *MX(10) »St'fi6> »TV(10) ,Z3CL(30) GRA 66
03 ' DIMENSION NAME (35) ,LOCECS(35) *NRD(14) »NY0N(10) ,NYDN(10) ,NZN(30) , GPAl^

t MZTP (3 0) ,MTFX(5»5) »NXN(5_> ,NXM(5) »MTFYO(l0»5) »NY0M(l0) »MTFYO (lO ,51* G»Ao6i
2 M Y D M (10) V N Y N (10) ,Z (14V1 4»3 0) »N S U M (1A , 5 4) , w T (14) , Z1 (1A ♦ 14»3 0) G o A 6 n

03 COMMON /AA1/ X (1 4, "l4,5 ) , Y (14»10) ,P (1 A, 1 A) , QX (1A, 14) ,QD (14) , GO (14) , GRA01
1RR (10) *FHX (1 0» 10) »Y0 (14» 10) »YD (J A»10) GRAqv

(13 COMMON / A A 2 / AR 1100) » S) R (4) , NQX (14,14) , NOD (14) »QXP (14 » 14) , GRAOV
1NQXP<14,)4) »NQOP (14) ,N0DP<14) »NC)0<14) »NfiXPl (14, 14) »Bj 1 (1 0),BT2 (10) GPAOT

03 COMMON /AA3/ BX (5) ,CY(10) ,XM(14,5),YM(14,10),XXM(14,5»5)*XYM(14,5 GPA011
1,10) »YYM(14*10»16>* OOP(14*14)»D0P(14)»D*M(14»14»5)♦DYM(14»14»10)* GRAgi
20SX (14»5) ,DSY <l4»l(S) ,NDW GPAOl1

03 equivalence (array <1,1) »Rxn))
_ _ _ Gram

03 TX = 0 * ' "" " " GRA fif'
04 PEAD 1* NT,NV,NR0,ND1,NDT GPAOV
22 READ 2» (NAME (I) »I=1»NV)

_ GRAQl'-
35 IF (NDT.NF.1) GO TO 121 * ' GPAni
17 no 101 I = 1»NT GPA 02
41 lol READ 3» (ARRAY (I »J) ,J = 1 ,NV) GPAflpi
40 1 FORMAT < 811C) """ ~ — •- - - - - GRA 02
40 2 FORMAT (3A10)

_ GPAOP'
60 3 FORMAT (13,11,212»1216/13,11,212,816,317,13)

_ _ GPA02
r0 7 FORMAT (S F10.0) ' " ~ " "" " GRAQP
40 • NEMD= 0 GRAOP
41- PRINT 10 GPA02
'64 DO 102 1 = 1,NT ' " GPA02
46 IF (ARRAY(1,1)»ME«ARRAY(I,*7)) GO TO lc3 GPAO?
70 IF (ARRAY(I,2) .GE,ARRAY(I,I8) ) GO T0 1C3 _GRA0?
73 IF <ARRAYd,3) ,NE.ARPAY<I,lg) ) GO TO 10? " ^ GR AO 3
75 IF (ARRAY(1,4)»NE» ARRAY(1,20') GO TO 103 GPA03;
77 GO TO *02 GRA03
77 10 FORMAT'~~(».l»> ™: * ~ ~ ■"™:—GRAfd
77 103 PRINT 4, I GPAOT
05 4 FORMAT (//4X,12HDATA NUMBER ,I3»2X,12HD0 NOT MATCH) GPAQ3
"5 ------ nf;ND=I G"RAG~3
06 302 CONTINUE GRA03
11 IF (NEND,EQ»1) GO TO 1000 GRAO?
13 GO TO 122 " * GPA03
13 121 DO 123 1=1,NT _ GRA03
3= 123 READ 8 * <ARRAY {I,J),J = 1»NV) GRA03
34 8 FORMAT (3X,213»14IG) """ ^' " ~ GRA03
34 122 N = 1 GRA 03
35 N=1

_ GRAflA
36 DO 105 1=1,NV " " ~ " " " *" GRA 04
40 L.OCECS(I)=N GRA04
4p CALL WRITEC (ARRAY(1,I),L0CEC5(I),NT)

_ GPA04
46. 105 N = N + NT GRAfH
F?• PRINT 5 GRA04
=6 5 FORMAT (///4X,44HTHE RflSIC DATA HAVE RFFN SUCCESSFULLY LOADED) GPA04
-6. READ 1, NR, NX , NYO»MYp ,NZ , ND2, NDW, NIT "'~'GPAf)4
02« READ 7, (WT < I) , 1 = 1 ,Np) GRAf)4
]S READ 1, (MRDs I) ,I~l ,NR) GPA04
30 PEAD 2 » MOVN, (NXM(T) ,1 = 1,NX) , (NYON(J) ,J=1,NYO) ,(NYDN(J) ,J = 1»NYD)GRAot
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fiI?
r22
24 10?
.43 6
4 3

I ^ ) 09
£3
.64 • lie
03
20 11

20
?3 12

.33
35
41
4?

if.
60

~

13
fO
61
63
65
67
7? 14

72
73 402
1 5 1 5
1 5
17
23
35
36
4p
42
44
47
c0 403
72 401
76
04 61
04
74 1 6

24
37 17
37
c? 18

67 19
6 7
0? 20
0?
1 ^ 21
7 5

READ 2»
READ 1»
READ 7,
DO IP?
READ 6»
FORMAT
do )
RE AD 6 *

DO 110
PFAD 6?

<NZN (I) ,1 = 1,N7)
(NZTP(I) »1=1»N7)
(ZSCU(I)»I=1»N7) _

7=1?NX
(MTFX(I.J)j J = 1♦5) ,MXM < T)

(R11 0 »A1 0)
_

1=1,NYO"
<MTFYO(I,J>,J=1,5)»NYOM<I)

i=i,nyo
(MTFYO <I» J) »J = 1»5),NYDM(I)

f

g°A c ■;
GPAf? {

..OPAc .

GPA • [
CPA," i

print n. nt.-nv,nro,mdi ,ndt
FORMAT <///4X» ] 3HC0NTR0L C0DE5//9X8IX,y 2.HNT, 8X »2HNV,7X, 3HNR0,7X,

13HNDI»7X>3HMDT/9X,5I10)
PPIMT 12. (NAME<I),1=1»NV)
FORMAT <//4X»l4HVAPlA9LE NAMES//9X»1 OA 16/9X♦1 OA16/9X,1OAl0/9X»

1 i 0 A1 o)
IF (ND1.NE.1) GO TO 401
PRINT 10
M A = 1 & "
IF (NV.LE.1&) MA=NV
PR I NT 13. (I » I—1 » MA )

^ _ _ _____

FORMAT (// ■4 X »10 H 8 A51C DA T A//9 X,2{1X,1H(♦T1,1H))♦14(4X♦1H <.12 »1H)))
M = 0
DO 402 1=1.NT

_

N=N * 1 " ■
IF (N.NE.&) GO TO 402
PRINT 14
FORMAT <» *1
N = 1
PRINT 15» I*(ARRAYtI.J),J=l,MA)
FORMAT (4X»iH(.I3»')H> ,'2IA,1AIB)

_GRA n
GPA'V*
GRA 0

.G9A.fi
GRA 6
GPA 0
Gpa;
GRA
GPA
GPA
Gp.>
GP;v
GP >

GPi
00:1

_G P A
GPA
GPA
GPA
GPA
GPA
GP>
GPA

G^A
GPA

IF (NV-LE,16) GO TO 401
PRINT 10
PRINT 13. (1,1=17»NV)
M=0
DO 403 I=1,NT
N=N +■ 1

.NE.f) GO TO 403
14

IE <N
PRINT
N=3
PRINT
PRINT

15,
10

I.(ARRAY(I»J)» J = 17 »NV)

IF (IX.EO.l) "PRTNT 61 * ~—
FORMAT (4X,37HPREDTCTinN TEST WITH INDEPENDENT DATA//5X)
PRINT lft» NR.NX.NYn.NYD.NZ.ND2
F0°MAT~"<4-Xi 16HE5TTM'ATT0M'""C00c57/9X"»8XV2HNR»8X >?HNX ,~7X 73HNY077XT

13HNYD,8X,?HNZ,7X,3HND2»7X,3HNDW,7X,3HNTT,//9X,8I10)
PRINT 17, (WT (I),1 = ],NP)
FORMAT ("//4X,4HWr =,rX»IOfIO73Z9x♦ 1 OFi G»3) """ """—
PRINT la,(NRD(I).1=1,NR)
FORMAT (//4X,5HNP0 =»10110Z9X.1o110)
PRINT IP, NDVN , (NXM ( f) 7 1 = 1 .NX ) ~
FORMAT (//4X,5HNDVM=,A10,15X,5HNXN =,5A10>
PRINT 2r;» (NYON (J) , J = l ,NYO)
FORMAT (//4X,5HNY0N=,19A10)
PRINT 21, (NYDN(J)aJ=l«NYD)
FORMAT {//4X,5HNYDN=,1nAlO)
PRINT ??, (NZN(I) ,T = 1,MZ) "" • ——

GPA

GP'.
GPA
GPa
GPA ,

GPo
GPA
GPA

~GPA
GRA
GPA
GPA
GPA 1;
GPA'
GPA -

GRA 3
GPA3
GPA >

GRA 3
GPA3
GPA 3
GPA 3
G P A 3:
GPA34
GRA 3 4
GPA 34
GPA 34



)6

!
3
4'

■'5
6,

13
!5
'6
i7
:P
:)

J4
*6
•6
rP
>3

• 6
■f)

r5
0
1

7-
7

7

22

37
23

24

412
25

26

4 04

27

405
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FORMAT (//4X»5RNZN = , 10A10//9X,10 A10)
PRINT 23, (NZTP (I) ,1 = 1,NZ)
PRINT 3?» (ZSCL(I)*I = 1*NZ)

1)2

52

111

113

114

116

117

118

119
120
115

204

51

2 0 5

» un1'^ i •, y jH/coCi.-'j i'jr t U •

% — «■» «• —

i i.»r iuf
FORMAT (//4X,5HNZTP=, 1 0H 0//9X,p110 )
PRINT 24
FORMAT (//4X,5X»6X,4HNTFX »4O'X »7X»3HNXM)
no 412 1=1,NX
PRINT 25, I» (MJFX (T»J) »J=1»5) »NxM_(I) _

FORMAT <5X,lH(»I2»iH),5lio»Al6i
PRINT 26
FORMAT (//4X,loX,5HMTFYO»40X»6X»4HNYOM)

_ __

D0 464 1=1,NYO
PRINT 25, J, (MTFYO(I,J)»J=1»5)»NYOM(I)
PRINT 27
FORMAT ( //4X,1CX»5HMTFYD,40X»6X,4HNYDM)
00 455 1=1,NYO
PRINT 25, It(MJFYD(I,J),J=1,5),NYDM(n
DO 111 1=1,NZ
00 112 J=!,NV
IF <NZN(I) „NE,NAME<J) ) GO TO H2
CALL REAOEC (ARRAY (1 ,1) tLOCECS CJj'tNT) "
GO TO HI
CONTINUE
PRINT 52, ItNZN(I)
FORMAT <//4X,4HNZN(tl2,2H)=,Al0,2X,14HnCES NOT EXIST)
NENO=l
CONTINUE
NRP=NR+!
DO 113 K = 1»NZ
no 113 1=1,NR
DO 113 J=1»NR
Z <I,J,K> =0*0
DO 114 1=1,NR
DO 114 J=I,NR
NSUM(I»J)=n
DO 115 1=1,NT
DO 1)6 K=1,NR
TF (ARRAY(I,l).EO.NRD(K))
CONTINUE
GO TO 115
DO 118 L=1,NR
IF (ARRAY(1,2).EQ.NRD(L)>
CONTINUE
GO TO 115
DO 120 J = 1,NZ
7(K,LtJ)=ARRAY(I,J)»2SCL(J)
CONTINUE
DO 203 1=1tNX
DO 2i>4 J = !,NZ
IF (MXN(I).EQ.MZN(J)) 00 TO 205
CONTINUE
PRINT 5), I, NXNd)
FORMAT (//4X,4HNXN(,T2,2H)=,AlO,2X,14HD0E5 NOT EXIST)
MEND=1
00 TO 203
IF (MTFX<I,3).FQ.MTFX(1,4)) GO To ?06
N0=MTFX(I,2)

GO TO 117

GO TO 119
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2 09

211
212
203
207

206

231
232
213
203

710

712

53

Ml-MTFX (1,3)
M2=MTFX(T.4)
DO 207 J=i,NR

713

126

125
124

DO 20s K-UNP

GPA ,

Go A I
GO_A 1

a 1

s=o .o
DO 209 L=N1»N2
S = 5 + Z(J.K,L)
X(J»k»I)=Z(J»k»M0)/5
MT=MTrX(l,5). _ _ „„„ _ _ _

IF (X(J»K,I) .EQ.O»o) X(J»K»I)=1.0E-10
GO TO (21i ,2l2) . MT
X(J,K,l)=ALOG (X (J * K , T )_)
NXN(I>-NXM(I)
CONTINUE
CONTINUE
GO TO 203
DO 213 J = 1»NR
DO 213 K=1,NR
NO=MTFX(1,2)
X(J,K,I)=Z«J»K,NO>
MT=MTFX(I,5) _ '

IF "(X(J»k,I) .EQ.0.0) X(J,K,i)=l,0E-10
GO TO (231,232), MT
X(J.K»I)=A(-OG(X(J,K,i) )
NXN(I) =NXM (I)
CONTINUE
CONTINUE
DATA NMC / 10H

*3

GPA i
GO AJ
GPA) •

CRM •

.GPAl
GPA)
GRA I

JSP A J
GRA 1

GRA''
GRA

GRA I
GP •> ».
GP *T
Gp*
OR*
GRA
GRA
GRA
GRi
GRA
6R »

GRA

DATA NMD / 10H
DO 710 1=1,MR
no 71c J = 1»NR
no 710 K=X,NZ
Z1 ( 1 » J»K) =Z { I >

DO 711 1=1,NYO
DO 712 J = 1,NZ
IF (NYON(I).EQ.NZN(J))
CONTINUE "
PRINT 53, I, NYON(T)

A/D /
COOT /

GRA
GRA

GRA;
GR A ■

GRA
GRA -t

GO TO 713

FORMAT (//4X,5HMY0M(,I2»2H)=»Al0,2X,l4WnCE5 NOT EXIST)
MFND=1
GO TO 711
TF (NDT.NE.2) GO TO 124

GRA<
GRA 4
GRA

GRA *

GRA'
GRA

DO 125 K=). ,NR
DO 1?5 L=1,NR
P = 0 .0

ML=7 " ~
IF (NXN(1).EG ,NMD) ML = P
DC 126 M=3»ML
S=S+Z(K,L,M)
OX (K,D =S
7 (K , L , 3 ) = S
N0=MTFYO'( r, 2' — — -
Ml = MTFYvO (1,3)
M2-MTFY0(I,4)
M T = M T F Y 0(1,5)
DO 7)4 M=NliNg
DO 714 K =1,MP
5 = 0-0

GPA
GRA
GRA
GRA
GRA-
GRA
GRA a

G R A 4

GRA 4

G P A £ -*■

GPA 4-*
GPA 44
GPA 4 4
GPA44(
GPA44 ■

GPA44:
GPA44;
GPA44'
GPA44
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00 715 L = 1»NR
715 S=S+Z(K,L,M)
714 Z(K,1 >M_)=S ^

no 717 J=19 MR
IF (N1.E0.M2) GO TO 716
<5 = 0.0
DO 718 L«Ni*M2

718 S=S*Z(J»1,L>
YO<J,I>=Z<J,1»NO>/S

__

GO TO 719
716 YO(J,I)=Z(J»l.N0)
719 IF (YO<J»I>. .EO.O.O) YO (J, I) =1 , OE-10

_ _

GO TO (720*721)»MT
720 YO(J»I)=ALOG(YO(J»T) )
721 NyOM{I)=NyOM(I)
717 CONTINUE

DO 722 L=1»NR
DO 722 M=1»NR
DO 722 M=1»NZ

722 Z(L»M»N>=Z1(L»M»N)
711 CONTINUE

_

DO 731 1=1,NYD
DO 732 J=1,NZ
IF (NYDN(I).EQ.NZN(J)) GO TO 733

732 CONTINUE'
PRINT 54, I, NYDM(T)

54 FORMAT (//4X,5HNYDN(,I2,2H)=»A10,2X,14HOOES NOT EXIST)
NEND=1
GO TO 731

733 IF (NDT.NE.2) GO TO 127
DO 128 K=1,NR
no 128 L = 3 »NP

128 7 (K,L,3)=QX(K,L)
127 NO=MTFYD (I »2

Ml=MTFYD(1,3)
N2=MTFYD(1,4)
MT=MTFYD(I,5) "T
no 734 m=ni,N2
DO 734 K=1,NR
s=o.6
DO 735 1=1,MR

735 S=S+Z(L,K,M)
734 ZO ,K,M)=s

DO 737 J=1»NR
IF (N1.EQ.N2) GO TO 736
S = 0.0
DO 738 L=M1»N2

738 S = S + Z(1»J,L)
YD(J,I)=Z(1»J,N0)/S
GO TO 739

736 YD(J,I)=Z(I»J»NO)
739 IF (YD (J,I) .EQ.OTO) YDTU,I)=1.0c-10 ~ "

GO TO (740,741), NT
740 YD(J»I)=ALpG(YD<J»T))
741 MYDN(I>=NYDM<I)
737 CONTINUE

DO 742 L=1,NR
DO 742 M=1,NR
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7 DO 742 N=1»NZ GP
0 742 7(L,M,M)=Zl(L,M,N) GP
1 731 CONTINUE

_ G°
4 " Tr (NDlsEQ-25 GO TO 120 GP
ft DO 272 1 = 1 »NZ GP -

7 I F (NDVN.EQ.NZN (I) ) GO TO 2ol
_____ : GP.'i

1 272 CONTINUE " " " GP •
3 PRINT 55, NDVN
1 55 FORMAT <//4X»9HDEP Vj»B = » AI 0 »2X >14HD0F.S NOT EXIST? ■
1 NF.ND-1 " GR • '

2 IF (NEND.EQ.1J GO TO 1000
4 291 DO 273 K=1,NR „ - _ GRA ■
0 DO 273 L=1»NR GRJ *

7 273 OX <K,L) =Zj(K.L» I) GR
4 129 DO 274 K = 1 ,NR GP •

6 5 = 0.0 GP •

7 DO 275 L = 1,NR GP -

7 275 S = S + QX(K»L)
_ _ Go \

0 274 QO(K)=S ~ " . 7 ' GP •

4 DO 276 L = 1»NR GP.3
5 5 = 0.0

_ ; * . GP.:-
6 DO 277 k = 1,Nr" " " " " ~ " GpA
0 ?77 5=S+OX<K.L) GRp
7 276 on(L)=S GPA
3 IF (ND2.NE.1J GO TO 406 - --- - --, . r»P^
5 PPTNT 10 GPP
,0 DO 4o7 1=1 ,NX __ GP 1
2 PRINT '20. I * "Vj »U'=1VNRT; ' " GP A
5 28 FORMAT (//4X,2HX(»T1»1H)/9X,10(8X,1H(?T2»1H))/9X,10(aX,lH(,I2»lH)) GP

1) Go a

5 DO 408 J = 1,NR "" "* * r * ~ 5 GP>;' ''
7 4Q8 PRINT 29, J»(X(J,K,I),K = 1,MR) 7. GP '
1 29 FORMAT </5X,lH ( , 12 ,1H),1OEl2.4/9X,1OEl2.4) GP,
1 *07 CONTINUE " " " " ' " "" ' ' ' GP.-'
3 PRINT 30, (J,J = 1»Np) GP
5 30 FORMAT (///4X,5X,10 (GX,3HYO(,I?,1H))/9X»]0(6X»3HYO(,12,1HJ)/4X) GP
5 DO 409 1 = 1 ,NYO " ' "V-'" " ' .7 ~~~GP>>
7 409 PRINT 29, I, (VO (J,I)»J=1,MR> : GP
0 PRINT 31, (J»J=1,Np) GP-

.

3rT0RMAr" (//"/4X,5XTlTrr6XT3HYn~fTT2, iHn/9X,10 ("6X»"3HYD'<Tl'2'n"HTl"7JO(") grI
1 DO 410 1=1,NVD GPA
3 410 PRINT 29, I,(YD(J»I),J=1,MR) pp
4 406 PRINT" 10 7—T : ——7 —- — 6p ,

0 PRINT 32, <I,I = 1,NP) GPA
2 32 FORMAT (4X,4HQX =//9X,T6*RX,1H(,12• 1 HJ)/9X»1 Q(8X, 1 H(,12,1H>))
? — ~ no 411 r=r,NR -■ :— — 1 —GSiA
4 411 PRINT 33, I » (QX (I , J) J= 1»NRj GpA
4 33 FORMAT (/5X,1H(,I2,1HJ,10F12.5/9X,10F12.5) GPA=
4 PRINT' 34," CI,~I = ),NP) —* ~— — ''' ~~GRA3
5 34 FORMAT <///5X,4HQ0 =,10(8X,1H(,12,1H))/RX»10(8X,1H(,12,1H))) GPA3 •
= PRINT 35, (00 (I) ,1 = 1,NR) GRA3?
0 35 FORMAT '</9X , 1 QF1 2 . 5/97X V\ OFT? . 53 " ""** GPA3c
0 PRINT 36, (I,I=1 ,NP) GRA7S -
2 36 FORMAT (///5X , 4H0D = , ] 0 (8X , 1H < , 12, 1H ) 1 /9X , 1 0 OX , 1H ( , 12 , 1H) ) J GPA3*=
2 . PRINT 35, (QD(IJ ,I = 1,NR) GPA 3?
5 KTN = o GPA>- '

1001 00 280 1=1.NX GPA2F
a 280 BX (I) =0.0 ,RPA??
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mst?=6
IF (KTN.EQ,1) GO TO 281
00 282 1 = 1» NYO
NYN (I) =NYOM ' I)

282 CV(I)=0.0
00 283 J=1,NR
00 283 K = 1iNY0

283 Y =Y0 (JrK)
NY=NYO

281

285

GPAni7
GPA23n|

-GPA231!
GPA231»
GPA23P
GPA238
GPA234
GRA23^

286

7 62
701
289

IF (IX »EO,1) GO TO 1003 GRA?3*
GO TO 284 GPA23T
00 285 1 = ]»NYD GPA?3a

NYN(I)—NYDM(15 G9A?3a
CY (I)=0.0 GpA23oS
00 286 J-l♦NR GPA2A0
S=QD(J) GPA241
no(J)=00(J) GPA242
00(J)=s GPA243
00 286 K=l»NYD GRA?44
Y(J.K)=YD(J»K) GPA245
NY=NYD GRA2*6
DO 289 M=1»NX GPA?47
00 7ol 1=1»MR GPA?4»
N = I + 1 GPA248
IF (N.GT.MR) GO TO 701 GRA250
DO 702 J=NyNR GPAP5!
5 = X(I * J»M)
X(I»J*M)=X (J* I ♦ M) GPA 253
X(J»I»M)=5 GRA254
continue GPA258
CONTINUE GRA25*
DO 290 I = 1»NR GPA25-
N = I +1 GPA?5^
IF (N.GT.NR) GO TO 290 GPA?58i
no 703 J=N*NR GPA255
S=QX(I♦J) GPA255j
OX(I,J)=OX<J»I) GoA25=

703
290

284
501

OX(J,I)=S
CONTINUE
IF (IX.EO.l ) GO~TO To0 3
MU1 = 1
CALL ESTIM

GRA?55!j
GPA25-S

(NX,NY»NO,NSTP»NOD*INIT»BO»B"f ♦B2»RZ»FG0»FGl»FG2,FG3»
1 FGZ, FHO »FHl, FH2,FHV »DIPS»S4S*LX,MX , FLO♦WT♦NXN>NYN*NR*NUl »NU?)
IF <MSTP.EQ»1) GO TO 1000
N2=ND»ND

10 03 CALL RESULT" (NX »"NY, NO ♦MSTP * NQDVINIT ? N? »RQVBi YFGo~* FGl FKTVFH2 * FHV f
1LX»MX,SE,TV.FLO»KTMfWT.NXN»NYN»NR»NU1»NU2»IX)
IF (MSTP.EO.l) GO TO 1000

GRA255

GPA25H
GRA257
GPA25T
GRA25i

IF (KTN.EO.O) GO To 10*2 ~~
IF CNRO.NE-1) GO To 1000
IF <NIT»EQ»0) GO TO 1000
IF (IX.EO.l) GO TO lo66 ' "
READ 1» NP,(NRO(I),I=1,NR)
READ 2» NDVN,(NXN(T) ,I = 1»NX) i (NYOM(I) »1=1»NYO) , (NYDN(I)»I=1»NYD)
T X = 1
GO TO 401

1002 KTN = 1
GO TO 1001

GPA 258
GPA258
GRA25Q

"GPA2X0
GRA261
GRA2fti
GPA2&1
GPARft"1
G P A 2 o V
G P A 2 A1 j
GOA2AT
GPA2A?
GPAPA"-
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1000 STOP
END GQA
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SUBROUTINE ESTIM (NX,NY,ND,MSTP,NOD*INTT,B0»B1»B2*BZ,FG0»FG1,EG2, FT MOO
lFG3»FGZ,FHO,FHl ,EH2,FHV»DIPS»S4S*LX,MX,plO•WT♦NXN»NYNtNR,NUl »NU2J ETMOO1

• 1 ~ nlMENSION RV ! 10) ,Bl (lvV'32 (10) ,RZ (10 j tFGO {IO')\FG1 (iO) ,FG2 (10) , ETM'T'Of
1FG3(10),FGZ(10),FH0(10,10J,FH1(10,10) ,FM2(10,10) ,FHV (10,10), ETMOO
2f) T RS (1 0) tS^S(lf)) »L X (1 0) »MX (1 0 ) »WT (14) » NXN(5) ,NYN(l0) _ __ ETMO 61

1 COMMON / AA1 / X (14,14,5) »Y (14* 10) »P (14,14) ,OX (1 A, 14) >00(14) ,00(14) , GRAoT
1RP(15),FHX(10,10)»Y0(14,10),V0(14,10)

-V COMMON /AA2/ AR(100>»5fR(4),NQX(14»14)♦NOD(\A) ,OXP(14* 14)» JjPAOlf
1M Q X P (14,14) ,NQOP(U) ,N0DP(l4> »N00(l4) ,N0XP"1 (14,14) ,BTl (10) »BT2<l0> GPAOl

1 COMMON /AA3/ RX(5) ,CY(10) ,XM(14,5) ,YM(14,10) ,XXM(14,5,5) ,XYM(14,5 GPAOl
1,10) ,YYM(14,10f 10) ,00P(H,14) ♦ DOR (14) ,OXM{14,14,5) »OYM (.14,14_,J 0 L» GPAOl
2nSX(14,5),DSY(14 »10)» NOW GPAOl

1 PRINT *9
4 10 FORMAT (»1»?4X,17HL0G OF ITERATIONS)
4 18 = 0
5 NQ=0 ETMftl

-ft M = 0 ETMOl
7 00 287 1=1,NX ETMQ1
4 N-N + l ETM01

-fi 287 R0(N)-BX (I) ETMOl
2 DO 208 1=1,NY ETM01
4 N=N + 1 ETMOl

288 BO(N)=CY(J) ETMfjl
2 INIT = 0 ETM02
3 501 NQ=0 ETMO?
4 no=nx>ny ETM02
5 N2=ND*ND ETMO?
7 • mg=i ETM02
0, MH = 1 ETMO?
1 N A P = 0
2 CALL GRVMOD (IN IT,NGtNH,NX»NY,ND,NR,B0,FLO,FGO»FHO»WTtNUl,NU2) ETMfi?
4- fsum=flo
6 TC = 0
7 DO 301 1=4,NR
4 DO 3d J = 1,NR

TC=IC+1
7 IF (IC.GT.ND) GO Tn 300

_2 301 X (J,I,5)=B0 <IC)
3

•"

300 S = O.G
c PUT NAP=1 HERE.

4 IF (NAP.NE.l) GO TO 201
6 DO 2Q2 1=1,ND
0 DO 202 J=1,ND
1 IF (I.NE.J) FHO(I,J)=6,0
6 IF (I.EQ.J) FHO(T,J)=1.0/FHO(I,J)
4 202 CONTINUE
1 GO TO 291
1 201 s=o.6
2 CALL MINV (FH0,ND,D,LX,MX,N2) ETMO?
7 IF (D-NE.O) GO TO 291 ETMO?
T PR TNT 8~" ' ' * —— • F T M 5 2
7* .

8 FORMAT (//4X,44HHESSIAM SINGULAR AT INITIAL PARAMETER VALUES) ETMO?
7 291 DO 4n1 J =1,Nn E T M 5 ?
A DO 401 1 = 1, ND • — ETMO?

40 ) FHV(I,J)=FH0(i»J) ETMO?
3 M 0 P = 1 EST 01
4 MO 0 = 2
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PUT *(M00 = 2<> HERE.
INIT = 1
IC 0 M V = 1

500

121

122

""4
1003

N Q = 0
JK = 0

.. ,

JS = 0

JT=n . . ■

GH = 6 . 3
_, _ : -

NU2=0
flmx=flo
ITR=ITR+1
"if CFLMX.EQ-FLO) GO TO 121
NU2 = 0
fi.mx=flc _

GO TO 122
NU2=NU2+1
IF (NU2.LE.3)_ GO T0122 _

PRINT 4♦ ITP
NOD =4
GO TO 407 :

S = 0»0
FORMAT (///4X,P1H5UMMARY OF ITERATIONS)
FORMAT (//4X,4X,2fiHC0NVERGENCE ACHIEVED AFTER»I5»l3H ITERATIONS.*

L5X,3QHR00T MEAN"5QnARE OF~GRADIENT =,FlS.7i
FORMAT (//8X,57HTERMTNATI0N DUE TO UNDERFLOW IN CALCULATION OF LIK

lELIHOOD)
FORMAT" (7/8X,~27HC0NVERGENCE NOT ACHIEVED" IN»l5,12~H ITERATION'S")
jk=o
mod=?
CALL NLMAXH (NO ♦I TP » ICONV »NJR»NX » NY » MSTP»INIT»NKVFI.0 »80 *01VB? » BZ i

EST"'
FSTP ;
E G r r '
ESTn^

_FStdjE
ESTO?
ESTO?
E.sjnz.

FSTn?

ESTO
EST':
"Est-
EST'-
EST r

EST o

EST"'
Est

30 5
304

FG0»EGl*FG2»FG3*FG7,FHl •>FH2 »FHV »D TPS ■> $4*: »LX , MX , JK » JS» JT »GM.NOD » WT »

NAP♦NU1? NU2)
IF (FLo.t-E.FSUM) GO JO 304 *
IC=0
00 305 I=4»NR
DO 305 J = 1»NR : "* r_7~" 7.—
IC = IC->1
IF (IC.GT.ND) GO TO 304
X (J4I »5 ) =BC TIC) " ~
S=9,0
IF (JS.FO.I) GO TO 610
IF (JK.EO.l) "GO TO 610 ~ " ~
IF (ITR.LE.19) GO TO 614 - ^

PUT -»IF <ITR.LE.»»> GO TO 614* HERE.

ETM<
FTm

EST

EST
"EST.-

614

61 0

611
6

NOR-4
GO TO 610
IF (JT.NE.l) GO TO 500
PRINT 1
IF (JS.EO.l) GO TO 611
IF (JK.EO.l) 60 TO 612
IF (NOD.EQVO GO~Tn 613
PRINT 2 » IT R » G M
GO TO 4O7
PRINT 6

FORMAT(//4X»43HTERMINATION
M S T P = 1
GO TO 407

DUE TO ABSENCE OF MAXIMUM POINT)

ESTft "*

ESTO"
ESTfi:-
E 5 T 0 "*
EST07
EST03
ESTtU
EST04
E S T 0 4.
FSTn A

EST 0 4
ESTO-■

"EST Ok
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fj 612 PRINT 51 ITR E5Ta<Vc
jl 5 FORMAT <//4X»68HTERMJNATI0N DUE TO SINGULARITY OF HESSIAN MATRIX A ESTfi^r

IT ITERATION NUMBER, _I5) TO ESXQ5J
il HSTP=I fetos;
16 GO TO 4(»7 ESTOS-
i6. 613 PRINT 4, I TR . . FSTQS<

4 407 RETURN ESTO51
'5 FNO EST05I
)

)
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SUBROUTINE GRVMOD (I MlT»NG,NH,NX,NY»ND»NR,A,SUM>FG»FH»WT»NU1»NU2)
DIMENSION A < 1 0) »EG (1 0) ,FH(l0» 10) »WTU 4)
COMMON / A A1 / X * 14 , 1 4 , 5 ) ■> Y {j 4 9 I 0) >P ! 3 4*34) »QX(14,14) » 00 (14) ,00(14) »

1RP(16),FHX<10,10),Y0(14,10).YD(14,10)
COMMON /AA3/ BX (5) ,CY <To> ,XM<14»5) ,YM(l*»10) » X XM(14 , 5 » 5).» XYM (\ 4 »5_..

1,10) iYYM(14,10,16) ,OOP(14,14) » OOP(14) ,DXM(l4,l4,5) »DYM(14,14,10) »

2D5X (14,5) ,DSY (14,16),NDW
IF (INIT.EO.0) GO TO 251
N=(j
DO 190 1=1,NX
N=N + 1

. .. __

190 BX(I)=A(N)
DO 191 1=1,NY
N = N + 1
CY(I)=A(N)191

251

203

204

202

201

1 oi

162

103

106

107
105

no 201 1=1,NR
no 2g2 J=1,NR
5 = 0.6
DO 203 K=1,NX
5=S+X(I,J,K)»8X<K)
T = 0 . 6
no 204 K=1,NY
T=T+Y(I»K)"CY(K)
p(r,J j =5+T
CONTINUE
CONTINUE

_ ___

PMAX=P (I ,11
PMIM=P(1,1)
no i6i t=!,nr
DO 101 J=1,NR
IF (P(I,J).LE.PMAX)
PMAX=P(I,J)
CONTINUE""
no 162 1=1,nr
no 102 J = 1,NR
IF (P(I,J).GEVPMIN)
PMIN=P(I,J)
CONTINUE
P!J=AB5 «PMAX1~
PL=A95(PMIN)
T=-PMIN
IF (PU.GE~.PD
DO 103 1=1,NR
DO 163 J=1,NR
S = P <T,J)+r
P <1,J)=EXP (S)
no 205 J = 1»NR
5 = 0 . 0
DO 206 1=1,NR
S = S+P (I, J)^
no 267 1=1,np
P(I,J)=P(I»J)/s
CONTINUE
no 26a K=l,NX
DO 2o9 J=1,NR
5=0.6
DO 210 L = 1,NR

GO TO 101

GC TO 102

T=-PMAX



210
209
20a

212
211

3 01

3 02"

303

S=S+P(L.J>OX(L,J,K)
XM(J»K)=5
CONTINUE „

DO 211 K=jrNV
no 211 J = 1,NR
3 = 0.6
DO 212 L=1,NR
S=S*P(L,J)*Y<L,K)
YM(J»K)=S
no 213 K=1,NX

L=1,NX
J=1»NR
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214
213

216
215

00 213
no 213
5 = 0.6
no 214 1=1,NR
S=S+P<I»J)*X(I,J,K)»X(I.J»L>
XXM (J,K»L)=S
DO 215 K = 1»NX
00 215 L=1»NY

_

DO 215 J=1,NR
S = 0.6
DO 216 1=1»NR
S=S*P(I»j)»X(i,J,K)»Y(I»L>
XYM(J,X,L5=S
no 217 K=1»MY

L = 1»NY "
J = 3. ,NR

21 B
217

219

221
220

1001

DO 217
no 217
5 = 0.6
DO 213 1=1,NR
5=5+P(I»J>#Y<I»K)*Y<I»L>
YYM<J»K,U=S
DO 219 1=1»NR
DO 219 J = 1»NR
DOP(I»J)=OX (T, j) /on< j)_-?(i, j)
no 226 i=i,nr
5 = 0.0
DO 221 J=1,NR
5=S*P(I*J)»GD(J) "
OOP(I)=QO(I)-3
GO TO (1001*1002*1603), Nui
5=0-6 '
00 301 1 = 1*NR
no 361 J = 1 *NR
T = 1OO.O/QX(I *J)

_ "
IF (QXd,J) .LE.IO.6) T = IOO.O
IF (NDW.FQ.O) T = 1® n

5=5 > (DQR-rr, J) ->>2) *1—
S>JM = -S
IF (NG.EO.ol c-o TO 245
DO 302 K=1 »NX —
DO 302 J = 1,NR
DO 302 1=1,NR
nXM (T» J,K) =x (r* J,K) -XM( J",K)
00 363 K=i»NY
no 3o3 1=1,NR
00 303 J =1,NR
OYM{I,J » K)=Y(I,K)-YM fJ,K)
no 304 K=1,NX
S=c.6

G
G
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DO 3r5 1=1»NR
DO 305 J = 1sMR
T=I66,O/DX(i»J)_
IF .LE.10.6) T=100.0
TF (NDW.EO.0) T=l.o

305 S=S+DQP<I»J)*P(I*J)»DXM(I,J,K)«T
304 FG(K)=2,0»s

DO 306 K=1,NY
5=fi.n

_ . _ _

DO 307 1 = 1 » NR
DO 307 J=1,NR
T=100,0/QX(I,J)
TF (OX (i.jy^.LE.lO.Oj -'Tal'0 0',0
TF <NDW.EO.°) T = 1.0

3 07 S = S*DOR( J , J > »P (11J)»DYM(I,J,K)«T
306 FG(NX*K)=2.0»s

IF (NH.EO.O) GO TO 245
DO 308 K=1,NX
DO 303 L = 1»NX 7 "" """:
51=0.0
52=0,6
DO 309 1=1 »NR
DO 309 J=1»NR
T=l66.0/OX(I»J)
IF (OX(I»J)»LE.16.6) T=100.0 ; ~
IF <NDW,EO.O) T=l.n
S1=S1*(P(I»J)**2)»nX*<T.J»K)»0XM(I,J,L)»T

309 S2=S2+DQP (I»J) »P (I , J) * (DXM (I »j VK) »OXM < It J »U ♦XM < J »K> »XM(J,0
1XXM(J,K,L))*T

368 FH(K,L)=-2.0MSl-5?)
DO 310 K = i ,r'X
DO 310 L=1»NY
51=0.0
52=0,0
DO 311 J=1,NR
DO 311 1=1,NR
r=i 56. 0/qx < i, j) ; — ~ —
IF (OX(I»J).LE.lO.O) T=100»0
TF (NDW.EO.0) T=1.0
51 =S i*< P < I, J ) #'*2) »nXM (f f JVK>»0YM<I,J,i.)«T

311 S2 = S2*D0P(I, J) »P(I, J)*(DXM(I» J,K)»DYMtItJ»t_> +XH(J»K)-t>YM(J,L)
!XYM(J»KtL))

31 0 FH(K»NX+C> =-2.0»(Sl-S2)"
DO 312 1=1,NX
DO 312 J=1,NY

312 FH (NX+J»T ) =FH ( r,NX + jr"""~
DO 313 X=1,NY
DO 313 L = 1»NY
51=6.6
52=6.0
DO 314 J=1,NR
DO 314 1=1 .NR * -""—™~ - " - "'
T=1OO.O/OX<I,J)
IF (QX(I,J).LE.16.6) T=IOO,O
TF (NDW.EQ.O) T=l»6
51=S1*(P(I,J)#»2> *DYM< T »J,K) *DYM (I, J»|_) *T

314 s2=S2*D0P(I,J)»P(I,J)#(DYM(I,J>K)oDYM(T,J,L)+YM(J,K)#YM(J,L)
1YYN(j,K,LJ}#r
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2 313 FH(NX+K,NX+U=-2,0»(Sl-S2) 061
b GO TO 245 062
7 1002 5=0.0 065
0 T = 0 -3 0 GMC070
1 DO 252 1=1»NH GMDOTO
2 S = 5> (OOP (I r»»2) *WT < I) __GM005_0
0 ' 00 252 J=1.NR " GM0061
1 252 T=T+DOP<I,J)»*2 GM003?
4,' SUM=-(T+S) _ <3MOa.J?3
b IF (NG.EO.O) GO TO 245 GMDftfH
7 00 222 K=1,NX GM0035
1 00 2?2 J = 1,NR GMDO£fi
2 00 222 1=1»NR GM00R7
3 222 OXM(I,J,K)=X(I , J,K)-XM<J,K) GMOOflfl
1 DO 223 K=1,NY GM005Q
2 DO 223 1=1,NR GMD090
3 00 223 J=1»NR GMD091
4 223 DYM(I»J*K)=Y(I,K)-YM(J,K)

_ GMDfiq?
0 DO 224 K = 1,NX " """ " " " " " GMO003
1 5=0.0 GMD094
2 DO 225 1 = 1, NR CMPQ9S
4 DO 225 J=1,NR GMD09*
5 225 S=S+DQP(I,J)»P(I,J)»DXM(I»J,K) GMDfl97
0 T=0.0 GM0093
1 DO 226 1=1 * MP "" GM0Q9Q
2 U=0• 0 •- GMplOO
3 00 227 J=1,Nr GmDIQ?
5 227 U=U>QD3j) ^-P <1, J) «0XM f I ,j,K) ~ " " GMDTO?
5 DSX(I»K)=U GM0103
1 226 T=T+WT(I)»DOP(I)»U

__ GMDl04
1- 224 FG (K) =2.0MS>T) ' "" 0*010^
7 DO 22S K=1,NY GM0106
0 5 = 0.0 2 _ _ . _G^Dl07
I' DO 229 1 = 1,NR ~ ~ ~ " " GMDIOO
3 DO 229 J=1,NR GMD10a
4 229 S=S*DGP(I,J)»PII»J)#DYM(I,J,K> GMQlln
7 T = 0.0 7 GMf)lTt
0 DO 230 1=1»NR GMDITF
1 U=0.6 GM0113
2 00 231 U=1»NR G^n114
4 231 U=U+GD(J)»P<I,J)*DYM(I,J,K) GMQl1=
4 DSY (I,K) =(j GM0U6
0 230 7=T+WT < r>-»DOP-< r> *U — — — — " — ~GMDI17
0 223 FG<NX+K)=?.0»<S+T) GWDll?
7 N4 = l GMOUc
0 IF <NH,ECrio)"GO~TO-2-45 GMDTtc.
1 DO 232 K=1,NX GM0121
2 DO 232 L=1»NX GMOl?-
3 Si =0,0 - " "
4 S2 = 0»0 GMfllP^
5 DO 233 1=1,NR GM012e
6 DO 233" J=1 »NR "" "GM'DT2>
7, Sl=Sl»(P(I,J)»»2>»DXM(T,J,K)»DXM(I,JfL) GMDIP"
5 233 S2 = S?+00P{I,J)«P(I,J)#{DXM(I,J,K)»DXM(T»J»L)+XM(J,K)»XM(J,L)- GMDT2f

1XXM(J,K,L)» " GM01?r
7- Si=2»(SI-S2) GwDl3f
1 • S3=0.0 GM013
2 S 4 = p,0 GM013;
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DO 234 1=1»NR
S3=S3+WT<I> »DSX <1,K> »OSX <I»L>

00 235 J=1.NR
235 55-55+00 < J/* < P < I ♦ J) *OXM (I ♦ J, K) *DXM < I ♦ J»l.) +P < I ♦ J> » (XM < J.K'*XM < J»U -

1XXM(J,K»I.) ) )
234 54=54+WT<I)»D0P<I)»S5
232 FH(K»L>=-31-2.0#(S3-S4)

no 236 K=l»NX
L=1.NY00 236

si=6.6
52=6.6
no 237
00 237

237

J=1»NR
1=1.MR

Sl=5l+ <P(1»J)»*2)»nXM(I.J»K)#DYM<I,J,L)
S2 = S2.DQP(I,J)#P<I,J)#(DXM(I»J»K)#DYM(I,J.L)+X.M(J,K)*YM{J.L)-

IXYMjJ2K,L))
$3 = 0,0

__ _

54 = 6.6 ' ~ " " ~ j
no 238 1=1.NR ••kjftf"
S3=S3+WT (I)»f)5XCIfKl»05Y(I»L) .

.

55=6.0
00 239 J=I,NR

239 55 = 55 + 00 (J) *P < I»Jl «• <DXM < I , J ,K ) #DYM (I. J »L ) +XM (J, K) #YM (J »L> -XYM<J,K,
"urn * ~~ '' ' " ? '

238 S4=34+WT(I)^DOP(I)#55 : , 7-

GHH ■

JG.MR
ru M ..

«.> ' u

Gmo

-GMOi
gmd_I
GM.ni

-GMOJL
gmhi
GMD?
GPfll
GMO '
GMO
Gmh
GMO
GMO
GMi'!

GMD
GMO
GMO
GMO
GMO
gmp

236

240

FH(K»NX+L) =-2.0#<5l-S2+53-S4>
DO 240 1 = 1,NX
DO 240 J=1,NY
FH(NX+J»I)=FH(I.NX+J)
00 241 K=1,MY

Gh;:
Gmo
GM-

00 241
si=6.6
52=6,6
DO 242
00 24?

L=1,NY

242

J=1»NR
1=1.NR

s 1 = S1 + < p (I'» J) »'»2> • DY M (T.J. K) *0 Y M (I» J. L)
52 = S2 + DQP(I» J) #P(I, J) +» (DYMU.J.K) #DYM(T,J.L> +YM f J *K) #YM (J»L>-YYM (J

1.K.L))
53 = 0,0 ^
S4=0,6
00 243 1=1,NR

GM
GM,
gm r

Gmo*
GMi-
GMT.
GMO
GM:
GM-

GUM
GMO
GMO

""

S3=S3 + WT'(T) »DSY (I."k)»0SY'<T7L) — " " — "
55=6.6 ' • -

00 244 J=1,NR
244 55 = 55+00 fj) *P ( TV J) # (nYM'MTJK ) »OYM {I"♦ J, L )" + YM (J,K) #YM < J , LY-YYMTJ.K.

1L) )
S4=S4+WT(l)»0CP(I)»55
FH (NX+K,NX + L) =-2.0# (51-52+53-S4) "

GO TO 245
5 = 0.0
RETURN •" •' * «■»
END

243
241

003
245

GMO
GMO
GMC
GMO
GMOi

GMO]
gmoT
GMO 1
GMD!
GMOI

6
0

GMOI
GMOi
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subroutine minv <ah»n,d,l»m,n2)
dimension ahlln»i0j »utj)? »m (i 0 v
common' /aa2/ a? 1001
k = 0
do 201 1=1»n
do 2ol j = 1»n
k = k+1

201 a<x>=ah(j,i>
0 = 1 .0
nk = -n
do 00 k = 1,n

_ ____

nk=nk*n
l(k)=k
m(k)= k
kk=nx +k
riga=a <kk)
do 20 j=k_,n
iz=n»(j-1)
do 20 i=k,n
ij=iz+i

_

s = a0s (a(ij))
t=abs(biga)

10 if <t-s) 15.20,20
15 riga =ai1j)

l(k)=1
m(k)=j

20 continue
j=l(k>
if (j-k) 35,35,25

25 ki=x-n
do 30 1=1,n
ki=ki+n
hold=-a(xi)
ji=ki-k+j
a(ki)=a(ji)

30 a(ji5=h0ld
35 i=m(k)

if <i-k) 45,45,33
38 jp=nmi-1)

do 40 j=1»n
jk=nk+j
ji=jp+j
holo=-a(jk)
a (jk1=a<ji)

40 a(ji)=hold
t = abs (3iga)

45 if ct-1.0e-20) 46,46,48
46 0=0.5

return
48 do 55 1=1,n

if <x~kr 50,55 ,5(t~
50 jk=nk+i

a(ik)=a(ik)/(-riga)
55 continue

do 65 1=] ,n
ik = nk +1
hold = a(ik)

tmvor
invoo
i *•« v 0 t\
invoo

. invon
imvoo
invofl

_ invqfl
invoo
invoo
imv01
inv01
inv01
invol
imvoi
inv01
invol
inv01
inv41
tnvrtf
invfll
invoi
inv02
imv02
inv02
inv 02

~

i no 02
inv02
invo?
imv02
inv02
inv02
inv03
imv03
inv03



I J = I~N
DC 65 J = 11N
IJ = IJ + N
IF «I-K > 60 * 65»SO

60 IF (J-K) 62,65,62
62 KJ=IJ-I+ K

A ( I J) =HOLD»A t K J) +A( I J)
65 CONTINUE

KJ=K-N
no 75 J = 1*N
KJ=KJ+N
IF (J-K) 70»75»70

70 A(KJ)=A <KJ)/0IGA
75 CONTINUE

D=D*8IGA
A (KK)=1.O/BIGA

80 CONTINUE
K = N

100 K=(K-l)
IF (K) 150,150*105

105 I = L(K)
IF (I —K) 120 *12-6 *108

108 JQ=N#(K-1)
JR = N# (I -1)
DO 110 J=1»N
JK=JQ + J
HOLO = A (JK)
J I = JR -*• J
A(JK)=-A(JI)

110 A(JI)=HOLD
120 J = M(K) - —

IF (J-K) 100,100,125
125 XI = K - N

DO 130 I=1»N
KI=KI>N
HOLD = A (KI)

-

J I=KI-K +J
A(KI)a-A(JI)

130 A (JI)=HOLD
GO TO 100

150 K = 0
DO 202 1=1,N
DO 2o2~J=l,N
K = K + 1

202 AH(J,I)=A(K)
**"-

return •
END



SUBROUTINE RESULT (MX,NY»NO,M5TP♦NOD,TMTT»N2,00»B1 *FGO»FGl»FHl»FH2 RLTOO'
l»FHV>LX»MX*SE»TV,FL0»KTN»WT,NXNtNYN,MR,MUl*NU2?IX) RLTQOI

I* DIMENSION BO (16>»Rl <10)»FGOt10) »FGl(10) »FHl<10»lO)»FH2 (lO.lO)» RLTOO"
1FHV (I 6 » 10) »LX C10 i »NX CI 0 i ♦ SE (10) ♦TV (10) ♦«T(14) ,NXN(5) ,NYNUO> RLTfjrji

16 ' COMMON XAA1/ X (14 » 1 4,5 ) ♦ Y ( U ♦ 1 0 > ♦ P (14 > 14) ♦ QX (14 ♦ 14) »QO (14) »00 (1 4> » GRAOJ (
IRR(lO)»FHX(10»10)♦Y0(14»10>»YD(14,1Q)

16 COMMON /AA?/ AR (1 Of)) , S1 R (4) ,NQX < 14 ,14) ,NOD (14) , QXP (14♦ 14) » 0PA01I
1NQXP<14,14) ♦MQ0P.O4) ,N0DP(1.4> ♦NOQtH.) ,MOXpl (14,14) »BTl (10) »B_T2(l0X GRAOj '

!6 ' COMMON /AA3/ BX(5) ,CY(10),XM(14,5) ,YM (14»10) ,xxm(14,5t5)»XYM(14,5 GRAOli
1,10) ,YYM<14,10,10) »OOP(14,14) »OOP(14) ,nXM<14.14,5) ,DYM(14,14,10) , GRA01C
2nSX (i4»5) ,DSY (14,10) ,NOW __ _ GRA_QJLi

16 IF (NX.EQ.O) GO TO 103
!7 N = 0

_ RLT01?
if) DO 606 1=1 ♦NX RLTol*
il N=N+1 RLTO?f
>3 606 BX (I) =80 CM) RI-T021
:0 103 IF (NY.EQ.Ol GO TO 104

_ "
!1 " DO 607 1=1,NY " RLT02?
:3 N=N*1 ' : RLT023
*5 607 CY (I) =00 (N)

_ ^ BtX02f
104 IF (NOD.EQ.3.OR.NOD.EG.4) Go TO 601 Ri foil

'1 PRINT 1 RLToil
'4 1 FORMAT (///4X,24HC0NVEPGENCE MOT ACHIEVED) RLToi"
'4 602 PRINT 2 ' " " "" RLTOl^
10 2 FORMAT <//4X»59HTHE FOLLOWING ARE THE ESTIMATES OBTAINED BEFORE TE RLyOl*

1RMINATI0N/4X) RLTOlfi
10 IF (NX.EO.Q) GO TO 6f)3 "" " """ ' " " " R( Tgl7
IS PRINT 4, ( (I,ex (I) ) ,1 = 1,NX) PI T022
'5 4 FORMAT (/RX.7 (5X,2HB(,12,2H)=,F&.3)Y/9X,7<5X,2H8(,12,2H>= »F6.3)/ RLT023

14X) " ' ~ RTT024
>5 603 IF (NY.EO.O) GO TO 604 RLTflpe
<2 " PRINT 5, ( (I,CY (I) ) ,i=Y,NY) R|jQ2S
3 • 5 FORMAT (/gX,7 (5X»2hCT, I2,2H) =,F6.3)//9X,7 (5X,2HC < , 12,2H) =,F6.3) / ~*"* T03D

!4X) RLTfj31
3 604 GO TO 1000 RLff)3?

17 601 NH = 1 ----- • ' ' ~ . Rt.T03"
10 NG = 1^ RLTf)3<5
11 0=1 .0 RLT 03*
:3 N2=ND*ND " """ ~ ----- R(. T03*
5 INIT = 1 RLTOl^

■6 IF (IX.EQ.l) GO TO 310 RLT03*
'1 DO 119 1=1,ND ; - - ' -• - " RLT03i
'2 IF (KTN.EQ.O) GO To 120 RLT03*
'3 BT2 (I) =B0 (I) RLf03*
'6 " — " GO TO 119— — RtfoTi
6 120 BT1(I)=BQ(I) RLT03*
1 119 CONTINUE RLT034
4 316 IF (IX.NE-.D GO" TO" 121 ~~ — Rl.Tfh*
7 DO 122 1=1, ND pifngi
0 IF (KTN.EQ.O) GO To 123 PLT03*
1 - Bom=BTr<r>— — rltot;
h, GO TO 122 RI.T03-!
5 • 123 B0(I)=BT1(I) RLT03*
] 122 CONTINUE RLT03/
4. 121 S-0.0 RLT03;
5 • IF (IX.EQ.l) I MIT~2
1 CALL GRVMOD (INIT»MG,NH, NX,NY,ND♦NR,P0,F|_0,FGO»FH2♦WT,NU1,NU2) RLT03<
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00 5n7 1=1»ND
DO 507 J=1»ND

507 FHV(I*J)=~FH2(I»J)
CALL MINV <FHy%MD?n?LX9MX9N2)
MH=g
K0 = 0

. ^

IF (D.Nr.0,0) GO TO 600
PRINT 6

6 FORMAT (8X»77HHESSIAN_ SINGULAR' AT CONVERGENCE,
1 CONSTRAINTS ARE JUST MET)

IF (D.EQ.O.O) MM=1
IF (MM.EO.l) GO TO 60q
00 TO 60? "

66B NI=6
51=0.0
T = f) ,6
v=o»6
DO 609 I =1 »NR

RLTn:
rlt6-

_PLT_6;
R?

INOICATING THAT

JR.Cm
RLfrti,
Ri TOL

THE _RJLXOj

N=0
DO 610 J=1»NR
MQX(J»I)=0X(JtI)*<l,_5 _

610 N=N+NQX(J,I)
NOO(I)=N
DO 611 J=1tNR
SI=S1 * <P < J »I> #NQD m -OXTJ » I) )
V=V+(QX (J , I) **P (J » I) *N0n (I) )»#2

611 T = T + (QX (J, I) -P (J*I_)»NGrm) l**2' <PJ J,I)*NCD<_I) )
fjl =f«jl +NOD (I)

609 CONTINUE
N=N-2»NR
ni=6
S=O.6
DO 612 1=1»NR

-

N1=N1+NGD(I) "" "
DO 618 J=1»NR
M2=P <J»I)«NQD<I)+0.5
T1=NQX(J»I) -N2 X'
IF (Tl.LT.O.O) GO TO 618
5=5+TI

618 CONTINUE
612 CONTINUE

IF (K0.E0.1) GO TO 621
pcp=s/ni»ioo.o : : :
FRM=Sl/CNR*NR)
RM2R=V/(NR»NR)

-

RM2R = SQRT(RM2R)" —f-» —
5 R X 2 = T
U=(NR-1)»(NR-1)
OF = U-ND -- - -tt—^ -
CF=U/DF
SR2 = V
DO 701 J = 1 VNR
00 701 1=19NR
0 X P (I , J) =p ( I , J) ^NQD (J)

701 MQXP ' I >J) =QXP (I 9J) -s-0.5
DO 702 1 = 1 »NR
N1 = 6
N 2 = 0
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Vh M3 = 0 BLT07-
&7 DO 7 03 J = 1»NR RLT07^
kp Nl =Nl + NQXP (I » J)

_ _ R|'T07i
U M2sN2*NQXP<J»I3 RLTO?
50

. 703 N3 = N3*NQXjtI»J> RLT07:
56," MOOP(I)=NI RLI0 7i
5 0* NQ0P(I)=N2 RLT05»<
52 . 702 MOO (I) =N3 Rtl TOR'
55, Sl=0,6

_ _ _ . RF330'
56 S 2 = Q • 0 RFS30>
bl S3=0.0 RFS3ft'
70 00 201 J = 1 ,NR

_ _ _ RF530I
71 T=MQD(J)-MOXlj.J) RF53T
76 DO 202 1=1,NR RFS3l|
77 IF (I.EG,J) GO TO 202 RFS30<
01 Sl=Sl*(NQXP(r»J)-N0X(I,jl) RF531i
10- S2 = S2*<NQXP<I,J>-Nr!X<I,j) )**2 RF531"
16 S3=S3*<T/(NR-1)-NQX(I,J))

_ RFS3I;
?7 252 CONTINUE ,-jv. "" _ : . .. - R?.«;3i:
?2 ?6l CONTINUE RFS31'
*4 TRM = S1/ <NR»NR-NR_) _ __ _ „ _ RE53J!
kO S = S2/<NR*NR-NR)" ----- - - RF53T<<
k5 TRM2=SQRT(S) RF53I1
k7 S=S3/<NR»NR-NR1 RFS3l'<
54 TRM20=SORT(S) ' "" ' ' ' ' " RFS3l<
56 TR2=1»0-S2/S3 PF53?f
M 60 TO 622

_____ RLTOa;
55 '**621 SRX20 = ~ " " " " " ™ RLTOR"
57 FPMOrSl/(NR*NR) RLTQR"
73 ' RM2R0=V/<NR*NR) R1_T0P:
77' RM2RO = SORT(RM2R6) ™ — — Rrto.R-
S? 5P29=V RLTOR^
53. IF (KTN.FQ.O) SP21=V RL'TOR"
11 PCPO=S/MI»ico;"O "" ~ ~ RLTOB^
14 622 IF (KO.EO.l) GO TO 623 RLT0R7
L6 IF (MMoEO.l) GO TO 301
?0 " ' GO TO 624 ' * " ~ — PLTftoi
70 623 IF (MM.FO.D GO TO 626 RLTORi
?2 00 625 IeI'ND RLT09-
?4 Rl (I) =0,0 ~~ " "" ' rj 709-
?6 DO 625 J=1»ND RUT09!
30 625 Bl (I)=B1 <I) ♦ FHl (I»J)»FGKJ) RLT0r<
^7 GO TO 626 " " """" RLTlOi
->7 624 DO 619 1=1,NO RI Tlo"
•1 S = FHV(I»I)»CF RLT16:
:6 IF (S.lT.O.O) S=-S " " " r™
•-0 SE<I)=SQRT<S> rlt? n-
-5 619 TV(T)=Bn(I)/SE(I) RLTlo.
T7 301 5 = 0 „6_ _ _fc_ - _ a
>0 00 620 1=1»NO RLTTO1
'c 620 R 1 (I) = 0.0 R|_7l0i
'6 M H = I ™ ~~~ " RLTTO
'7- NG = I RLT10
0 CALL GRVMOD (INIT»NG,NH»NX,NY,ND,NR,R1,FL1,FG1»FHJ»WT»NU1,NU2) RLTlO

U CALL MINV (FHl,MD,n,LX,MX,N2) RLT11
2\ Ko = 1 RUTH

■ 3 60 TO 6ng
7 626 PRINT 7 ri TTI



303

362
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7 FORMAT (»l»*3X»18HFSTlMATInN RE5ULTS//4*,19HPARAMEPER ESTIMATES//
111X»8HVAPIA8LE*7X»8HVARlA3LE»l°^»5HL0fiTT,7X»aHSTANDA»0»I3X»2HT-/
21 3X,6HNUMRER» Ux ,4HNAME,6X.»9H£STI.MA70R,1 OX »5HERR0R*&X ♦9HSTAI.ISTI.CZ.
34X )

N= 0

IF (NX.EQ.Q) GO TO &?7 _ .I1Ttr

IF (MM.NE.l) GO TO 302
DO 303 1=1,NX
N = M + t ; _r.

PRINT 8 » I,NXN(I> ,80 (N)
GO TO 306
s=0"5 . „

DO 628 1=1,NX
M = N + 1

RLT
RUT
.rlt
RLT ?

Pi_T
rlt

1*

628
8

306

9
627

305

304

630
10

629

25

11

12

13

14

15

PRINT 8,1,NXN(I) ,Bn<N)',SE(N) »TV(N)
FORMAT (14X»2H8(»I2»1H),5X,A*0»^15.5)
s=o.6
PRINT 9
FORMAT <» •») : " " ' "■ " " 77 ■ 77 ..."
IF (NY.EO.O) GO TO 629
IF (MM.NE.l) GO TO 304
DO 305 1=1,NY
n=n + i
PRINT 10, I,NYN(1)',B6(N)
GO TO 62g . "V ,

s=o»6_ ■ -7 ^ '
DO 630 1 = 1,NY . -

""N=N + 1
PRINT 10* I»NYN(I),BO(N),SE(N),JV(N)
FORMAT (11X*3X,2HC(,I2,1H), 5X , A1 0 » 4F15 . K)
pcp=i6o»6-PCP" 7 ;;:r: 777" 77.7.7-
pcpo=ioo.o-pcpo
PRINT 2.5
FORMAT (/ /4X »20HA I) XILIARY STATISTIC5/36V,14HAT CONVER GENCE»13XV

17HAT ZER0/4X)
PRINT 11»FL0 »FLl
FORMAT <9X »19HVALUE OF L FUNCTION» 7X » F15.5,5X,Fl5»5/4X1 3"
PRINT 12,SRX2,SRX20
FORMAT (9X,l9HSESlDUAL CHI-SQUARE,?X,F15.5,5* , F15.5/4X)
PRINT 13, SR2, SR20 "" - - .
FORMAT (9X,24HSUM OF SQUARED RESIDUALS,?X,Fl5.5,5X,F15.5/4X)
PRINT 14, DF,DF
FORMAT" (9X»1BHDEGREES~0F~FREEDOM,8X,Fl5.5. 5X,F157574X> ~
PRINT 15,PCP,PCP0
FORMAT <9X,27HPERCENT CORRECTLY PREDICTED»4X,F16.5,1 OX,F10.5/4X)
IF ( SR2o *EO » 0,o) GO"TO
R2=l.0-SR2/SP20
PRINT 19,R2

"101

19

53

RLT
PLr
Ri.T
RLT

rl't
RLT J
RLT I

_RLI!
RLT l
RLT,'
R i 71
RLTI
RLT I
PI 7 T

RLTlSi
P!,T13
RLT)
RLT 13
RLTl "
RLT 12

FORMAT"<9X,28HC0EFEICIENT' OF DETERMlNATI0N,23X,FlS7574X)———
PRINT 53, FRm,FRMo
FORMAT </9X,?2HMEAN FORECASTING ERROR,4X,F15.5,5X,Fl5.5)
PRINT 54, RM2R,RM2P0 " ' —
FORMAT (/9X,34HROO? MEAN SOUARE ERROR OF FORECAST,F15 .5»5X,Fl5 ,5)
PRINT 55, TRM,TRM2, TR2
FORMAT (//9X,3CHF0P OFF-DIAGONAL ELEMENTS 0NLY//12X.22HMEAN FORECA

1 STING ERROR,12X,P15.5//12X,34HP00T MEAN 5QUARE ERROR OF FORECAST,
2pl 5.5//12x.'^8HC0EFFICIFNT OF DETERMINATION »6X ,Fl 5 .5)

101 PRINT 20, (1,1 = 1,Nn)

rltia
rltia

RLJ1A.
RIJ14
RLT14
RLT 14
RLT 14
RLT14
RLT 14
RLTl 4
RLf 14
RLT 14

55

RLT14
Rl.Tl 4
RFS3?
RES32
RFS3?']

f

RES32,
RLTl 4'/
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20 FORMAT (»1»»3X»13HM0MENT MATRIX//9X,7(11X »1H(»12»lH))/9X,7(11X »

1lH(»l2»lH)))
no 631 1 = 1,NO

_

no 632 J"ItMD
632 FHl(I,J)=-FH2(I,J)
631 PRINT 45, I. (FHl (T9J),J = 1,N0)

45 FORMAT </4X»lH<,12,1H),7£15 .6/8X,7Fl5 „6)
21 FORMAT (/4X,lH(,I2,1h),8115)

IF (MM.EQ.l) GO JO 308 _ __

PRINT 22, (I,1=1,NO)
22 FORMAT (///4X,17HCOVARTANCE MATRIX//9X,7(l1X,1H(,12,1H))/9X,7(l1X,

11 H (, 12 »1 H) ) )
_

DO 633 1=1,ND
DO 634 J=1»ND

634 FHV<I,J>=CF*FHV(I»J>
633 PRINT 45, I» (FHV{I,J)»J=1,ND)
308 5=0.0

IF (NR.GT.7) GO TO 131
PRINT" 31," (1,1 = 1,NR) " "

31 FORMAT (»1»/4X,15HPRE0ICTI0N TEST//9X,19HINTER-REGI0NAL FL0W//9X,
la (Hx,l2,lH> ) )
IF (KTN.EQ.O)" 60 Tofil """"
DO 7)2 1=1,nR
PRINT 21, I,<NQXP(J,I),J=l,NR)»NODP(I)

712 PRINT 32," <NQX (J, I) ,J = ) ,NR) ,NOD (f) : ~~
PRINT 33, (NQCP(J),J=1»NS)
PRINT 34, (NQO(J),J=1,NR)
GO TO 801 """ " " " "" " "" ™

711 DO 707 1=1,NR
PPINT 21, I,CN0XP(I,J),J=1,NR),NQ0PCI)

767 PRINT 32, (NOX(I,J)» J =)>NR),NQO(I)
32 FORMAT (8X,8H5)

PRINT 33, (NQDP(J),J=1,NR)
PRINT 34," (NQD (J),j=T,NR) ^

33 FORMAT (/4X,4H$UMP,8I)5)
34 FORMAT (4X,4HSUMT,8115)

801 GO TO 132 - ~ : —
131 PRINT 31, (1,1=1,3)

IF (KTN.EO.O> GO To 133
DO 134 1=1,NR
PRINT 21, I,(NQXP(J,I),J=1,8)

134 PRINT 32, (NOX (J,I) ,J=1,3)
PRINT (Noop(a)u=i78) ™~
PRINT 34, <NQO(J)»J = 1,8)
PRINT 31, (I,I=9,NP)

"

DO 135 T = 1,NR
PRINT 21, I,(NQXP(J,I),J=9,NR),NODP(I)

135 PRINT 32, (NOX(J,I),J = 9,NR),NQD (I)
PRINT 33V (NOOP( J) VJ=9,NR)
PRINT 34, (NOG (J) ,J=9,NP)
GO TO 132

133 00 136 I = T,NR
PRINT 21, I,(NQXP(T »J),J=1,8)

136 PRINT 32, (NOX (I,J) ,J = 1 ,8)
PRINT 33, (NQDP(J),J=l,3)
PPINT 34, <NOD (J) , ,ri ,8)
PRINT 3], (I,1=9,NP)
00 137 T=1»NR

RLTl5f
RLTl5)
R| T1 52

RLTl5«
R L T1 5'

_RiJl5t
RLTL5*
RlTI5(

RI.T15"
RLTJ5'

.PLT-l5f
RLTl69
RLT16;
PLT1.63
RLT16"

RLt161
RLT16^
RLTI6)
RLTl
RIJ16"
Rt T16«
RL T16C
RLT17j
RLTT7'
RLTl 7-
Rl.Tl 7'
RLT17

JLT1 7.
RLTl 7
RLTl 7,
RLf 17
RL Tl 7
RLT17
RLTl 8

RLTl 8
RLT65
RL T65
RLT65
RLT66
RLT66
RL.T6S
RLT66
RLT66
RL T6r
RLT66
PLT66
RLT66
RLT6?
RLf 6"?

"RLT67
RLT67
R L T 61
RL T6~

Ri_ T 6"
RLT6 •

PLT6-
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_

PRINT 21 , It (NOXp(T.J) ,J=9,NR) »NQOP(I) Pi.T
137 PRINT 32t (NQX(I,J) ,J = otNR)tNOD(I) RL '

PR TNT 33. (NQOP (J) J=9_»NR). 1 RLT
PRINT 34, <N(id<J> »J-9 »NR) RJ T

132 S=0.6 RLy
DO 708 1 = 1 ,NR

_ . .. RL -,
DO 708 J=1 tNR RLT.
T=(N0XP(I»J)-NQX(r,J>)*»2

_ RLTi
IF (NQX (I , J)..LE.5J ._GQ_tP...T09 _Bkti

708 S=S+T/QX<1tJl
X2P=S
DFX2P= (NR-1)*(NR-1)

. _

PRINT 35, X2P,0FX2P
35 FOPMAT (///AX,26HCHl-SOUARP FOR PRED TCTIGN=»Fl5.5/4X,19HDEGREES OF

1 FREED0M=,pi5.5)
GO TO 710

709 PRINT 36
36 FORMAT <///4X,91HCHl-S0UARE VALUE WAS

1 CELL FRE0UENCIE5 WAS FOUND TO BE 5 OR
710 PRINT 37

37 FOPMAT <//4X»89HP0W NUMBERS INDICATE THE REGIONS OF ORIGIN, AND CO
1LUMN NUMBERS THE REGIONS OE DESTlNATI0N//4X,96HF0R EACH ENTRY THE
21JPPER FIGURE DENOTES THE PREDICTED VALUE, AND THE LOWER FIGURE THE
3 TRUE VALUE/MX,52HLAST ROW AND COLUMN FIEMENTS ARE THE RESPECTIVE
4 SUMS)

IF (KTN.NE.O) GO TO 353
00 112 1-3 »NR

_ _ ___

-DO 112 j=l»NR
1.12 NQXPl (J, I) =NQXP (I»J)

GO TO 1900
150 IC = 6 " " ***" " ^-r-T-T—

ic=o
IC = 1
1 C~2
PUT itic=l*> FOR HIGA METHOD OR »IC=2» FOP FURNESS METHOD
N10 = 6
NID=29 : " T —•
PUT ^iNlD=XX'> HERE FOP THE NUMBER OF ITERATIONS.
DO 113 1=1,NR
DO 113 J=1 »NR ~ '

113 OXP(I,J)=(N0XP(I,J)♦NOXPl(I,J)1/2.0
IF (IC.EO.l) GO TO 151
10 = 6 - " . • :

158 DO 152 J=1,NR
5 = 0.0
DO 153

RLT t
RLTI
FL-Ii
Rj 71
RLT'
RLT
RLT T
RLT
R_Lj

RLT
R.L""
RLT
RLT

RL v

RLT
RL
RLT

RLT
pi.
RLT"

RL."

153

154
152

156

157
1 55

I~1,NR
S=S+QXP(I,J)
DO 154 1=1,NR
OXP (I , J) =OXP (I , J)^NQD tjr/S
CONTINUE
no 155 1=1,MR
5 = 0.6
DO 155 J=1,NR
S=S-QXP(J,J)
DO 157 J = 1 , NR
OXP (I, J) =QXP (I, J) «mOD ( T ) /s
CONTINUE
TD=ID >1

RLT
RLT
RLT-
R1 T - :

RLT"
Rl.T :

RLT6 ■

RLT6 -

RLT* :
RLT6
RLT.-- ■

RLT5 -

Rl.T 6

P(J6'
RLT6-
PLT6'

T
RLT
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U IF (ID.LE.MID) GO TO 158 R|_T f,<

151 IF (IC.E0.2) GO TO 171 Pj.Tftpc
0 ID = 0

__ _ __ _ . _ RLTZOf
1 175 DO 160 J = 1»NR PL7751
3 IE=C RLT70;
4 • 164 51=0.0 ... . FU.T701
5" S2=0 » 0 RLT704
6 DO 161 1=1»NR RLT70'
7 ' IF (OXP(I»J) .LE.O.O) OXP(I ,J) =0.0 _ PLI7fV
6" IF (QXP(I,J).EC).0.6) GO TO 161 PLT701
1 SlsSl*QXP<I»J) Pi.T70f
5 S?=52+MQ0(I) Rl T70<
7 16l CONTINUE R|_T7lf"
2 53=NQD(J)-SI

_ RLT711
5 IF iS3.LE.O.0) GO TO 110 RLT71;
6 52 = 0.6 R L T 71"
7 DO 111 I=1»NR RIT7I4
1 111 52=52+NQO (I) PijLtl_e
'6 110 IF (53»1-T.0.5»AND.S3.GT.-0.5) GO TO 162 ' RET7T6<
17 DO 163 1 = 1 »NR PLT7Ti
0 IF (S3 »GT.c »0) GO TO 165 RLT7T*
2 IF (Q X P ( T 1J) .EQ • 0• 0) GO TO 163 " " ----- RLT7U
5 165 OXP (I, J) =QXP < I, J) ■S-53>N00(I)/S2 RLT72(

15 163 CONTINUE
_ _ RLT721

•« TE = IE + 1 " " ' " * ~ ---- -- RLT7P?
1 IF (IE.LE.NID) GO TO 164 ~ RLT 7"
3 160 CONTINUE RLT724
5 16? DO 166 1 = 1. »MR "" " " """" ' " ' RLT7? =
7 TE = 0 R L T 7 2 ^
0 ' 174 SI=6.0 RLT7?i
1 • 52 = 0 o 0 ------- 'RLT7?«
2 DO 167 J = 19 NR RLT7?C
3 ' IF <OXP<I,J).LE.O.6) QXP(I, J)=0»0 RLT73f
2' IE (GXP (I .J) .EG.0.0) GO TO 167 """ " "RLT731
5 51=Sl+QXP(I»J) RLT73?
1 S2=S?*MGD(J) RLT73-
3 167 CONTINUE""-- -- - - --- " •" T"~ " " RLT73«
6 S3=NOO(I)-Sl RLT73'
1 IF JS3.LE.O.O) GO TO 169 RLT77*
2 " S2 = 0.0 " " " " ~~ RIT737
3 DO 170 J = 1»NR RLT73?
5 170 S2=S2+NG0(J) RLT73c
2 169 IF (S3.UT.0.5.AND.53.GT.-0.5) GO TO "171 ~ ~"RLT74f
3 DO 172 J=1»NR RLT741
4 IF (53*GT»O»0) GO TO 173 R| T74;
6 IF (GXP (T.J) • EQ .O.fl) GO TO 172 R'-T 74^
1 173 OXP(I,J)=OXP<I,J)*S3»NOD<J)/52 RLT744
I 172 CONTINUE Ri_T74=
4 IE=IE* 1 - " "" ~ Rtlf74ft
5 IF <IE.LE.5) GO TC 174 RLT7Ai
7 166 CONTINUE RLT74:
1 in=j 0 + 1 rCt 74c
?. IF (ID.LE.3) GO TO 175 RLT75r
4 • 171 DO 176 1=1»NR RLT751
ft DO 176 J=1»NP p|775;
7. 176 NOXP(I,J)=OXP(I,J)+0,5 pf775-
5 ' nO 177 1=1,NR RLT75*
6 51-6.C - p j_ 7 7 c; c
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32
?4
36
37
40

41
46
= 3
"
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_ ___ ___ _ ..... s s

52=6.0 R!~.T/
no 178 J = 1 »NR PLf"^
3l=sl. +OXP (1, J)

__ . ______ _ — - t?LJ '•"
178 S2s52*OXP<J«I) RLJ7

MQOP(I)"SI*0,5 RiTT
177 MfcDPj I) =52 + 0.5 __ ... PLt7

5 — 0 o 0 RLT*6
DO 118 I=J.MR RLT6

11 R 5 = 5 +-MODP (I) Rl T6
MOTP=S RLT6
Sl=0.6 R i. T 6
52=6.0

_ _ ... Rl Tft
53=0.0 RLT6
T=0.0 RL,T-
DO 116 1 = 1. NR Pt.Tr
DO It 6 J = 1.NR RLTf
T=T+NQX(I,J) RLJA
S=NQXP<I,j'-NQX <I»J>

_ _ REST
53=S3 + 5 ' * " " 7 Rt 7 '
S1=S1+S*»? PLTr
IF (S.LT.O.O) GO TO U6 PL.fi*1
52 = S2 +S ~ " ~ * RLTf'-

116 OONTINUF Rl T?
PCP=l()0.0-S2^1o6.07T Ri'y

'

R2 = l »0-5l/ ( (5R21+SR20) 72,0) ' ~~rT
FPM = S3/(MR-oNR) pjj f
RM?R=S1/(NR»NR) R|
RIM2R = S0RT (RM2R) ' - • pj
MQTT = T Ri' -
51=0.6 RF:
52 = 6.6 " ' " I - ~ - RF" •
53 = 6.>6 PF-~
DO 203 J = 1.NR RF'"
T = NQD (J) -MUX (J, J) """"" ~~ "* * " RF5
no 204 1=1 .NR Rjrsi
IF (I.EO.J) GO TO 204 RF5
51 = S1 + (NOXP < T « J) -NOX < I? J) ) - _ ______
S? = S2*(N0XP<I»J)-N0X(I,J) RR?
53=S3+(T/(NR-i)-NQX(ItJ))»»? RES"

204 CONTINUE " " " -- - -- - - - RFS;-
203 CONTINUE RF53

TRM=S1/<NR»NR-NR) RRF'^
5 = 52/ (NR*NR-NR > ' *'*" " "" — pjrc-
TPM2=SQRT(S) ' Rpc
5 = 53/ (NR»NR-NR) Rfr^
TP.M23=5QRT(5) — - - -
TR2 = 1 . 0-52/S3 Rfrr
IF (NP.GT.7) GO TO 138 RLT6'
PRINT 51. (I » 1 = 1 »NR) — —" —-----— - R|-7 .

51 FOPMAT <*1»,69HPREDICTT0N WITH TWO METHODS COMBINED, AND DOUBLE CO PLT6
lNSTRAI NTS IMPOSED.//9X.8(llX»1H(»I2,1HM)

no 117 1=3,NR
PLT6
P I T 6

PRINT 21. I, <NQXP(j,i) ,J=1.NR) .NQDP(I) pLT^,
117 PRINT 32. ( NOX < J , I ) , J= 1 , NR) . NQO ' I) pi'Yft.

PRINT 33, (NOOP (J) , J=1 ,NR) .MOTP ~r~ ** RT'T6<
PRINT 34, (NQO (J) ? J = 1 » MR) . NOTT oft*,,
no to 139 £k?;

138 PRINT 51, (1,1 = 1,8) —
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? HO 140 1=1,NR R L T 6 R '|
7 PRINT 21, I, (NQXP(J,I) »J=l »g> RETftR/j
4

_ 140 PRINT 32, (NQX (J » I) ♦ J = f »8) _ __ ; „ RLl6^
7 PRINT 33, <NQOP<J>>J=!*8' rLT63?,
0 PRINT 34* (NQO(J) »J = 1,8) 8 L T 6 9f
? ' PRINT 51, (1*1 =9»NR)

_ R^T£Q<
3' HO 141 1=1,NR PLT6R:
? PRINT 21, I,<N0XP(J,I),J=P,NR),NQDP<I) RLT69;
3/ 141 PRINT 32,_ (NQX (J,I) , J = o,NR) ,NQD(I) R1X6R"
2 PRINT 33, (NOOP(j),J=9»NR>,NQTP " ~ ' RLTftpi
6 PRINT 34, (NQO(J),J=9,NR),NOTT RLTftQ1
3 13Q PRINT 37

_ RLIA9T
7 PRINT 5? RITA'S'.
3 52 FORMAT (///) RLT63;
3 PRINT 15, PCP PLT655
1 PRINT 19» R2 Rj_T65#
7 PRINT 53, FRM RLT201
5 PRINT 54l RM2R _ RlTPoj
3 PRINT 55, TRM,TRM2, TP?
5 lOOO RETURN * P.LJ?f)~
6 END

___ ___ _ _ : RLT?0'
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SUBROUTINE NLMAXH(NO »IT»ICONV »NR »NX »NY »MSTP »INIT»NH»FLO♦BO»B1»B2»
1RZ,FGO»FGJ,FG2» FG3,FGZ,FH1,FH2fFHV,DIP» 54,LX,MX ,JK,JS» J_T»GMf NOD,
?WTsMAP*NUl t NU'2 5

DIMENSION bo do) »8l <16) »B2 (10) »BZ (16) *FOO (16) tFG'MlO) »FG2 (lo) »

lFG3(l(i) •FGZdO) »FHi" (lo»IO) »FH2(l0,10) »FHV(lO»lO) »D I.RCl 0 )_* S* <10L>_s_
n viiSi .urli/,12LX f 10 > »MX(io) .VKU)

COMMON /AA1/ X <14»l4»5)»Y(14»10) *P <14»14)»QX(14,14)»QD <14),00 <14)»
,PHi<ilO.IOi.vn/li.lOt .Yn <i4.10,

C U " i - v. « 1' »' U4»iUI

IrR (10) »FHX (10,10) ,Y0 (14,10) ,YD <*4, 10)
COMMON /AA2/ AR UOO) »slR (4)/ A A ^- / AH U vuj »SIR i^)

COMMON /AA3/ BX (5) »CY("l O) »XM<14»5) *YM(1A,10) »XXM(14,5»5) »XYM<l4»5
1,10) » YYM <14,10 »16) »DQP ( 14,14) , OOPJ 14)., DX M < 14 , 14 , 5) » 0 Y_M (14,14,10) ,

1 .nSY(u.ift) .xinu

501

503
50?

201

317

202

101

204

312

311
313

102

2D5X <14» 5)»DSY<14,10),NDW
I A = 1
JV = 5
DO 501 1=1»ND
FGZ(I)=FGOd)
RZ ( I > =Bf> (I)
FLZ=FLO ' ----- ------ ______ -
DO 5o2 1=1,ND
5 = 0,0
DO 503 J=T»ND
5=S+FHV(I,J)*FG0<J)
DIR(I)=S
NH=O ~
DO 201 1=1,ND
FG1 (I)=B0(I)
51 R (1) = F L. 0
JJ = )
S T1 = 1 « 0
ST?=5T)+5TJ
DO 202 1=1,ND
FG2(I)=FG1(I)+ST1*DIR(I)
NG = 0
CALL GRVMOD (INIT,NG,NH,NX,NY,ND,NR,FG?,FL1,54»FH1,WT»NU1»NU2>
SlR(2)=FL1
IF (FLl-FLo) 101,102,103 " " *
ST1=-5T1
DO 204 1=1»ND
FG3 ( T ) =FG1 < I) +5T14>DIP ( T ) ~~ ~
CALL GRVMOD(IMIT,NG,NH,NX,NY,ND,NR,FG3,FL2,S4,FH1,WT,NU1,NU2)
IF (FL2.GT,FLO) GO TO 311
ST3=ST1
ST2=ST1+ST1
DO 312 1=1,ND
RO (I) =FG2"(I)
R1 (I)=FG1(I!
B2 <D=FG3(I)
FL3=FL2
FL2=FL0
GO TO 120
DO 313 1 = 1»ND
FG2(I)=FG3 ( I)
FL1=FL2

ST2=ST1+ST1
GO to 1C3
5T3=ST1/?.O
ST2=5Tl

MAXO
MAX:"
MAX <■

MA X C
MAxn;
MAX f. ■

MAXO '

MAXo
MAX h ■

MAX o
maxo
MAX 6
MAX 0
MAX 0
MAX.:?
MAX 6
MAXfi
MAXO
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> DO 216 1=1»ND MAXr}4?
} 216 FGO <I> =FGl (I) ♦ ST3»ntBd> MAXO43
► CALL GRVMOD dNlT»NG,NM,NX,NY,ND,NR»FGf>,FL2»S4,FBl »WT»NU1»NU2)_ MaXQaa
j " IF (FL2VGEsFLO) "60 TO ?1? MAXO-4*
j PRINT 10, IT, (room ,1 = 1,ND)
j 10 FORMAT <//4X,47HTHF FUNCTION IS MOT CONCAVE AT ITERATION NUMBER, MAX04B

1 T5»3HAND//4X.2H9=»iOFlp.5) MAXOAO
i DO 218 1=1,ND MAX050
1 218 R9d)=FG2 (I) _MA.XO_5lT
t GO TO 1002 MAXoSP
I 217 DO 219 1=1,ND MAX053
1

_ Rp CI) =FGl (I ) _ J4AM5A
T Rld)=FGOd) HAX098
? 219 B2 d)=FG2(I) MAX056
I FLi-SlR(l) MAX057
I FL3 = S1R(2) MAX 058
J GO TO 120 MAX0S9
J 1Q3 DO 2fl5 1=1,ND MAXo*o
5 205 FG3(I)=FG?(I)+ST2*nlR<T) -- - -- - MAXOftl
b CALL GRVMOD (INIT»NG,NM,NX,NY,ND,NR,FG3»FL2»S4,FH1»WT»NUl»NU2> MAX062
) S1R«4)=FL2

___ _ ___ MAX064
» 215 S1=51R<2) ~ ~ " " MAXo6R
V S? = S1R(4) MAX 066
5 IF (S2-S1) 111,111,113 MAXQ67
) 111 ST3=ST272-.0 '' ' ' ' ' - ■ — MAX069
j

_ DC 206 1=1,ND MAXQ60
T 206 FGO(J)=FG2(I)+ST3*nIR(T) MAXO7O
> CALL GRVMOD (INIT»NG»NH »NX »NY»ND »NR»FGO»FL3»S4»FHl»WT»Nlll ,NU2) MAXOTT
? SiR(3)=FL3 MAX 073
, ' IF (SIR (2).LT,S1R<3)) GO TO 209 MAX074
?' DO 209 I=1,ND "" MAX092
1 Bp d )=F61 (I) MAXflRT
r BUI) =FG2 (I) M A X 0 8 A

? ' 209 B2 (I) =FGO <"I) —- . ----- - - - -
) FLl=SlR(l) MAX286

FL2=S1R(2) MAX0B7
1 FL-3=S1 R (3) " " MAXO88
»

__ GO TO _120 MAXORg
• 208 DO 210 1=1,ND MAXf>9n
r BO (I) =FG2TD " MAX09T
? B1(I)=FG0(I) MAX092
j 210 B2 d)~FG3(I) MAX 093
► ' FL1 =51R (2) MAX094
5 FL2=S1R(3) MAX098
r FL3=S1R(4) MAX096
' 00 TO 120' " "" ' " ~ MAX097
: 113 DO 211 1=1,ND MAXQ9R
! FGl(I)=FG2(I) MAXOao
' - 211 FG2(D=FG3(I) MAXfoii

slR(I)=S1R (2) MAX101
i S1R(2)=S1R(4) MAX10?
, " ST2=ST2>ST2 "" " MAXfol
!, DO 212 1 = 1, ND M A X J 0 A

212 FG? (I) =FG2 (I) +ST2»nlP<T) MAXlO'9
CALL GRVMOD (INIT,NG,NH,NX,NV»ND,NR,FG3,FL2,S4,FH1,WTtNUl,NU2) MAX106
SI R (4 ) =FL2

, JJ-JJ+1 HaxiOR
]> \ JJ • L ET ♦ 6' GO TO 215 ~ MAXTlfl
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)5 JS = 1 MA*
7 GO TO 1COO Mir<
7

_ 120 IA = IA +1 i —MA T
1 IF ! I A S.GF„ 3 ) GO TO 315
3 IF (IA.GE.4) GO TO 335

C PUT # IF (IA »G£.4) GO TO 315» HERE.
_ _•

5 STl=ST3/lO.O MAX!
7 DO 316 1=1»ND MAX).
1 316 F01 (I) =0 U IJ MAXlJ
7 fLO-FL2 " MAVI
0 S1R<1)=FL0 MA V;
1 GO TO 317 _ _ MAX.
2 ~ 315 21=(FL1-FL2)/(-ST3) WAV
6 R2=(FUl-FL33/(-ST?) MAT
0 ST5=ST3 , MAT '
2 21 FORMAT (///AX,20HFL1,FL2,F13»ST2»ST3=/RX*5E15.6)
? PRINT 21, FL1»FL2»FL3,ST2,ST3

C PUT *G0 TO 121» HERE FOR SKIPPING THE INTERPOLATION
7 IF (Rl.NE.R2) GO TO 301 ~ \ /
5 IF (Rl.NE.O.O) GO TO 1?1 '
6 ST4=ST3*1 .OE-5

_ , . ' V-.- ' .
0 ST3=*3T3 + ST4
1 DO 302 I=1»ND
3 302 nl (I)=B1(I)+ST4»DIR(I)
2 CALL GRVMOD < INIT»NG»NH,NX ,NY,ND,MR,31,Fl?»S4,FHT»WT,NUI»NU?)
3 R! = (FL1-FL2)/(-5T3) :
7 R2=(FLl-FL3)/(-ST?) i,;L v3 '
1 5T5 = ST?/2.0-ST4
4 301 5=0.0
5 SCI»(Rl*(-ST5))/(2.0*(Pl-R?)) MAX 1
1 DO 220 I = 1»ND " " ™ MAX-i 1
6 220 BO<I) = (B6(I)+BHI>)/2.6-SC1»dip<I> MAX7' ?
0 100? NG=1 MAX
1 NH = 1 ' ~ ' ' "" " MAX ?
3 CALL GRVMOD <IN IT»NG,NH,NX,NY,ND♦MR,RO.FL0»FG0»FHV,WT,NU1,NU2) MA X
3 IF <FLp.GE.FL2) GO TO 404
2 121 DO 405 1=1,ND r~~ ' ~ r
4 405 R0(l)=Bl(I)
2 NG=1 :;T . • > , i-,,;
3 NH = S
4

_ CALL.GRVMOD(INIT,NG»NH,NX,NY,NO,NR.BO»FLO»FGO»FHV,WT,NU1»NU2)
5 404 S=0.0
6 DO 513 1=1 • ND "" """""" ~ "" "MA "
3 513 S=S+FG0(I)^FG0(I)
0 S=S/ND MAX
2 IF (S . EffVO » 0) GO "TO" 514 : " : "— ~ MAX
2 S = SQRT(S) MAX r I
5 514 GM = S_ MAXO 1
7 s = 0.0 "" """""" —— - - .
0 D0 230 I= 1 »ND OP
5 230 S=S+(BQ<I)-BZ(I))«»2 MAXO '
5 S = S/ND " " MAXO
6 IF (S.EG.0.0) GO Tn 221 MAXO,-
7 S = SOPT(S) MA X OF
? 221 STZ = 5 MAXOF
4 RMAX=ABS(BZ(1)-B6(1)) M\X{T '
0 DO 231 1=1 ,ND .

5 S = ABS(BZ(I)-BO(I) ) —- u\Zi ■
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IF (S.LE„BMAX) GO TO 231 MAX 08
PMAX = S M AX 02

231 CONTINUE
_ MAXOt

FLCH= (FLZ-FLOl «100.i5/FL6 MAXfja
IF (NAP.NE.l) GO To 30ft
00 307 1=1 9NO
DO 30? J=1»ND
IF (I.ME.J) FHV(I»J)=0.0
IF (I.EO.J) FHV(I»J)=1,P/FHV(I»J)

307 CONTINUE
GO TO 528

CALL MINV < FHV♦ND♦D » LX * MX »N2 j MAX 08
IF (GM.LE.1.°E-l5) GO TO 1005
IF (D.EQ.O.O) JK=1 MAX03

528 5=0.0
IF (ABS((FLZ-FL0)/FL6).GT.l.OE-6) GO To 516 MAX03
IF <8MAX.GE.l.0E-6) GO TO 516

_ _ _ MAX08
1005 NOD =*3 " "

JT = 1 MAX08
GO TO 516

_ MAXf>9
516 PRINT 119 lf»STZ.8MAX,GM»FLo»FLCH MAXqR

11 FORMAT <//4X,17HITFRATI0N NUMBER »13,2x♦16HNEWT0N-HIGA M0DE/9X» MAXOg
ISOHROOT MEAN SQUARE OF CHANGE IN PARAMETER E5TIMATES=»G15.5/8X9 ESTIG
21 gHMAX I MlLM ADJUSTMENTS tGl5 .6/3 X »29HR00T MEAN SOU ARE OF GRAB IENT=»-- MAXlS
3Gl5.6/8X9l8HVALUE OF FUNCTI0N=»U15.8/8X927HFUNCTI0N VALUE INCREASE

..ID BY9GIQ.392X99H PERCENT*) • ,

1 066 RETURN' MAXl 0
END MAX in
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APPENDIX C

POLYREG:

Computer Program for
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TO
TO

103
104

PROGRAM POLYREG (INPUT.OUTPUT)
DIMENSION XXV(10*10)?LX(10).MX(10)
COMMON / A A1 / YD.(190*4).?X0 (lQQ»4) >.Y UOO) »X (100*10) *XX QQ»lO) *XY (in)

1,B(lQ»4)»BSE(10*4)»TV (10> »RE <100) »YP(100*4)»YPP(100*4)»Y«(5)
COMMON /AA2/ A (100)

_ READ 1* NT»NV»NALT
N5~ET = 1

302 DO 101 1=1*NT
loL_Rc.AD_ 2,. .(YD (I * J-L* J= L.N ALT) » (XD (I, J-)-, J=1 »AALT)

1 FORMAT (8110)
2 FORMAT (8F1U.0)

Gl0__3.0.1 n=L»NV
NVl=I1+1
DO 200 M = 1»NAL f
D 0_ 10.2... J =1_* N V1 ... -

IF (J.EO.l) GO
IF (J;EU.2) GO
N=J-1_ I _

PU 105 1=1,NT
105 X'(I*J>=XO(I»M)**N

GU_ TO.. 1.0.2 _

103 DO 10& I=1»NT
106 X (I*J)=1.0

GO TO 102
104 DO lo? 1=1»NT
107 X(I» J)=XO(I» M)
102 CONTINUE

DO 201 1=1,NT
201 Y (I)=YD (I»M)

DO l08_I=i»NVl
do lea J=1»NVl "
S = 0.C
DO lo9_K = l_,NT

To 9 S=5+X(K,I)»X(K,J)
108 XX(I,J)=S

DO 110 I = 1* N v J
s=o"»o
DO 111 K = 1»NT

111_S=5+X(K*_I)*Y(K)
110 XY(I)-S

DO 112 1=1* NV1
DO 112 J = 1»NV1

112 X X V (I» J)= XX(i» J)
N2=NV1^NV1
CALL MINV (XXV.NVl,D,LX*MX*NH)

"DO 113 1=1,NV1
s = 0.0
DO 114 J = 1,NV1

114 s=s+xxvff,JT»XY(jy
113 B{I,M)=5

DO 117 1=1,NT
s = 0.0
DO 118 J = 1» N V1

118 S = S*X(I»J)*8(J.M)
YP(I,M)=5

117 RE(I)=Y(I)-S
5 = 0 ,0

PLY 0 01
PLY 0 02
PLY003
PLY 004
PLY005
PLY006

PLYO 07
PLYOOR
PLY009
P1.Y010
PLYOI1
PLYO 11
PLYOI1
PLY012
PLYO13
PLY014
PLY 015
PLY 016
PLYO17
PLY018
PLY 019
PLY 020
PLY021
PLY o22
PLY023
PLY024
PLY024
PLY024
PLY025
PLY026
PLY027
PLY028
PLY029
PLY030
PLY031
PLY032
PLY03.1
PLY 034
PLY035
PLY036
PLY.Q37
PLY038
PLY039
PLY 0 40
PLY 0 41
PLY042
PLY043
PLY 044
PLY 045
PLY 04n
PLY047
PLY 0 48
PLY 0 49
PLY 050
P L Y 0 51
PLY052
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DO—LL9 I = L»-NX - - - ~

119 S=5+RE(I)O»2
SR2 =5
VAP = S/ LNT-NV1) . . .. - . .. ---

Sc=5UKT (VAR)
DO 115 I = 1»N V 1

_ IF.. JXXVJ.Lt IJ_. EQ» C_» rU- 60—10 116
BSE (I»H)= SQH? <VAR»XXV(I»I))
TV (I)=B(l,M)/BSt{I,M)
GO TO. 115 . - —

116 BSE(I»M)=0»0
115 CONTINUE

DO 1201=1»NT
120 5=5 *Y(I)

YM (M) =S/MJ _

s=o.o
DO 121 1=1,NT

121 S=S»(Y<I)-YM(M) )*»2
R2=T.0-5R2/S
PRINT 10, NSET

10 FORMAT «*!■»>»*,lfjHDATA SET = ,131
.... :

PRINT 11, NT,II
11 FORMAT (//4X,8X»2HNT,4X,6H0EGREE//4X,2I10)

PRINT._1.2
12 FORMAT l///4X,4H!)ATA//4X,13X,7HDEP VAR»?3X,7HINQ VAR)

PRINT 13

DO 122 1=1»NT
N=N + 1
IF (N ,NE»6)__ GO 10 122
PRINT 13
FORMAT (■> *)
N = 1

PRINT 14, I , Y (I) ,XD(I,M)
FORMAT <4X,1H(,I3,1H) ,F15.6,15X,F15.6)
P R IN T_1.5 1

15 FORMAT <*1*,4X, 19HPA~RAMETER EST I MA TE 5///19X , 5HC0EFF, 8 X , 7HST,;
18X,7HT-VALUE//)

DQ—123 _I_=1 ,NV1
123 PRINT 16, I,B(I,M),B5E(I»M),TV(I)

16 FORMAT (4X,1H(,13»1H) ,3F15.6)
PRINT 17, SE

17 FORMAT (//4X,1ghESTIMA TE OF SIGMA = ,F15,6)
PRINT 18, R2

18_ FORMAT (//4X,20HCOEFF_ICIENT OF DETERMIMATION= ,F1 5.6)
PRINT 19

19 FORMAT <»1»»4X,13HM0MEMT MATRIX/)
DO 124 1=1,NV1

124 PRINT 20, I, (XX~t I, J) , J= 1,NV1)
20 FORMAT (4X,1H{»13 »1H) ,BE15.6)

PRINT 21
21 FORMAT ("//'/4X V1 THCnVAR TAN C E MATRIX/)

DO 125 I = 1,N VI
DO 126 J=l,NVi

126 XXV «I,J)=XXV(i,J)«VAP
125

13

122"
14

.RR • 9

PRINT
PRINT

20,
22

I » (XX'/ (I » J ) » J= 1 , N V 1 )

PL YO
PL Y n
PL YO
PLY 0'•
PLY 0 5
PLY-05
P L T 0 5
PLY 06
PLYO T
PLY (5-
PLYO •

PLY c
-PLYO *

PLYO
PL YC

- PLYO •

PLYO,;
PLYO '
PLYO
PLYO
PLYO

PLYO

PLYO
PLYO
PLYO
PLYO
PLYO
PLYO 8
PLY0.8 ■;
PLYO?
PLYO-
PL Y OA
PLYO*
PLY 0?

- PLY08
PLYO?
PLYO?
PLYO-
PLY 095
PLY09"!

-PLY-09"
PLY09 .

PLY09 ;
PLY09 >

PLY09
PLY099
PLY 09'-
PLYlOn
PLY10I
PLY 102
PLY 103
PLYl'04
Plyios
ply 106
PLY107
PLY1Q3
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—22—FGKMA-T—(*-l*L».4X,-'+5e+EST I M. XT ES- CF DEPE.VOfcKT- VARIABLE AMD RES I DUAbS/V-

14X»12X*8HDEP»VAH.»6X,gH£ST OP DV»7X»8HRFSIDUAL)
PRINT 13

DO 127 1=1»MI
N=N + 1
IF ,,!tN.N£.6r GO ro L27
PRINT 13
N=1

127 PRINT. .20, I»Y(I),Yp(J,M),RE(I). a

200 continue
si=6.o
S2=i).»U —

S3=Q ® 0
DO 203 1=1,NT
5 = 0 ,0 „ ... ,, . „ . .. .....

QO 2J=1,NALT
IF <YPCI * J).GT.1.0) YP (11 J)=1, 0

_ IF (YP(1,J) ,LT.0.Q1 YP ( L, J ).= 0 ^0 . .

204- S = S + YP(I,J)
DO 205 J = 1»NAL.T
_Y.PPJLLt.JJ -.YP (I »J.l/5..
Sl=Sl+(YD(I»J)-YPP(I,j))»*2
53 = 53 +(YD(I,J)-1,0/NALT)**2

_205_S2 = S2 + (YDJI, J) -YM ( J) \*#2
203 CONTINUE

K=NT*MNALT-1> -NALT^NVI
VAR=SI/K
SL=SQRT(VAR)
R2=1.0-Sl/52
R2P=1.0-51/S3

_

PRINT 30» (I,I = 1,NALT) , (J, J = I, MAI. T)
30 FORMAT ( ^l •"■» 4X , b7h ADJUSTED ESTIMATES OF AGGREGATE NODE-CHOICE PROS
__ ] A8ILIJIES//9X , LQH TRUE.J/ ALyE, 35X , 8REST IMA T E//9X, 3 (12X »1H <, II, 1H) ) ,

23 d2X,lH( ,I1,1H> )/)
N = 0
DO 2Q6 1 = 1,NT „

N=N+1
IF (N.NE.6) GO TO 206
N=1
PRINT 13

206 PRINT 31, I»(Yn<I,j),j = i,NALT>, (YPPUtJ) »J = 1»NALT)
31 FORMAT (4X,AH (,J3,iH) ,6Fl5.6)

PRINT 17 »SE
PRINT lb, R2
PRINT 23, REP

23 FORMAT T//4X»45HCOEFF"lCIENf OF'dE TERMINA T ION IN PROBABILITY =,
1F15.6)

301 JCONTINUE _

NSET =N5ET +1
IF (NSET.LE»2) Go TO 302
STCP 1
END

PLY 1 0'H
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PLY 1181
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PL-YEEO

PLY121
PLY 122-
PLY123
PLY1231
PL-Y ]r23c
PLY124
PLY 125

-PLY 126-
PLY 127

PLY.12a_
PLY 129
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PLY132
PLY 133

PLYi34
P|_Y 135
PLY 136
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PLY 138
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PLY 141
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SUBROUTINE MINV (AH»N»D>L»M,I\2)
DIMENSION AH(lo»lG)»LUO>»M(lC)
COMMON /AA2/ A (100)
K-0

DO 201 I=1»N
.DC 2(j 1 J = 1 ,N ...... .

K=K *1
A(K}=AH(J , I)
D = 1 » C -

NK=-N
DU 80 K = 1,N

_WK.=sNK*N

2C1

10
15

L(K)=K
M (K) =ft

_KN=NK. + K
B IGA = A(KK)
DO 20 J=K»N

_IZ=NMJ-1) __ _

DC 20 I=K»N
IJ=IZ+I
S = A B S(AtIJ))
T=AB5(BIGA)
IF (T-5) 15,20,20
B IG A = A (I J)
L (K) = I
M(K)=J

20 CONTINUE
J=L(K)
IF <J-K) 35,35,25

25 KI=K-N
D O 3 -j "1=1,1" ~
KI-XI+N

_hold=-a c k r l
J 1 =KI-K + J "
A (K I) = A ( JI )

30 A (J I)=HOLD
35 I=P(X)

IF (I-X) 45,45,33
33 JpsN*(I-l)

DO" 40 J = i,N
JK=NK+J
JI=JP+J
H0LD--A <JK) "
A(JK)=A(JI)

40 A(JI)=HOLD
T = ABS < B I ga") "

45 IF (i-1•0E-20) 46,43,43
46 D=Q.0

"RETURN " ~ "
43 DO 55 1=1»N

IF ( I —K ) 50,55,5f>
50 IK=NK+I

A(IK)=A(IK)/(~8IGA)
55 CONTINUE

DO 65 1 = 1 ,N
IK = N K + I
HOLD = A( IK)

INV0D
INVO..
INVO'
I N V 0 :/■

IM V 0!1
INVOO
INVOO
IN*; po
INVOO
INVOO
INVC1
I NVO I
INVGi
INVO
I MV-O-t
INVO 1
INV01i
IN V 0-1
INVOI!
INV01
INVO 1
INV01
INVO 2

. INVO 2.!
INVO2;
INVo?;
INLV02 i
INV02-
INVO2 -

lNva>
INVO?J
INVO 2

—I MV{j3r
INV 031
INVQ35

... INVO 3.
IN V 0 3'
INV03C

—INV.03F
INVo3"
INVO?

__ _INV06-
INV04j
INVO4 i\
I.NV043
INV04?
INV041
IN.V044
INV045
I N V 0 4 6

-INVO4;
I NV 0,4.3
I N V 0 4 3
LNV05 0
INV 051
INV052

- INV053



..IJ-I-M
DO 65 J = 1»N
IJ = I J * N
IF. (I-K) . 60*65.60

6 0 IF (J — K) 62*65,62
62 KJ=IJ-I+K

A (IJ ) =HOLDAA. ( K Jj. + A (I J)
65 CONTINUE

KJ=K-N
D0..75. J = 1_,.N
kj=kj*n
IF (J-K) 70)75,70

70„AJKJ) = A (KJl/.BIGA
75 CONTINUE

D=D *81OA
A IKK) =l.a/J3LGA

80 CONTINUE
K = N

_1..0.0 J<=_t K-1J
IP (K) 150»15C»105

105 I=L(K)
IF (I-K) .120*120*108

108 JQ=N*(K-1)
JR = NMI-1)

.. DO nc
JK = JQ +J
HOLD = A(JK J
Ji=jr+J
a(jk)=-a(ji)
A ( J I)-HOLD
J=R (K)
IP (j-k) 100*100,125
KI=K-N

_D° 130 1=1*1
KI=KI*N
HOLD = A (KI)

...... Jl=KI-K+J
A CKI)=-A (JI)

130 A (JI)=HOLD
GO TO ICQ

150 K=0
DO 202 1=1tN

_ _D0_202 _J = 1_,M
K = K*1

202 AH(J,I)=A(K)
RETURN
END
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J pi , N_

110
120

125

IN V 0 5 -

IN V 0 5 5
I NV 056
INV057
IMV 058
I N V 0 5 9

INV-Oo-O
IN V 0 61
IMV 06?
INV06-3
IK V 0 6 4
INV 065

- INV-066
IMV067
INV 06A
INV069-
IN v o 7 0
INV 071
I NV 0-7 2
INV073
INV074
INV0-7S
IN V 0 7 6
INV077
I My 0-7 8
INV079
iNVoao
IMV081
INV082
INV033
IMV 084
INV 0 8 5
IN V 0 8 8
1NU087
INV 038
IN V 0 8 9
lM-V-0-9-0-
INV091
INV092
1 MV 0-9-3
IN V 0 9 4
IM V C 9 5
I-NV-CL96
IN V 0 9 7
IN V 0 9 8

.._ I MV Q-99
INV100
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