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ABSTRACT 

Scaling Laws for Charge Transfer in Donor/Bridge/Acceptor Molecules 
 
 

Randall Howard Goldsmith 
 

 This thesis attempts a combined theoretical/experimental investigation of two 

fundamental scaling laws in charge transfer reactions:  how the rate of those reactions varies as a 

function of distance between an electron donor and an electron acceptor and how the rate varies 

as a function of the number of distinct pathways between that donor and acceptor.  At all points, 

we use photoinduced intramolecular charge transfer as a foundation on which to build our 

theories and as a test bed in which to evaluate them. 

We add to the existing body of work on the study of the distance dependence of charge 

transfer by advancing a new modular system, fluorene oligomers, that possesses oxidation 

potentials that remains relatively static as a function of length, and show very simple Arrhenius 

like temperature dependence, suggesting the lack of complex conformational dynamics.  Both of 

these properties allow the weak distance dependence of charge separation to be very well 

described by simple kinetic analysis, while charge recombination rates still show some intriguing 

and (as of yet) accounted for complexity. 

We then describe a theoretical framework that addresses the issue of coherent summation 

of electronic paths over multiple distinct pathways in the presence of decoherence processes.  

Specific predictions are made regarding the contribution of interference phenomena and suggest 

that caution must be used when evaluating the contribution of interference at finite temperature.  
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Individual Liouville space pathways are probed to get mechanistic information about which 

coherences survive.  Constructive and destructive interference processes are discussed. 

Finally, we attempt to probe experimentally the marginal effect of adding additional 

spatial pathways.  Specifically, we synthesize a novel family of benzo-annulated 

bicyclo[2.2.2]octane bridge groups designed to compare, in an equivalent geometry, the 

contribution of additional π-pathways.  However, by showing charge transfer rates that are 

essentially independent of the number of additional fused rings, the system reveals subtle 

features of how orbital alignment controls the electronic coupling.  Natural Bond Orbital analysis 

is applied and suggests strong destructive interference effects.  Unexpected temperature 

dependences are observed but are well accounted for by molecular dynamics simulations.             
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1.1 Motivation 

 If charge transfer truly is the simplest and most fundamental chemical reaction, as it is 

frequently described, then why, after decades of research and the cumulative careers of hundreds 

of scientists, are we still so furiously studying it? 

 The first part of the answer comes from its applicability.  Even if one preemptively 

removes from the discussion the role of charge transfer in, for example, organic mechanism 

elucidation (arrow pushing) or interfacial charge transport (electrochemistry) , and limits oneself 

to discussion of photo-induced charge transfer in Electron Donor (D)/Electron Acceptor (A) 

systems, the subject of this thesis, then one is still faced with abundant motivation for this 

particular scientific pursuit.  Charge transfer comprises one of the basic microscopic processes in 

the operation of a photovoltaic device.1  It is the link between the exciton formed when light first 

interacts with the photoactive material and the harvesting of charge that makes for a practical 

device.  The construction of cheap and mass-producable photovoltaics has been identified as a 

key research objective.2  Organic photovoltaics, by virtue of their optoelectronic tailorability and 

potential to be conveniently fabricated over the large areas requisite for real application are a 

prime candidate to satisfy this goal.  These materials contain Electron Donors and Electron 

Acceptors as their core functional groups. 

 Perhaps only marginally less in social relevance, is the use of these same functional 

Donors and Acceptors as elements in molecular computing devices.3  Molecules are the smallest 

scale of matter where a suitable amount of structural and electronic manipulation can be applied 

and so represent the logical frontier for smaller electronic devices.  The same in-depth 

understanding that would allow one to design an efficient organic photovoltaic (for example, 
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accelerating a forward charge transfer reaction while retarding the recombination) can be 

applied to design a molecular transistor or wire.  Indeed, the construction of molecular wires will 

comprise a significant fraction of this thesis. 

 Finally, the applicability of the study of charge transfer is apparent in any attempt to 

understand the chemical basis of photosynthesis.4  Whether in the shifting of charge from light 

harvesting complex to the initial quinone electron shuttle in the “light reactions,” or in the 

interaction between this complex network of electron shuttles and the ultimate recipients of the 

charge that comprise the “dark reactions,” charge transfer  is present at every step.  Some of the 

novel observations made by studying biological electron transfer, such as extremely efficient 

electron transfer over large distances5 or the possible contribution of multiple distinct spatial 

pathways,6 are central motivators of this thesis.  

 These interesting observations naturally lead to the second reason why people continue to 

study charge transfer in D/A systems:  very simply, we are still discovering new things and 

trying to understand them. 

1.2 Approach 

 When faced with an object of study that seems in practicality neither “simple” nor 

“fundamental,” one needs to choose one’s battles carefully.  One would like to be able to reduce 

the problem to a finite number of specific parameters.  Then, one would like to modulate one 

specific parameter and see its effect on some dependent variable of interest, in this case, the 

charge transfer rate, kCT.  In this method, one can see how kCT changes with that specific 

parameter and so determine the scaling law associated with that parameter, the independent 

variable. 
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 Charge transfer has been parametrized in terms of a number of different variables with 

several different scaling laws being elucidated.  The most famous is the dependence of kET on the 

free energy of reaction, ΔG, and the prediction7 and later confirmation8, 9 of the existence of the 

Marcus inverted region, where increase in the magnitude of ΔG results in a decrease in kET.  

Scaling laws have been investigated for many other parameters including solvent polarity,8 

solvent viscosity,10 temperature,11 bridge redox potential,12 and external magnetic field,13 among 

others.  Obviously, changing one parameter frequently influences other parameters as well.  Part 

of our challenge is to minimize these collateral changes as much as possible.   

 As foreshadowed by the previous section, the two scaling laws we will investigate are the 

dependence of kET on the distance between the D and A and on the number of distinct spatial 

pathways between the D and A.                  

 At this point, the delving into charge transfer theory would typically begin with Equation 

1.1,  

     (DWFC)2 2
RPCT Vk

h

π
=     (1.1) 

where VRP is the matrix element coupling the reactant and product electronic wave functions and 

DWFC, the density of states weighted Franck-Condon factor, describes the nuclear overlap.  Our 

ability to make this separation into two terms stems from the legitimacy of the Born-

Oppenheimer approximation in usual cases.  This equation constitutes an excellent starting off 

point to highlight the DWFC term that is responsible for the Marcus inverted region as well as 

emphasizing the role of the matrix element coupling the excited and charge transferred states (for 

charge transfer in the non-adiabatic limit).  However, rather than use this equation as a starting 
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off point, we will use it as an intermediate result, and instead truly begin from a simple two 

state system.  Being able to connect this two site system to Equation 1.1 is important because we 

will be using these simple site (toy) models throughout this document and need to maintain a link 

between it and a real system. 

 The states in our system will be labeled D (Donor) and A (Acceptor).  We use these 

labels with full knowledge of the consequences those names imply.  We want our states to reflect 

the reality of our system and so choose a convenient basis to express them, a site basis that is 

easily related to our physical system.  We also want the D in our two site system to be a near 

identical copy of the isolated D.  This caveat identifies the charge transfer process under study as 

diabatic (or non-adiabatic) charge transfer because the interaction with the A site is minimal 

enough to leave the D in the D-A pair relatively unchanged from the isolated D.        

 D and A are also chosen to be isoenergetic.  This degeneracy is implemented to reflect 

the system as it would appear at the crossing point of the potential energy curves.  In this way, 

we can write a purely electronic Hamiltonian, Equation 1.2, and not have to worry about nuclear 

overlap because at this part of the curve, adequate nuclear overlap is already achieved. 

     ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

0
0
V

V
H       (1.2) 

 As an initial condition, we can imagine all population on the D site.  This can be 

indicative of a mixing that is only activated after t0, or in our case, indicative of a photoexcitation 

that instantaneously produces population on D at t0.  When one applies the time-dependent 

Schrödinger equation, one gets equations of motion, Equations 1.3, that yield solutions with 
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oscillating populations on the D and A sites.  Ci is the time dependent wave function 

coefficient in the Schrödinger picture.  

     
D

A

A
D

VCi
dt

dC

VCi
dt

dC

h

h

−=

−=
     (1.3) 

  How can this situation adequately describe charge transfer which (with suitable 

separation of time scales) is irreversible?   

   Following the approach of Jortner14 as laid out by Nitzan,15 to enforce irreversibility, 

one most replace the discrete level with a quasicontinuum of levels .  

     

Dl
lA

N

l
lAl

D

CVi
dt

dC

CVi
dt

dC

h

h

−=

−= ∑
,

,

     (1.4) 

 This summation reflects that the A electronic wavefunction is broadened by an array of 

closely spaced vibronic states.  In this case, the origin of these vibronic states is low frequency 

vibrational modes from solvent motions or intramolecular modes.  The result is a transition from 

a simple two state system to an N+1 site system, where N of those levels form a continuum 

centered around the A site.  That continuum can be described by a density of states, ρDOS(E) and 

couples to the D site with matrix element V(E), where E is the site energy.   

 Solving Equation 1.4 in the limit where ρDOS(E) is dense, extends from -∞ to +∞ and 

V(E) and ρDOS(E) are independent of E, we get a very different solution to that from Equation 

1.3,  
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     tkt

D
CTeetC −− == h/2)( κ     (1.5) 

where DOSV ρπκ 22=  

 We have gone from a completely oscillatory solution to one where we get irreversible 

transfer away from the D site!  This transfer has a rate constant,  

     DOSCT Vk ρπ 22
h

=      (1.6) 

 Why does the charge carrier not simply return to the Donor after some appropriate phase 

oscillation?  The infinitely dense continuum has provided significant phase erosion (dephasing) 

such that a return to the Donor state, essentially an echo, is impossible.14     

 It is also important to note that while the tidy monoexponential form of Equation 1.5 is a 

consequence of the rather simple ρDOS(E) we chose, the irreversibility is general to a continuum 

of arbitrarily shaped ρDOS(E) and V(E).15  We can now return to Equation 1.1 and compare it 

with our recently derived Equation 1.6.  The presence of the continuum make Equations 1.1 and 

1.6 “Golden Rule” type expressions.    The ρDOS has been absorbed into an effective V term.  The 

additional (DWFC) term reflects the fact that our D and A states are not necessarily energetically 

degenerate but are more accurately described by potential energy manifolds that describe many 

energies and nuclear configurations around some equilibrium configuration and energy.  

Replacing (DWFC), we get the Marcus equation in the non-adiabatic classical limit,  

    
( )

Tk
G

B
RPCT

Be
Tk

Vk λ
λ

πλ
π 4

)
2

2

4
12

+Δ
−

=
h

    (1.7) 
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The additional T-1/2 term describes dynamics in the vicinity of the potential energy curve 

crossing, as required by Landau-Zener transition state theory.15         

 We were able to build this expression by taking 2 sites, D and A, broadening one site to a 

continuum of levels to get a “Golden Rule” type expression, and then explicitly including the 

DWFC term.   

1.3 Distance Dependence 

 How does VRP (V hereafter) scale as the D and A are moved farther apart?  And, more 

specifically, why are “anomalous distance dependences” of charge transfer so anomalous? 

 If two orbitals overlap in space, those formerly separated orbitals are no longer 

completely accurate eigenvalues of the system Hamiltonian, although, as we are in the diabatic 

regime, this mixing should be relatively small.  The mixing between the two orbitals (the off-

diagonal element when expressed in a simple Hückel picture) is proportional to the extent of 

spatial overlap 

     τψψ dV ∫∝ *
21      (1.8) 

where ψi are the orbital wavefunctions and dτ is the differential volume element.  Equation 1.8 is 

an approximation of the true V.  

     21 ψψ HV =      (1.9) 

However, because Equation 1.9 is more difficult to calculate, Equation 1.8, a Mulliken’s Magic 

Formula type expression,16 can be used as a crude approximation. 
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   Because the radial functions of orbitals decay exponentially with distance (for r > r0, a 

distance of approximately 2Å), the overlap, and thus the mixing also decays exponentially with 

distance, as shown in Equation 1.10 

     r
CT eVk β−∝∝ 2      (1.10) 

 where β is a parameter that describes the exponential decay. 

 When direct overlap is required, the degree of exponential decay through a vacuum is 

actually quite severe.  Calculations on ethene groups separated by increasing distances were used 

to estimate the electronic coupling from one half the orbital splitting energy.  A β value of 2.8-3 

Å-1 was determined.17  Such a precipitous decline in electronic coupling would seem to preclude 

long range electron transfer.   

 Luckily, we do not have to rely on the conductive prowess of a vacuum!  Any intervening 

electronic states can help retard this decline.  These intervening states do not necessarily need to 

ever be occupied by the charge carrier either.  These virtual states are sufficient to soften the 

exponential distance dependence.   

 Qualitatively, this indirect mixing or superexchange can be thought to act as a 

“transitive” property among orbitals.  For example, if the Donor mixes with some bridge state 

and the bridge state mixes with the Acceptor, then the Donor and Acceptor mix via the B state 

though their direct overlap may be vanishingly small.   

 Quantitatively, superexchange was treated by Kramers and Anderson when describing 

exchange between unpaired spins via intervening paired spins.18, 19  This concept was adapted by 
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McConnell in describing charge shift in aromatic radicals. 20  He decomposed the effective 

coupling, Veff in terms of a sequence of microscopic couplings, 

    ∏
= +

+

−−
=

N

i ADi

ii

AD

NAD
eff EE

V
EE
VVV

1 /1

1,

/1

1     (1.11) 

where Vij are matrix elements between the D, A, and intervening bridges and Ei is the energy of a 

particular site.  Because this result is derived perturbatively, it requires the ratio V/ΔE to be 

relatively small.  Alternatively, this result is only valid in the so-called deep tunneling regime, 

where only negligible population resides on the intervening sites. 

 What is the nature of these intervening sites? 

 In biological electron transfer, these states may involve non-protein prosthetic groups, 

such as hemes or quinones, embedded in the protein or membrane.5  In our discussion of 

photoinduced charge transfer between Donors and Acceptors, these states will typically belong 

to covalently bound bridges that semi-rigidly link the Donor and Acceptor. 

   The parameter β has been measured for many different chemically distinct bridges and 

summarized in a number of places.21  The β value of 2.8-3.0 Å-1 softens considerably to 0.8-1.4 

Å-1 for proteins and 0.75-0.98 Å-1 for saturated hydrocarbon bridges.  By adding degrees of 

unsaturation the β parameter can be brought even lower to 0.5 Å-1, while maintaining complete 

conjugation can lead to values of 0.4 Å-1
 and lower.  The decay parameters of these last two 

classes can be rationalized in terms of the existence of π-sytems on the bridge resulting in a 

smaller McConnell denominator because of better resonance with the D and A π-system.      

 While this β parameter would seem to adequately describe how kCR scales with distance, 

a number of reports describe “anomalously” low values for β.  Such values of 0.2 Å-1 and lower 
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appear to require the bridge to be nearly energetically degenerate with the D and A.22  Such a 

regime is poorly described by the McConnell expression and as a consequence, equation 1.10.  A 

recent report has even endeavored to define a cutoff value for a legitimate β value, which they 

estimated to be between 0.2 and 0.3 Å-1
.
23

 

 If these scaling laws are not adequately described by superexchange, then what is the 

alternative? 

 As the energy gap between the D and B is lowered (though not eliminated), non- 

negligible probability density for the charge carrier exists on the B.  As a consequence, 

appreciable vibronic coupling effects can occur between the charge carrier and B centered 

nuclear motions.24  Said another way, the lower energy barrier between the D and A as a result of 

the lowered B state will allow realistic fluctuations in B energy to influence the charge carrier.25  

If the energy gap between the D and B vanishes and charge transfer to the A becomes 

exothermic, these fluctuations, stemming from vibronic coupling to a molecular vibration or to a 

solvent with a dense vibrational spectrum, will result in a broadening of Bridge vibronic levels 

into a continuum, much in the same way a continuum was formed earlier at the terminal 

Acceptor.14, 24  As before, this broadening results in irreversible charge transfer:  the charge 

carrier is actually occupying the Bridge.   

 If multiple B sites are present, the sequence can continue with the charge carrier moving 

from B to B’ until ultimate capture at the A’s vibronic manifold.  In this way the charge carrier 

can be seen to hop from B to B’.  This hopping transfer is not described by an exponential 

distance scaling law, but rather by a much softer 1/N law, where N is the number of bridges.26  

This ohmic distance dependence is essentially a macroscopic scaling law.  Hopping transport is 
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also commonly referred to as incoherent or incoherent hopping transport.  The additional 

“incoherent” term emphasizes the effect of the B vibronic continuum.  In superexchange, a 

coherent transfer, phase relationships at all sites are maintained until dephasing and capture at 

the Acceptor.  In incoherent hopping, phase relationships are destroyed at each B site resulting in 

occupation. 

 The first part of the work in this thesis is to elucidate the scaling law of kCT with B length 

in the vicinity of the transition between the superexchange mechanism and incoherent hopping. 

1.4 Multiple Spatial Pathways 

 While much effort has been spent on understanding the scaling law of kCT with distance, 

relatively little effort has been devoted to looking at how kCT
 scales with multiple spatial 

pathways. 

 On the surface, it would seem that taking multiple spatial pathways into account would 

be central to explaining chemical phenomena:  afterall, bp-xylene is a ring, with two pathways 

connecting two substituents oriented para to each other.  However, it is not obvious if viewing 

two halves of a xylene molecule as two individual pathways is a realistic approach.   

 Most investigations have been theoretical in nature, due to the lack of availability of 

suitable test systems.  Most of these investigations have looked at the size scale described above, 

examining multiple intramolecular pathways.  Some workers have used simple site models27-32 

while others17, 33-35 have attempted to more closely capture the “chemical” nature of the systems 

under study by examining pathways between Natural Bond Orbitals (NBO’s).36  The simple 

additivity, or constructive interference between paths, was even suggested as being directly 

responsible for moderate β values in poly(alkane) systems.17  More recently, several theoretical 
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investigations have highlighted the possible contributions of multiple pathways in significantly 

larger systems:  charge transfer in proteins.6, 37-39 

 The notions of constructive and destructive interferences in multiple pathways are 

intimately tied with the “sign” of the electronic coupling, V.35, 40, 41  At a phenomenological level, 

V controls the ordering of symmetric and antisymmetric combinations of orbitals, with a positive 

coupling describing the situation where the symmetric combination is energetically above an 

antisymmetric combination, and a negative coupling describes the opposite situation where the 

antisymmetric combination is higher.   Two directly overlapping orbitals always have a negative 

coupling, consistent with our expectation that an antisymmetric (frequently an antibonding 

orbital) should be higher in energy.  However, when multiple orbitals are connected in a 

sequential manner,40 the symmetry of the orbitals involved may impart an “effectively” positive 

or negative coupling between a particular pair of orbitals.  At a microscopic level, the sign 

describes the phase of the wavefunction at a particular orbital or site with respect to another 

orbital or site, and while this phase has no consequences in cases where these sites are isolated, 

the phase may quite important in their interaction.  Importantly, this sign is not a hidden quantum 

mechanical quantity, but is sometimes experimentally measurable using photoelectron 

spectroscopy.42, 43  However, experimental confirmation of interference between multiple 

molecular pathways and its effect on charge transfer is still difficult to find, although several 

attempts have been made.44, 45                 

 Part of the issue in confirming the additivity of multiple pathways and observing 

interference may be in our assumption regarding the legitimacy of simple additivity.  

Interference between two entities requires phase coherence between those entities.  If that phase 

coherence is poorly defined or fluctuating, then this additivity may be invalid.  We saw the effect 
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of “phase erosion” earlier, which results in the irreversibility that comes with coupling to a 

continuum14 and is required for hopping transport.  Electronic decoherence, or dephasing, has 

been studied theoretically46-51 and experimentally52-54 by many workers, and must be taken into 

consideration when describing the effect of multiple pathways.  Dephasing certainly must be 

taken into consideration when describing a scaling law for multiple spatial pathways. 

1.5 Outline 

 In this thesis we will investigate scaling laws for distance and multiple pathways in 

charge transfer in D-B-A molecules.  We will use the approach described above, where we 

attempt to keep constant as many individual system variables as possible and only change the 

variable of interest.   

 In Chapter 2 we investigate the distance dependence of charge transfer using fluorene 

oligomers as our bridge group.  Fluorene oligomers have the unique property among conjugated 

materials of an oxidation potential that is relatively constant as a function of the number of repeat 

units.  The shifting of bridge energy levels as the number of repeat units is increased was seen to 

dominate in previous studies.55, 56 Fluorene oligomers will be used to avoid this complication, 

and more truly vary the distance and only the distance. 

 In Chapter 3 we continue our investigation of charge transfer in fluorene oligomers by 

evaluating the charge separation rate as a function of temperature.  This approach will allow us 

to determine some of the parameters of Equation 1.7 and continue to understand how charge 

transfer scales with distance. 

 In Chapter 4 we switch our investigation to the issue of the scaling of multiple spatial 

pathways.  We undertake a theoretical investigation where dephasing is included 
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phenomenologically to evaluate the additivity of multiple degenerate spatial pathways.  As 

suggested above, the existence of constructive interference will be seen to be very sensitive to 

the rate of electronic dephasing. 

 In Chapter 5 we extend our theoretical investigation and look at how dephasing affects 

destructive interference.  Simple trends in chemical reactivity are also recast as interference 

effects and a system is suggested for experimentally observing destructive interference in charge 

transfer.   

 In Chapter 6 we attempt to experimentally observe constructive interference in charge 

transfer.  Keeping with our approach of trying to vary only a single variable, we design a system 

that allows a fixed geometry to be maintained while appending additional spatial pathways, 

phenyl rings, to fixed scaffold, bicyclo[2.2.2]octane.  However, an unexpected trend is observed, 

which implies an active role of bicyclo[2.2.2]octane scaffold.   

 In Chapter 7 we offer a brief set of conclusions  

 In Chapter 8 we describe the experimental techniques that were employed for the work in 

this thesis. 

In Appendix A we describe a proof-of-concept model of a “real world” application of 

some of the principles we have described above.  The delocalized nature of charge carriers in a 

hole transporting material is used to create a relatively large change in the index of refraction, 

which is used to create a variable periodicity diffraction grating.           
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Chapter 2 Wire-like Charge Transport at Near Constant Bridge Energy 

through Fluorene Oligomers 

 

 



 32

2.1 Introduction 

 Efficient long distance electron transfer is a prerequisite for molecular materials designed 

to serve as active components in solar cells and in some nano-scale devices.  Being able to 

consistently achieve “wire-like” charge transport in synthetic systems requires a thorough 

understanding of the mechanisms involved.  Recent progress has been made toward this goal 56, 

57, but the complexity of even simple molecular systems poses a formidable challenge.  In 

particular, the distance dependence of electron transfer has been shown to be a complex function 

of individual parameters including molecular geometry and energetics 26, 47.  While the use of 

rigidly bound electron donor (D), bridge (B), electron acceptor (A) compounds has simplified the 

investigation of the distance dependence of electron transfer by keeping the donor-acceptor 

distance (rDA) well defined, it is difficult to vary rDA by changing the length of the bridge, 

without substantially altering the energy levels of the bridge.   

  In this report we examine electron transfer in a system in which rDA can be changed 

considerably, while the oxidation potential of the intervening bridge changes very little.  

Approximate matching between the donor and bridge energy levels 55, 56, 58 has been shown to be 

critical for promoting incoherent, or “wire-like” transport over coherent, or exponentially 

distance dependent superexchange transport.20  These earlier studies have shown how the 

energetic convergence of the relevant donor and bridge results in a minimal injection barrier for 

hole transfer to the bridge, leading to a striking change in mechanism as the bridge is lengthened.  

 The relative importance of incoherent transport at larger values of rDA has been confirmed 

by independent measurements of the decreasing contribution of superexchange to the overall 

electron transfer rate with increasing length.56, 59  The indirect electronic coupling between the 
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electron donor and acceptor via the bridge orbitals, VDA, that is a result of superexchange 7 is 

the same interaction responsible for long distance communication between the spins within a 

radical pair (RP), provided that the initial states are paramagnetic8, 18, 19, 60, 61, which is true for the 

charge recombination process in the systems studied here.  The magnetic field effect (MFE) on 

the yield of spin-selective RP recombination products directly reveals the magnitude of magnetic 

coupling between the spins of the RP, and is proportional to 2
DAV .56, 62-64 The mechanistic details 

of the radical pair intersystem crossing mechanism (RP-ISC) and the theory behind the MFE 

have been researched extensively 65 and applied to many donor-acceptor systems 56, 59, 66-70.  

Following rapid charge separation, 1(D+•-B-A-•), which is initially formed in its singlet 

configuration, undergoes electron-nuclear hyperfine coupling-induced RP-ISC to produce 3(D+•-

B-A-•).  The charge recombination process is spin selective, i.e. 1(D+•-B-A-•) recombines to the 

singlet ground state D-B-A, and 3(D+•-B-A-•) recombines to yield the neutral triplet 3(D-B-A).  

Application of a static magnetic field results in Zeeman splitting of the 3(D+•-B-A-•) triplet 

energy levels.  When the Zeeman splitting equals the intrinsic singlet-triplet splitting, 2J, of the 

RP, there is an increase in the intersystem crossing rate.  This increase translates into a maximum 

in 3(D+•-B-A-•) production, and therefore a maximum in 3(D-B-A) yield upon recombination.  By 

monitoring the yield of 3(D-B-A) as a function of applied magnetic field, 2J—the magnitude of 

the superexchange interaction 19, 71—can be measured directly. 
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2.2 Results and Discussion 

2.2.1 Molecular Geometries and Energy Levels  

 Calculations on structures geometry optimized at the AM1 level show that the FL units 

have torsional angles of 85˚, 59˚, and 37˚ relative to PTZ, PDI, and adjacent FL units, 

respectively, in the ground states of 1-4, Figure 1.  The donor-acceptor distances, rDA, are 

measured between the centroid of the unpaired spin distributions of PTZ+• and PDI-•, which were 

in turn calculated by subtracting the β spin density from the α spin density on the diagonal of the 

calculated spin density matrices given by unrestricted Hartree-Fock molecular orbital 

calculations using the AM1 model. The energy-minimized electronic structures of FLn
+•, where n 

= 1-4, were determined by unrestricted Hartree-Fock calculations within the AM1  
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Figure 1 Stuctures of D/A derivatives of fluorene oligomers  
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model. The highest occupied molecular orbitals (HOMOs) for n = 2-4 are shown in Figure 2.  

The calculations show that the FL-FL torsional angles decrease and the charge densities for FL2 

are distributed roughly equally throughout the bridge.  However, FL3
+• begins to show 

significant accumulation of charge density at the terminal FL units, which is accentuated in 

FL4
•+.  Thus once the FL bridge becomes longer than one unit, the charge density is localized on 

at most two FL molecules of the bridge.  As will be discussed below, this feature will prove 

critical to efficient charge transport through the fluorene oligomer. 

 The energies of the PTZ•+-FLn-PDI-• radical ion pairs presented in Table 2 are calculated 

from the one-electron redox potentials for oxidation and reduction of the electron donor and 

acceptor, respectively, and the distance, rDA, between them using the Weller expression 13 based 

on the Born dielectric continuum model, 
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where Eox and Ered are, respectively, the oxidation and reduction potentials of the donor and 

acceptor in a polar solvent with dielectric constant sp, e is the charge of the electron, rD and rA 

are the ionic radii of the radical ions, rDA is the donor-acceptor distance, and εs is the static 

dielectric constant of the solvent in which the spectroscopy is performed (εs = 2.38 for toluene ). 

 The one-electron reduction of fluorene occurs at very negative potentials (< -2.5 V vs. 

SCE), making it unlikely that charge transfer proceeds via occupation of the lowest unoccupied 

molecular orbitals (LUMOs).  The oxidation potentials of the oligofluorenes, relevant for hole 

transfer, were measured in dichloromethane and are summarized in Table 1.  The potentials for n 

= 1-3 are reversible, whereas that for n = 4 is irreversible.  The irreversibility in the latter case 
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makes Eox somewhat more positive than the corresponding reversible potential, which should 

be considered in the analysis of bridge energies given below.  For n ≥ 2 the soft dependence of 

the oxidation potentials of FLn on oligomer length is consistent with the oxidation potentials 

measured for other functionalized fluorene oligomers 72 as well as the charge distributions found 

for the HOMOs of FLn
+•, Figure 2.  In contrast, the potentials of the oligo(p-phenylenes) 56 and 

  

Figure 2  HOMO’s of FLn
+•

 for 2-4. 
 

oligo(p-phenylenevinylenes) 55 studied previously vary by >1 V over similar distances.  For 

those molecules that variation proved to be the most important factor influencing the injection 

barrier leading to the appearance of the incoherent hopping mechanism 55, 56.  

 In order to obtain a clearer measure of the energy levels of the system in the solvent of 

interest, we measured one-electron oxidation potentials, Eox, for the oligofluorenes directly in 

toluene using a microelectrode 73, Table 1.  Unfortunately, the one-electron oxidation of the 
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oligofluorenes is chemically irreversible due to fast polymerization following oxidation, 74 

which often proceeds well in non-polar solvent 75, so that these data cannot be used to calculate 

an 

 

 PTZox PDIred FL1ox FL2ox FL3ox FL4ox 

EDCM 0.32 -1.18 1.18 0.89 0.82 0.97† 
Etoluene 0.46† -1.36 1.11† 1.05† 1.10† 1.10† 

 
 
Table 1 Summary of redox properties of the indicated species in the indicated solvents vs. Fc/Fc+. 
†Irreversible faradaic processes are reported as Ep values. The potentials for the oxidation of PTZ76 and the 
reduction of PDI in dichloromethane77 have been measured previously and are reversible 
 

 

accurate value of ΔGIP.  Nevertheless, the data in Table 1 show that the observed oxidation 

potentials for FLn in toluene are also weakly dependent on oligomer length.  This is consistent 

with the picture that the charge density is primarily localized on two FL monomers when n ≥ 2. 

Calculating the energies of PTZ-FLn
+•-PDI-•, the possible intermediate in the charge separation 

and recombination process, from the redox data in dichloromethane presents an additional 

complication, since our AM1 calculations show that half of the positive charge density is 

localized on each of the two terminal FL monomers of FLn
+•, when n ≥ 2.  Equation 2.1 can be 

readily modified to accommodate this situation using positive ions having half of a formal charge 

at each of the terminal FL monomers and a single negative charge on PDI.  The modified version 

of Equation 2.1 is shown below.  The energies of PTZ-FLn
+•-PDI-• calculated in this manner are 

given in Table 2. 
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Here, Eox and Ered are, respectively, the oxidation and reduction potentials of the fluorene donor 

and PDI acceptor in a polar solvent with dielectric constant sp, e is the charge of the electron, r1 

= r2 = 4.5 Å are the ionic radii of the FL positive ions bearing one-half of a formal electronic 

charge, r3 = 7.6 Å is the radius of PDI-• bearing a unit formal electronic charge, r12 is the distance 

between the two FL monomers each bearing one-half of a formal electronic charge, r13 and r23 

are the respective distances between these two FL units and PDI-• and εs =2.38 is the static 

dielectric constant of toluene in which the spectroscopy is performed. 

PTZ-FLn-PDI PTZ+•-FLn-PDI-• 
ΔGIP (eV) 

PTZ-FLn
+•-PDI-•

ΔGIP (eV) 
kCS (FS-TA)

(s-1)  
kCS, (TRF) 

(s-1) 
kCR 
(s-1) 

n = 1 1.88 2.56 1.3 x 1010 1.3 x 1010 4.3 x 107 
n = 2 2.00 2.36 1.6 x 109 1.6 x 109 3.4 x 106 
n = 3 2.06 2.22 1.0 x 109 6.3 x 108 1.8 x 107 
n = 4 2.10 2.37 4.2 x 108 3.3 x 108 5.9 x 107 

 

Table 2 Summary of free energies of formation of radical ion pairs calculated as described in the text as well 
as rate constants for charge separation, kCS, and recombination, kCR.  Values of free energies are accurate to 
approximately ±0.1 eV. All values of kCS were measured via femtosecond transient absorption (FS-TA) and 
time resolved fluorescence (TRF).  All values of kCR were measured by nanosecond transient absorption, with 
1-3 measured from PDI-• decay at 720 nm and 4 measured from 3*PDI formation at 455 nm. 
 

 The steady-state optical absorption spectra of PTZ-FLn-PDI (n=1-4), Figure 3, show that 

the PDI chromophore (λmax = 494 nm) 78 is unperturbed by the attached fluorene groups, while 

the absorption at the blue end of the spectra due to the FL oligomer79, 80 red shifts and increases 

in intensity as the bridge length increases.  Note, however, that the incremental red shift 

exhibited by adding additional FL monomers to the oligomer is relatively small following 

addition of the second fluorene, and is already beginning to saturate at n = 4.  The small shift of 
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the absorption maximum for n ≥ 2 mirrors the weak length dependence of the FLn oxidation 

potentials.  Our AM1 calculations indicate that changes in the energies of the LUMOs of FLn 

also contribute to the observed spectral shifts. 
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Figure 3 Steady-state absorption spectra of PTZ-FLn-PDI in toluene. 
 

2.2.2 Charge Separation and Recombination Dynamics 

 PTZ+• and FL+• have been shown to weakly absorb at 520 nm and 630 nm, respectively, 

81 yet both absorptions are obscured by the ground state bleach of PDI.  Consequently, the lack 

of direct spectroscopic evidence for the formation of PTZ+• and thus, for formation of the distal 

radical pair, PTZ+•-FLn-PDI-•, necessitates an examination of model compounds of the type, FLn-

PDI, 5-7, to see if the FLn bridge itself can serve as a donor.  The fluorescence lifetimes of 5-7 as 
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well as their fluorescence quantum yields are all within experimental error of those of PDI 

alone, 4.4 ns and 1.0, respectively.  Thus, electron transfer does not occur in 5-7 leading to 

FLn
+•-PDI-•. 

 One of the products of charge separation, PDI-•, absorbs strongly at 720 nm (ε = 8.0 ×104 

M-1 cm-1) 78, making it a convenient spectral feature to monitor during transient absorption 

measurements.  Charge separation was identified following excitation of 1-4 with 510 nm, 150 fs 

laser pulses by the formation of PDI-• following the initial formation of 1*PDI, which absorbs 

broadly in the same region.  The transient absorption spectra for 2 at 2 and 952 ps after the laser  
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Figure 4 Transient absorption spectra of 2 following a 530 nm, 130 fs laser excitation pulse. 
 

flash are given in Figure 4 and are typical of the time-resolved spectra observed for the series 56.  

At early times, t = 2 ps, the ground state bleach (510 and 550 nm), stimulated emission from 
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1*PDI (620 nm) and absorption from 1*PDI (675-715 nm) are apparent, while at t = 952 ps, 

the band at 720 nm due to the formation of PDI-• is observed.  For 1-3, rate constants measured 

from the rise of the absorption of PDI-•, the decay of 1*PDI stimulated emission, and from the 

recovery of the ground state bleach were averaged to yield the rate constants presented in Table 

2.  For 4, rate constants obtained from the formation of PDI-• were contaminated to a significant 

degree by the absorption of 1*PDI, so that the rate constant reported in Table 2 was obtained only 

from the decay of the 1*PDI stimulated emission and the recovery of the ground state bleach and 

is therefore less accurate than those for 1-3.  For comparison, the charge separation rate constants 

were also obtained using time-resolved fluorescence decay data, and were calculated using the 

expression )/1()/1( 0ττ −= obsCSk , where τ0 = 4.4 ns is the lifetime of 1*PDI, Table 2.  Good 

agreement between TRF and TA is obtained.   

 The distance dependence of the charge separation rate constants measured by TA is 

plotted in Figure 5.  The electron transfer rate kET via superexchange has been shown to follow 

an exponential distance dependence, )(
0

0rr
ET ekk −−= β .  The data points for 2-4 in Figure 5A can 

be fit reasonably well (R2=0.98) to this equation, with β = 0.093 Å-1.  However, the relative 

distance independence that such a small β implies has in the past been shown to be indicative of 

hopping transport 82.  This mode of transport requires the formation of an oxidized bridge, PTZ-

FLn
+•-PDI-•, and the energies to form that state are summarized in Table 2.   The energy barrier 

for charge injection PTZ-FLn-1*PDI → PTZ-FLn
+•-PDI-• can be calculated by subtracting the 

calculated energies of those two states and is 0.35 eV for 1 and drops considerably to 0.15, 0.01, 

and 0.15 for 2-4, respectively.  The barrier for 4 is probably somewhat high due to the 

irreversible nature of Eox for FL4 discussed above.   The large barrier for 1 makes it likely that 
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the superexchange mechanism dominates, but the relatively small barriers observed for 2-4 are 

small enough to allow access to the oxidized bridge state 55, 83.  Strictly speaking, the 

assumptions intrinsic to the simple superexchange model break down when the injection barriers 

are small.  The rate of hopping transport should exhibit a 1/rDA dependence 26.  Plotting the rate 

constants for charge separation vs. 1/rDA, Figure 5B, shows that the experimental data for 2-4 is 

fit well by this model (R2 = 0.99).  Thus it is likely that charge separation within 1 occurs via 

superexchange, while that within 2-4 occurs via hopping.  Charge recombination within PTZ+•-

FLn-PDI-• occurs on the nanosecond time scale and results in the formation of 3*PDI, which 

absorbs at 455 nm 56, as well as repopulation of the singlet ground state.  The formation of 3*PDI 

is a consequence of RP-ISC within PTZ+•-FLn- PDI-• 84 

 A plot of log kCR vs. rDA in Figure 6 shows that the rate for 2 exhibits the initial steep drop 

relative to that of 1 signaling the exponential distance dependence expected from superexchange-

dominated transport in DBA’s.4, 55, 56, 85, 86  In contrast, the charge recombination rates for 3 and 4 

actually increase with distance, to the degree that the longest molecule, 4 recombines slightly 

faster than the shortest one, 1.  We have seen this turn-over behavior before in other systems 55, 

56, although never to this extent.  We attribute this behavior to the near resonance of the energy  
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Figure 5 (A) Plot of log kCS vs. distance, and (B) plot of kCS  vs. 1/distance for photoinduced charge separation 
in PTZ-FLn-PDI in toluene. 
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Figure 6 Plot of rate constant vs. distance for charge recombination of PTZ+•-FLn-PDI-• in toluene. 
 

level of the fully charge separated state, D+•-B-A-•, with that of the D-B+•-A-• intermediate in the 

incoherent charge recombination process.  Such an energetic resonance minimizes the injection 

barrier for moving the hole from the donor to the bridge, resulting in a faster process.  The data 

in Table 2 show that the injection barriers for the charge recombination reaction 

PTZ+•-FLn-PDI-• → PTZ-FLn
+•-PDI-• are reasonably large, 0.68 eV and 0.36 eV for 1 and 2, 

respectively, yet drop to 0.16 and 0.26 eV for 3 and 4, respectively. Once again, the barrier for 4 

is probably somewhat high due to the irreversible nature of Eox for FL4 discussed above. This 

suggests that charge recombination in both 1 and 2 should be dominated by superexchange, 

while that for 3 and 4 should be in the hopping regime because only 3 and 4 have thermally 

accessible bridge occupation.  An alternative explanation for increasing rates as a function of 
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distance lies in a shifting solvent reorganization energy, λS, which lowers the effective 

injection barrier for the longer systems.  However, analysis has shown 87, 88 that in a quadrupolar 

solvent like toluene, λS should be virtually distance independent at the radical ion pair distances 

in 1-4. 

Once the injection barrier for placing positive charge onto the FLn bridge is sufficiently 

low, the electronic structure of FLn
+• plays a key role in propagating the charge through the 

bridge.  The observed changes in the FLn
+• electronic structure are consistent with the 

experimentally observed quinoid geometry that the fluorene cation adopts following oxidation 89.  

Our electronic structure calculations show that the FL-FL dihedral angles are about 37° in the 

ground state, and decrease by about 10-20° in FLn
+•.  These relatively small changes in torsional 

angle most likely occur much more rapidly than the fastest electron transfer rates measured for 

charge separation and recombination in 1-4.  For example, the torsional frequency of biphenyl is 

55 cm-1 90, which implies that small amplitude motions along this coordinate can occur in < 1 ps.   

The nature of the contact between the bridge and charge reservoirs has been shown to be 

of crucial importance in determining charge transport properties of molecules at metal junctions 

91, 92.  In molecular systems, μRP, the transition dipole moment between the initial and final states 

is related to the orbital overlap between those initial and final states 83.  The accumulation of 

charge density on the two terminal FL monomers of the bridge for n ≥ 2 is very favorable for 

efficient coupling to the donor and acceptor groups, and is only accessible after the bridge has 

been oxidized.  The increase in charge recombination rates observed in transitioning from the 

superexchange regime to the hopping regime most likely reflects the efficient coupling imparted 

by the FLn
+• charge distribution. 
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2.2.3 Magnetic Field Effects: Superexchange vs. Hopping 

The charge recombination dynamics of PTZ+•-FLn-PDI-• can be altered by the presence 

of an applied magnetic field.  When the Zeeman splitting induced by the applied magnetic field 

is equal to the singlet-triplet energy gap, 2J, of the radical ion pair, the T-1 state of the radical ion 

pair is resonant with its singlet state.  This results in an increase in the RP-ISC rate, which 

maximizes the 3*PDI population, and in turn minimizes the overall radical ion pair population.  

This minimum in the radical ion pair population in systems related to ours correlates well with 

the maximum in the yield of 3*PDI, and indicates that the triplet recombination pathway 

dominates the singlet pathway 56.  These observations are consistent with the fact that the small 

reorganization energies for charge recombination, approximately 0.6 eV for these molecules in 

toluene 56, put the reaction 1(PTZ+•-FLn-PDI-•) → PTZ-FLn-PDI (ΔG ≅ -2.0 eV) well into the 

Marcus inverted region 7, while the corresponding triplet process 3(PTZ+•-FLn-PDI-•) → PTZ-

FLn-3*PDI (ΔG ≅ -1.0 eV) is closer to the peak of the rate vs. free energy profile, resulting in a 

faster ET process. 

The resonances seen in the plots of 3*PDI population vs. magnetic field strength, Figure 

7, mark the energy level crossing between 1[PTZ+•-FLn-PDI-•], and the T-1 state of 3[PTZ+•-FLn-

PDI-•], where RP-ISC is most efficient, and thus directly yield the singlet-triplet splitting, 2J.  No 

resonance was observed for compound 1, which most likely results from the magnitude of 2J  

 

 

 

 



 48
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7  Plots of the relative yield of 3*PDI vs. magnetic field strength for the indicated molecules in toluene. 
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being larger than the magnetic field that our apparatus can apply (1.2 T).  Measurements of 2J 

have been shown to provide a measure of the electronic coupling for charge recombination via 

superexchange 18, 19, 60 and have been used as a probe of electron transfer mechanism in a number 

of studies.56, 59, 62, 64, 93, 94  Most importantly, the energetic splitting between the singlet and triplet 

states within the radical ion pair arises from an indirect exchange between the two spins made 

possible by their interaction with the bridge.  This superexchange interaction results in a gap 

between the singlet and triplet manifold that is proportional to the square of the magnitude of the 

one-electron coupling,13, 56 DAr
o

2 eVV2J α22 −=∝ . Thus the distance dependence of 2J will parallel 

that of VDA. 

 Fitting the 2J values to an exponential distance dependence yields a good fit (R2=0.99) 

with 2α = 0.27 Å-1, Figure 8.  The observed dependence of 2J on rDA provides further evidence 

that distal radical pair, PTZ+•-FLn-PDI-•, is being formed in all cases.  The increased coupling in 

the radical cation geometries is not seen in the measurement of 2J because the majority of RP-

ISC occurs in the fully separated charge transfer state, before the bridge is oxidized and the 

conformational change occurs.  The decreasing electronic communication between the donor and 

acceptor with distance strongly implies a decreasing contribution of superexchange to the overall 

electron transfer rate in the longer DBA molecules.  Consistent with our charge recombination 

rates, superexchange likely dominates charge recombination in 1 and 2, but is substantially 

diminished in 3 and 4, so that incoherent hopping prevails during recombination for 3 and 4.     
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Figure 8 Logarithmic plot of the spin-spin exchange interaction, 2J, vs. rDA. 
 
 

2.3 Conclusion 

 The electronic structure of fluorene oligomers provides a means to access the wire-like 

incoherent hopping regime for hole transport over long distances at nearly constant bridge 

energy.  This is a consequence of the localization of charge at the two terminal monomers within 

the FLn
+• bridge.  This localization provides excellent electronic coupling between the donor and 

the bridge as well as the bridge and the acceptor.  We are continuing to pursue a rigorous 

understanding of how molecular architecture determines access to the incoherent hopping 

mechanism at long distances.  This understanding is crucial to the exploitation of wire-like 

behavior to make molecular connections between nano-scale devices. 
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2.4 Synthesis  

2,7-dibromo-9,9-dihexyl-9H-fluorene (Br-FL-Br) 

 2,7-Dibromofluorene (1 g, 3.1 mmol), 1-bromohexane (1.26 g, 7.7 mmol), potassium 

hydroxide (730 mg, 13mmol), and potassium iodide (50 mg, 0.3 mmol) were combined 

suspended in 50 ml acetonitrile and heated at 60°C for 24 hours.  The solvent was removed using 

a rotary evaporator.  The crude product was suspended in chloroform, washed with water, dilute 

acetic acid, then twice more with water, and then purified by column chromatography on silica 

using hexanes as the mobile phase to afford (Br-FL-Br) (1.14g, 75%). 1H NMR (CDCL3) δ: 

7.52(m, 2H), 7.43(m, 4H), 1.93(t, J=8.3Hz, 4H), 1.32-1.00(m, 12H), 0.79(t, J=7.1Hz, 6H), 0.59 

(m, 4H) 

10-(7-bromo-9,9-dihexyl-9H-fluoren-2-yl)-10H-phenothiazine (Br-FL-PTZ) 

 Br-FL-Br (800 mg, 1.33 mmol) and phenothiazine (PTZ) (242 mg, 1.2 mmol) were 

suspended in 60 ml toluene and N2 was bubbled through for 20 minutes.  Potassium tert-butoxide 

(136 mg, 1.2 mmol), tris(dibenzylideneacetone)dipalladium(0) (30 mg, 0.26 mmol), and tri-o-

tolylphosphine (100 mg, .33 mmol) were then added and the reaction was heated under nitrogen 

at 90°C for 24 hours.  The solvent was removed by rotary evaporation and the product was 

purified by column chromatography with silica with a 9:1 (V/V) combination of hexanes and 

chloroform to obtain the product, (Br-FL-PTZ) (230 mg, 23%).  M. S. : 610.79 (calcd. 609.21).  

1H NMR (CDCL3) δ:  7.82 (d, J = 8.5Hz, 1H), 7.54 (d, J=8.5Hz, 1H), 7.44 (m, 2H), 7.29 (m, 
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2H), 6.96 (m, 2H), 6.74 (m, 4H), 6.13 (m, 2H), 1.90 (t, J=8.3Hz, 4H)  1.07-1.01 (m, 12H),  

0.79 (t, J= 7.1Hz, 6H), 0.67(m, 4H). 

9,9-Dihexyl-7-phenothiazin-10-yl-9H-fluoren-2-ylamine (PTZ-FL-NH2) 

 Br-FL-PTZ (230 mg, 0.38  mmol) was combined with benzophenone imine (83 mg, 0.46 

mmol) in 5 ml of toluene and N2 was bubbled through the mixture for 20 minutes.  

Tris(dibenzylideneacetone)dipalladium(0) (4 mg, 0.035 mmol), 2,2’-bis(diphenylphosphino)-

1,1’-binaphthyl (BINAP, 7 mg, 0.011 mmol), and potassium tert-butoxide (60 mg, 0.53 mmol) 

were then added and the reaction was heated under N2 at 80°C for 24 hours.  Column 

chromatography with silica and a 1:1 (V/V) mixture of hexanes and chloroform as the mobile 

phase yielded a crude sample of benzhydrylidene-(9,9-dihexyl-7-phenothiazin-10-yl-9H-fluoren-

2-yl), (PTZ-FL-NCPh2).  M. S. : 710.7 (calcd. 710.37).  This crude product was then dissolved 

in 5 ml THF and several drops of HCl were added.  Further chromatography in chloroform 

separated out the benzophenone byproduct and yielded 9,9-dihexyl-7-phenothiazin-10-yl-9H-

fluoren-2-ylamine, (PTZ-FL-NH2) (36 mg, 17% over both steps)  M. S.: 547.9 (calcd. 546.31)  

1H NMR (CDCL3) δ:  7.68 (d, J=8.2Hz, 1H), 7.46 (d, J=8.6Hz, 1H), 7.20(d + s, 2H), 6.92 (m, 

2H), 6.71 (m, 4H), 6.63 (d + s, 2H), 6.15 (m, 2H), 3.79 (br, 2H), 1.83 (m, 4H), 0.99 (m, 12H), 

0.67 (t, 6H, J=7.1Hz), 0.56(m, 4H). 

N-(octyl)-N-(7-phenothiazin-10-yl-9,9-dihexyl-9H-fluoren-2-yl)-(3’,5’-di-t-

butylphenoxy)perylene-3,4:9,10-bis(dicarboximide) (PTZ-FL-PDI) 

PTZ-FL-NH2 (36 mg, 0.066 mmol) and PIA (N-octyl-1,7-bis(3’,5’-di-t-butylphenoxy)-

perylene-3,4-dicarboxyanhydride-dicarboximide was synthesized as reported earlier78). (25 mg, 

0.028 mmol) were combined in 6 ml of DMF with a catalytic amount of zinc acetate, sparged 
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with N2 and set to reflux for 24 hours.  Silica column chromatography was performed with a 

7:3 (V/V) chloroform and hexanes mixture to afford the product, N-(octyl)-N-(7-phenothiazin-

10-yl-9H-fluoren-2-yl)-(3’,5’-di-t-butylphenoxy)perylene-3,4:9,10-bis(dicarboximide) (PTZ-

FL-PDI) (16 mg, 40%) HPLC purification was performed isocratically with a 70:30 V/V 

acetonitrile/chloroform eluent on C-18 reverse phase column (Altex) for spectroscopic samples.    

M. S.: 1441.0 (calcd. 1439.77) 1H NMR (CDCL3) δ:  9.68 (d + d, 2H), 8.65 (d, J=8.4 Hz, 1H), 

8.60 (d, J=8.4 Hz, 1H), 8.35 (s, 1H), 8.32(s, 1H), 7.90(d, J=7.9 Hz),  7.83 (d, J=8.7 Hz, 1H), 7.47 

(m, 1H), 7.36-7.24 (m, 4H), 7.06-6.94 (m, 6H), 6.75 (m, 4H), 6.17(m, 2H), 4.09 (t, J=6.9Hz, 

2H), 2.27 (m, 2H), 1.92 (t, J=7.3 Hz, 4H), 1.73(m, 3H), 1.39-0.96 (m, 62H), 0.68 (t, J=6.9 Hz, 

6H). 

7-Bromo-9,9-dihexyl-9H-fluoren-2-ylamine (Br-FL-NH2) 

2,7 (Br-FL-Br) (3.35 g, 6.8  mmol) was combined with benzophenone imine (1.27g, 7.0 mmol) 

in 50 ml of toluene and N2 was bubbled through the mixture for 20 minutes.  

Tris(dibenzylideneacetone)dipalladium(0) (65 mg, 0.55 mmol), 2,2’-bis(diphenylphosphino)-

1,1’-binaphthyl (BINAP, 7 mg, 0.20 mmol), and potassium tert-butoxide (980 mg, 8.7 mmol) 

were then added and the reaction was heated under N2 at 80°C for 24 hours.  Column 

chromatography with silica and a 1:1 (V/V) mixture of hexanes and chloroform as the mobile 

phase yielded a crude sample of benzhydrylidene-(7-bromo-9,9-dihexyl-9H-fluoren-2-yl)-amine, 

(Br-FL-NCPh2).  This crude product was then dissolved in 10 ml THF and several drops of HCl 

were added.  Further chromatography in chloroform separated out the benzophenone byproduct 

and yielded, Br-FL-NH2 (1.38 g, 48% over both steps) 1H NMR (CDCL3) δ: 7.44 (d, J=7.9Hz, 

1H), 7.38(m, 3H), 6.65(m, 2H), 3.78(s, 2H), 1.86(m, 4H), 1.17-0.99(m, 12H), 0.78(t, J=7.2Hz, 

6H), 0.63(m, 4H). 
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N-(octyl)-N-(7-bromo-9,9-dihexyl-9H-bifluoren-2-yl-)-(3’,5’-di-t-butylphenoxy)perylene-

3,4:9,10-bis(dicarboximide) (Br-FL-PDI) 

Br-FL-NH2 (140 mg, 0.33 mmol) and PIA (157 mg, 0.17 mmol) were suspended in 25 ml of 

quinoline and N2 was bubbled for 20 min.  Phosphorus pentoxide (10 mg) was then added and 

the reaction was heated under N2 at 230°C for 2 days.  After the solution was cooled, the mixture 

was poured onto 125 ml of 18% HCl.  The product was extracted into chloroform and washed 

with water.  The chloroform was removed under reduced pressure and column chromatography 

was performed with chloroform as the mobile phase to yield Br-FL-PDI (98 mg, 43%). M. S.: 

1320.79  (calcd.  1320.65) 1H NMR (CDCL3) δ:  9.60 (d+d[appears as t], 2H), 8.59 (d, J=8.5Hz, 

1H), 8.53 (d, J=8.4Hz, 1H), 8.28(s, 1H), 8.21(s, 1H), 7.70(d, J=8.7, 1H), 7.50 (d, J=7.9, 1H), 

7.41(s, 1H), 7.28(m, 2H), 7.22(m, 2H), 7.17(s, 1H), 6.96(d, J=1.5Hz, 2H) , 6.95(d, J=1.5Hz, 2H), 

4.06(t, J=7.5Hz, 2H), 1.89-1.75(m, 6H), 1.63(m, 3H), 1.32-0.99(m, 58H), 0.78 (t, J=6.8Hz, 4H), 

0.69(m, 4H). 

10-[9,9-Dihexyl-7-(4,4,5,5-tetramethyl-[1,3,2]dioxaborolan-2-yl)-9H-fluoren-2-yl]-10H-

phenothiazine (PTZ-FL-BE) 

PTZ-FL-Br (297 mg, 0.49 mmol), 4,4,5,5-tetramethyl-[1,3,2]dioxaborolane (190 mg, 1.5 

mmol), and triethylamine (152 mg, 1.5 mmol) were added to 10 ml of dioxane and N2 was 

bubbled through the mixture for 20 minutes. 1,1’-bis(diphenylphosphino)ferrocene 

dichloropalladium(II) (complex with dichloromethane, 60 mg, 0.074 mmol) was then added and 

the reaction was heated under N2 at 95°C for 24 hours.  The solvent was removed by rotary 

evaporation and column chromatography in 1:1 hexanes/chloroform yielded PTZ-FL-BE (86 

mg, 27%).  M. S.: 657.6 (calcd. 657.38) 1H NMR (CDCL3) δ: 7.88 (d, J=6.7H, 1H), 7.79(d, 
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J=8.7Hz, 1H), 7.70(m, 2H), 7.28(m, 2H), 6.94(m, 2H), 6.72(m, 4H), 6.14(m, 2H), 1.93(m, 

4H), 1.32(s, 12H), 1.06-0.90(m, 12H), 0.67(t, J=7.0Hz, 6H), 0.57(m, 4H). 

N-(octyl)-N-( 7-phenothiazin-10-yl-9,9,9',9'-tetrahexyl-9H,9'H-[2,2']bifluorenyl-)-(3’,5’-di-t-

butylphenoxy)perylene-3,4:9,10-bis(dicarboximide) (PTZ-FL2-PDI) 

PTZ-FL-BE (260 mg, 0.39 mmol) and Br-FL-PDI (45 mg, 0.034 mmol) were combined in 10 

ml of dioxane with several drops of water and potassium carbonate (41 mg, 0.30 mmol) and 

sparged for 20 minutes.  Tetrakis(triphenylphosphine)palladium (0) (~5 mg, 0.004 mmol), was 

then added and the reaction was heated under N2 at 90°C for 24 hours.  The solvent was removed 

by rotary evaporation.  Column chromatography with a 7:3 chloroform/hexanes mixture yielded 

PTZ-FL2-PDI (29 mg, 48%). M. S.: 1772.6 (calcd. 1772.02) 1H NMR (CDCL3) δ: 9.68(d + d, 

2H), 8.65(d, J=8.6Hz, 1H), 8.61(d, J=8.2Hz, 1H), 8.35(s, 1H), 8.32(s, 1H), 7.89 (d, J=7.8Hz, 

1H), 7.83-7.74 (m, 3H), 7.66-7.57(m, 4H), 7.48-7.28(m, 6H), 6.99(s, 2H), 6.96(m, 2H), 6.74(m, 

4H), 6.18(m, 2H), 4.10(t, J=7.5Hz, 2H), 1.98(m, 6H), 1.84(m, 4H), 1.66(m, 3H), 1.30-0.90 (m, 

70H), 0.70(m, 12H), 0.51(m, 8H).  HPLC purification was performed isocratically with a 65:35 

V/V acetonitrile/chloroform eluent on C-18 reverse phase column (Altex) for spectroscopic 

samples.    

2,7-Bis(4,4,5,5-tetramethyl-1,3,2-dioxaborolan-2-yl)-9,9-dihexylfluorene(BE-FL-BE) 

Br-FL-Br (1.9 g, 3.9 mmol) in 40 ml of THF was put under a N2 atmosphere and cooled to         

-78°C.  After the solution had been cooled, 1.6M n-butyl lithium in hexanes(5.35 ml, 8.56 mol) 

was then slowly added.  2-Isopropoxy-4,4,5,5-tetramethyl-[1,3,2]dioxaborolane (2.38 ml, 11.7 

mmol) was then quickly added, the reaction was allowed to warm to room temperature, and was 

then stirred for 24 hours.  The reaction was then poured over 200 ml of water and extracted into 
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diethyl ether, washed with brine, and dried over magnesium sulfate.  The diethyl ether was 

removed under reduced pressure, and column chromatography was performed with 1:1 

chloroform/hexanes to afford BE-FL-BE (567 mg, 25%).  1H NMR (CDCL3) δ:  7.83 (d, 

J=7.6Hz, 2H), 7.78(s, 2H), 7.74(d, J=7.6Hz, 2H), 2.00 (m, 4H), 1.39 (s, 24H), 1.12-0.94 (m, 

12H), 0.76(t, J=7.1Hz, 6H), 0.56(m, 4H). 

10-[9,9,9',9'-Tetrahexyl-7'-(4,4,5,5-tetramethyl-[1,3,2]dioxaborolan-2-yl)-9H,9'H-

[2,2']bifluorenyl-7-yl]-10H-phenothiazine (BE-FL2-PTZ) 

BE-FL-BE (565 mg, 0.96 mmol) and PTZ-FL-BR (440 mg, 0.72 mmol) were combined in 40 

ml of dioxane with several drops of water and potassium carbonate (200 mg, 1.4 mmol) and 

sparged for 20 minutes.  Tetrakis(triphenylphosphine)palladium(0) (5 mg, 0.004 mmol), was 

then added and the reaction was put at 80°C for 6 hours.  The solvent was removed by rotary 

evaporation.  Column chromatography with a 1:1 chloroform/hexanes mixture yielded BE-FL2-

PTZ (214 mg, 30%).  M. S.: 989.94 (calcd. 989.63) 1H NMR (CDCL3) δ: 7.97 (d, J=7.9, 1H), 

7.87-7.64(m, 9H), 7.38(m, 2H), 7.03(m, 2H), 6.82(m, 4H), 6.26(m, 2H), 2.07(m, 8H), 1.41(s, 

12H), 1.16-0.95 (m, 24H), 0.76(m, 20H). 

N-(octyl)-N-(7-phenothiazin-10-yl-9,9,9',9',9’’,9’’-hexahexyl-9H,9'H,9’’H-

[2,2',2’’]terfluorenyl-)-(3’,5’-di-t-butylphenoxy)perylene-3,4:9,10-bis(dicarboximide) (PTZ-

FL3-PDI) 

PTZ-FL2-BE (214 mg, 0.22 mmol) and Br-FL-PDI (49 mg, 0.037 mmol) were combined in 10 

ml of dioxane with several drops of water and potassium carbonate (30 mg, 0.22 mmol) and 

sparged for 20 minutes.  Tetrakis(triphenylphosphine)palladium(0) (~5 mg, 0.004 mmol), was 

then added and the reaction was heated under N2 at 90°C for 24 hours.  The solvent was removed 
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by rotary evaporation.  Column chromatography on silica gel with an 8:2 chloroform/hexanes 

mixture yielded PTZ-FL3-PDI (43 mg, 55%). HPLC purification was performed isocratically 

with a 60:40 V/V acetonitrile/chloroform eluent on C-18 reverse phase column (Altex) for 

spectroscopic samples.    M. S.: 2105.67 (calcd. 2104.27) 1H NMR (CDCL3) δ: 9.66(d + d, 2H), 

8.65(d, J=8.4Hz, 1H), 8.60(d, J=8.4Hz, 1H), 8.34(s, 1H), 8.30(s, 1H), 7.90(d, J=7.7Hz, 1H), 

7.82-7.75(m, 4H), 7.67-7.57(m, 9H), 7.34-7.18(m, 6H), 6.99(m, 4H), 6.95(m, 2H), 6.75(m, 4H), 

6.18(m, 2H), 4.09(t, J=7.4Hz, 2H), 2.08-1.93(m, 14H), 1.66(m, 3H), 1.32-0.98(m, 82H), 0.70(m, 

30H). 

7,7''-Dibromo-9,9,9',9',9'',9''-hexahexyl-9H,9'H,9''H-terfluorene (Br-FL3-Br) 

FL-FL-FL (255 mg, 0.26 mmol) was dissolved in 1 ml of chloroform.  ~1 mg of ferric chloride 

was added and the solution was cooled to 0°C.  Bromine (43 mg, 0.27 mmol) in 0.5 ml of 

chloroform was then slowly added over 1 hour.  The reaction was then left at room temperature 

overnight.  The reaction was then poured onto 5 ml of water and the product was extracted into 

the chloroform and dried over magnesium sulfate.  Column chromatography in 9:1 

hexanes/chloroform yielded the product, Br-FL3-Br (251 mg, 83%).  M. S.: 1157.11 (calcd. 

1154.59) 1H NMR (CDCL3) δ:  7.83(m, 2H), 7.76(m, 2H), 7.69-7.59(m, 7H), 7.57(s, 1H), 7.52-

7.46(m, 6H), 2.02(m, 12H), 0.79(t, J=6.4Hz, 18H), 0.72(m, 12H). 

10-[9,9,9',9',9'',9''-Hexahexyl-7''-(4,4,5,5-tetramethyl-[1,3,2]dioxaborolan-2-yl)-9H,9'H,9''H-

[2,2';7',2'']terfluoren-7-yl]-10H-phenothiazine (BE-FL3-PTZ) 

Br-FL3-Br (250 mg, 0.22 mmol) and phenothiazine (PTZ) (43 mg, 0.22 mmol) were suspended 

in 10 ml toluene and N2 was bubbled through for 20 minutes.  Potassium tert-butoxide (30 mg, 

0.26 mmol), tris(dibenzylideneacetone)dipalladium(0) (4 mg, 0.034 mmol), and tri-o-



 58
tolylphosphine (12 mg, .040 mmol) were then added and the reaction was heated under 

nitrogen at 90°C for 24 hours.  The solvent was removed by rotary evaporation column 

chromatography with silica with a 7:3 (V/V) combination of hexanes and yielded a crude 

mixture of the desired product, Br-FL3-PTZ, and the disubstituted product, PTZ-FL3-PTZ. 

M.S.: 1275.9 (calcd. 1273.71). This crude mixture, along with 4,4,5,5,4',4',5',5'-octamethyl-

[2,2']bi[[1,3,2]dioxaborolanyl] (140 mg, 0.53 mmol), and potassium acetate (150 mg, 1.53 

mmol)  was dissolved in 5 ml of DMF and sparged with N2 for 20 minutes.  1,1’-

bis(diphenylphosphino)ferrocene dichloropalladium(II) (complex with dichloromethane, 12 mg, 

0.015 mmol) was then added along with extra 1,1’ bis(diphenylphosphino)ferrocene (9 mg, 

0.015 mmol) and the reaction was heated under N2 at 90°C for 24 hours. The solvent was 

removed under reduced pressure and column chromatography with a 1:1 chloroform/hexanes 

mobile phase yielded the product, BE-FL3-PTZ (13 mg, 4.4% over two steps).  M. S.: 1321.94 

(calcd. 1321.88) 1H NMR (CDCL3) δ: 7.90 (d, J=7.7Hz, 1H), 7.79-7.55(m, 14H), 7.33(s, 1H), 

7.30(s, J=7.9Hz, 1H), 6.96(m, 2H), 6.75(m, 4H), 6.18(m, 2H), 2.00(m, 12H), 1.33(s, 12H), 1.09-

0.95(m, 48H), 0.69(m, 30H). 

N-(octyl)-N-(7-phenothiazin-10-yl-9,9,9',9',9’’,9’’,9’’’’,9’’’’,octahexyl-9H,9'H,9’’H,9’’’’-

[2,2',2’’,2’’’’]tetrafluorenyl-)-(3’,5’-di-t-butylphenoxy)perylene-3,4:9,10-bis(dicarboximide) 

(PTZ-FL4-PDI) 

PTZ-FL3-BE (13 mg, 0.0097 mmol) and Br-FL-PDI (13 mg, 0.0097 mmol) were combined in 5 

ml of dioxane with one drop of water and potassium carbonate (2 mg, 0.014 mmol) and sparged 

for 15 minutes.  Tetrakis(triphenylphosphine)palladium(0) (~2 mg, 0.002 mmol), was then added 

and the reaction was heated under N2 at 90°C for 24 hours.  The solvent was removed by rotary 

evaporation.  Column chromatography with a 6:4 chloroform/hexanes mixture yielded PTZ-
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FL4-PDI (9.3 mg, 39%).  HPLC purification was performed isocratically with a 55:45 V/V 

acetonitrile/chloroform eluent on C-18 reverse phase column (Altex) for spectroscopic samples.    

M. S. : 2438.8 (calc’d 2436.52.) 1H NMR (CDCL3) δ: 9.67(d + d, 2H), 8.72(d, J=8.1Hz, 1H), 

8.68 (d, J=8.2Hz, 1H), 8.43 (s, 1H), 8.40(s, 1H), 8.04(m, 1H), 7.97(d, J=8.1Hz, 1H), 7.91-7.81 

(m, 7H), 7.74-7.64(m, 15H), 7.53(m, 1H), 7.42-7.30(m, 4H), 7.09-7.02(m, 6H), 6.82 (m, 4H), 

6.25(m, 2H), 4.17(t, J=7.4Hz, 2H), 2.16-1.98(m, 18H), 1.71(m, 3H), 1.39-1.05(m, 110H), 

0.78(m, 24H). 

9,9-Dihexyl-2-nitro-9H-fluorene (FL-NO2) 

9,9-Dihexyl-9H-fluorene (5.1 g, 15 mmol) was dissolved in 15 ml of acetic acid and put at 60°C 

for 20 minutes.  3.5 ml of nitric acid was then added over 30 minutes.  The mixture was then 

heated at 90°C for 40 minutes, then left to cool over night.  The product was extracted into 

chloroform, washed with water several times, and the solution was evaporated under reduced 

pressure.  Column chromatography was performed in 4:1 hexanes/chloroform to obtain the 

product (5.7 g, 98%). M. S.: (calcd.) 1H NMR (CDCL3) δ: 8.26 (d, J=8.4Hz, 1H), 8.20 (s, 1H), 

7.78 (m, 2H), 7.41(m, 3H), 2.02(t, J=8.3Hz, 4H), 1.14-0.95(m, 12H), 0.75 (t, J=7.0Hz, 6H), 0.57 

(m, 4H).   

9,9-Dihexyl-2-amino-9H-fluorene (FL-NH2) 

FL-NO2 (497 mg, 1.3 mmol) was dissolved in 30 ml ethanol. Palladium (finely divided on 

carbon, 116 mg) was added and the mixture was put under 50 atmospheres H2 for 12 hours.  The 

catalyst was removed via a Celite plug and the ethanol was removed under reduced pressure to 

afford the product in quantitative yield. M. S.: (calcd. )  1H NMR (CDCL3) δ: 7.54 (d, J=7.3, 
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1H), 7.47 (d, J=6.6, 1H), 7.27(m, 2H), 7.19(d, J=8.0, 1H), 6.71(m, 2H), 3.87(br s, 2H), 

1.88(m, 4H), 1.14-0.96(m, 12H), 0.76(t, J=7.1, 6H), 0.62(m, 4H). 

N-(octyl)-N-(9,9-dihexyl-9H-bifluoren-2-yl-)-(3’,5’-di-t-butylphenoxy)perylene-3,4:9,10-

bis(dicarboximide) (FL-PDI) 

FL-NH2 (168 mg, 0.48 mmol), and PIA (44 mg, 0.048 mmol) were combined in 10 ml of DMF 

and N2 was bubbled through the mixture for 20 minutes.  Zinc acetate (~2 mg, 0.014 mmol) was 

added and the reaction was refluxed for 24 hours.  After the solvent was removed by rotary 

evaporation, column chromatography in 7:3 dichloromethane/hexanes yielded FL-PDI (20 mg, 

33%).  M. S.: 1253.9 (calcd. 1242.74) 1H NMR (CDCL3) δ: 9.74(d+d, 2H), 8.71(d, J=8.5Hz, 

1H), 8.67(d, J=8.4Hz, 1H), 7.82(d, J=7.7Hz, 1H), 7.72(m, 2H), 7.53(m, 2H), 7.35(m, 4H), 

7.05(s, 4H), 4.16(t, J=7.1Hz, 2H), 2.33(m, 6H), 1.95(m, 3H), 1.37-1.22(m, 58H), 0.89(m, 6H), 

0.75(m, 4H). 

2-Bromo-9,9-dihexyl-9H-fluorene (Br-FL) 

2-Bromofluorene (1.25 g, 5.1 mmol), n-bromohexane (1.9 ml, 13.7 mmol), potassium hydroxide 

(1.25 g, 22 mmol) and potassium iodide (70 mg, 0.4 mmol) were combined in 150 ml of 

acetonitrile and heated at 60°C for 24 hours.  The solvent was then removed by rotary 

evaporation, and the residue was dissolved in chloroform, washed with water, dilute acetic acid, 

then twice more with water and dried over magnesium sulfate.  Column chromatography in 

hexanes yielded Br-FL (1.3 g, 60%). M. S.: (calcd. 412.18) 1H NMR (CDCL3) δ:7.66 (m, 1H), 

7.55(m, 1H), 7.44(m, 2H), 7.32(m, 3H), 1.93(t, J=8.0Hz, 4H), 1.15-0.98 (m, 12H), 0.77(m, 6H), 

0.59(m, 4H). 

2-(9,9-Dihexyl-9H-fluoren-2-yl)-4,4,5,5-tetramethyl-[1,3,2]dioxaborolane (FL-BE) 
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FL-Br (0.72 g, 1.7 mmol), 4,4,5,5,4',4',5',5'-octamethyl-[2,2']bi[[1,3,2]dioxaborolanyl] (680 

mg, 2.57 mmol), and potassium acetate (750 mg, 7.7 mmol)  was dissolved in 15 ml of DMSO 

and sparged with N2 for 20 minutes. 1,1’-bis(diphenylphosphino)ferrocene dichloropalladium(II) 

(complex with dichloromethane, 180 mg, 0.225 mmol) was then added along with extra 1,1’ 

bis(diphenylphosphino)ferrocene (45 mg, 0.075 mmol) and the reaction was heated under N2 at 

90°C for 24 hours.  The solvent was removed under reduced pressure and column 

chromatography with a 3:2 chloroform/hexanes mobile phase yielded the product, FL-BE (600 

mg, 75%). M. S.: 460.90 (calcd. 460.35) 1H NMR (CDCL3) δ: 7.81 (d, J=7.5Hz, 1H), 7.72(m, 

3H), 7.32(m, 3H), 1.98 (m, 4H), 1.39(s, 12H), 1.12-0.97(m, 12H), 0.72(t, J=7.2Hz, 6H), 0.58(m, 

4H). 

N-(octyl)-N-(9,9,9',9'-tetrahexyl-9H,9'H-[2,2']bifluorenyl-)-(3’,5’-di-t-

butylphenoxy)perylene-3,4:9,10-bis(dicarboximide) (FL2-PDI) 

FL-BE (137 mg, 0.30 mmol) and Br-FL-PDI (45 mg, 0.034 mmol) were combined in 10 ml of 

dioxane with several drops of water and potassium carbonate (41 mg, 0.30 mmol) and sparged 

for 20 minutes.  Tetrakis(triphenylphosphine)palladium(0) (5 mg, 0.004 mmol), was then added 

and the reaction was heated under N2 at 90°C for 24 hours.  The solvent was removed by rotary 

evaporation.  Column chromatography with a 7:3 chloroform/hexanes mixture yielded FL2-PDI 

(23 mg, 43%).  M. S.: 1575.97 (calcd. 1574.99) 1H NMR (CDCL3) δ:  9.75 (d + d, 2H), 8.72 (d, 

J=8.3 Hz, 1H),  8.68 (d, J=8.3 Hz, 1H), 7.87(s, 1H), 7.82(s, 1H), 7.79(d, J=7.9Hz, 1H), 7.74(d, 

J=7.0Hz, 1H) 7.68-7.60(m, 5H), 7.39-7.27(m, 7H), 7.06(m, 4H), 4.17(t, J= 7.7Hz, 2H), 2.03(m, 

10H), 1.74(m, 3H), 1.38-1.05(m, 70H), 0.78(t, J=6.9Hz, 12H), 0.51(m, 8H). 

7-Bromo-9,9,9',9'-tetrahexyl-9H,9'H-[2,2']bifluorenyl (Br-FL-FL) 
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Br-FL-Br (5.1 g, 10.4 mmol) and FL-BE (1.6 g, 2.94 mmol) were combined in 90 ml of 

dioxane with several drops of water and potassium carbonate (406 mg, 2.94 mmol) and sparged 

for 20 minutes.  Tetrakis(triphenylphosphine)palladium(0) (10 mg, 0.008 mmol), was then added 

and the reaction was heated under N2 at 90°C for 24 hours.  The solvent was removed by rotary 

evaporation.  Column chromatography with a 1:9 chloroform/hexanes mixture yielded Br-FL-

FL (822 mg, 37%). M. S.: 744.44 (calcd. 744.43) 1H NMR (CDCL3) δ: 7.78(m, 3H), 7.72-

7.59(m, 5H), 7.50(m, 2H), 7.37(m, 3H), 2.04(m, 8H), 1.19-1.03 (m, 24H) 0.79(m, 12H), 0.73(m, 

8H). 

4,4,5,5-Tetramethyl-2-(9,9,9',9'-tetrahexyl-9H,9'H-[2,2']bifluorenyl-7-yl)-

[1,3,2]dioxaborolane  (BE-FL-FL) 

Br-FL-FL (820 mg, 1.1 mmol), 4,4,5,5,4',4',5',5'-Octamethyl-[2,2']bi[[1,3,2]dioxaborolanyl] 

(571 mg, 2.2 mmol), and potassium acetate (641 mg, 6.5 mmol) were added to 15 ml of DMSO 

and N2 was bubbled through the mixture for 20 minutes.  1,1’ bis(diphenylphosphino)ferrocene 

dichloropalladium(II) (complex with dichloromethane, 49 mg, 0.06 mmol) was then added along 

with extra 1,1’ bis(diphenylphosphino)ferrocene (35 mg, 0.06mmol) and the reaction was heated 

under N2 at 95°C for 24 hours.  The solvent was removed by rotary evaporation and column 

chromatography in 1:1 hexanes/chloroform yielded BE-FL-FL (121 mg, 14%).  M. S.: 792.82 

(calcd. 792.60) 1H NMR (CDCL3) δ: 7.77-7.64(m, 6H), 7.56(m, 4H), 7.27(m, 3H), 1.97(m, 8H), 

1.06-0.94 (m, 24H), 0.62(m, 12H), 0.62(m, 8H). 

N-(octyl)-N-(9,9,9',9',9’’,9’’-hexahexyl-9H,9'H,9’’H-[2,2',2’’]terfluorenyl-)-(3’,5’-di-t-

butylphenoxy)perylene-3,4:9,10-bis(dicarboximide) (FL3-PDI) 
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FL2-BE (120 mg, 0.15 mmol) and Br-FL-PDI (50 mg, 0.04 mmol) were combined in 10 ml 

of dioxane with several drops of water and potassium carbonate (21 mg, 0.15 mmol) and sparged 

for 20 minutes.  Tetrakis(triphenylphosphine)palladium(0) (5 mg, 0.004 mmol), was then added 

and the reaction was heated under N2 at 90°C for 24 hours.  The solvent was removed by rotary 

evaporation.  Column chromatography with a 7:3 chloroform/hexanes mixture yielded FL3-PDI 

(46 mg, 60%). M. S.: 1908.16 (calcd. 1907.24) 1H NMR (CDCL3) δ: 9.75 (d + d, 2H), 8.72 (d, 

J=8.3 Hz, 1H),  8.68 (d, J=8.3 Hz, 1H), 8.43 (s, 1H), 8.40(s, 1H), 7.88(d, J=8.0Hz, 1H), 7.83(m, 

3H), 7.79(d, J=7.8Hz, 1H), 7.75(d, J=7.1Hz, 1H), 7.68-7.63 (m, 4H), 7.39-7.28(m, 9H), 7.06(m, 

4H), 4.17 (t, J=7.6Hz, 2H), 2.15-1.98 (m, 14H), 1.74(m, 3H), 1.38-1.04(m, 82H), 0.77 (m, 30H). 
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Chapter 3 Temperature Dependence of Charge Separation Through 

Fluorene Oligomers: An Ideal System for Studying Charge Tranfer 

Mechanisms 
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3.1 Introduction 

 The nature of how charge is propagated through molecular materials is at the heart of 

molecular electronics3, 95 as well as being of fundamental importance in the design of organic 

photovoltaic devices and light emitting diodes96-98 and understanding the mechanism of the 

photosynthetic reaction center.4, 99  Intrinsically, such charge transfer processes challenge our 

understanding of fundamental charge dynamics in molecular systems and numerous 

investigations spanning many decades have examined this question, frequently using two redox 

centers covalently bound to the bridge group that is under study.  These bridge groups can be 

generally classified into three categories, σ-systems,21, 100 linear π-systems55, 56, 101-103 and 

cofacial π-systems, of which DNA is the most heavily studied.104  Due to their smaller HOMO-

LUMO gaps and consequently more energetically accessible orbitals, π-systems have shown the 

greatest potential for long distance charge transfer.  This trend is consistent with McConnell’s 

relation,20  
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where Vij are matrix elements between different sites (D, donor, A, acceptor), Ei is the energy of 

a particular site, and N is the number of bridge sites, which shows the importance of energetic 

resonance conditions.  McConnell’s relation also suggests an exponential decay of the charge 

transfer rate, kCT, as a function of distance between the redox centers.21  A parameter, β, is 

typically used to describe that decay 

     r
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where r is the redox center/redox center distance and has been the object of many 

experimental and theoretical studies.21, 95  However, McConnell’s relation is a perturbative 

expression and fails for small energy gaps.  In this regime the bridge orbitals are expect to take 

on a more active role in the transfer process than simply acting as virtual states in a 

superexchange type reaction.  Actual occupation of bridge sites and transfer among them, giving 

thermally activated hopping transport, is characterized by a much weaker distance dependence 

and can provide efficient long distance charge transfer.51 

 The conditions for transition between superexchange and hopping transport have been of 

particular theoretical22, 23, 26, 105, 106 and experimental interest.55, 56, 101, 107  Typically, one increases 

the number of repeat units of an oligomeric bridge to evaluate the distance dependence of kCT.  

However, this approach has been repeatedly complicated by other system parameters that change 

as a function of bridge length, including bridge oxidation (or reduction) potential55, 56 and 

conformational stability.  The latter issue has been particularly evident in the temperature 

dependence of kCT in linear π-systems which frequently demonstrated negative activation 

energies.101, 108  This complex temperature dependence suggests the existence of additional rate 

processes that may occlude an analysis of the transition from superexchange to hopping. 

 In the last chapter, we detailed the use of an oligomeric fluorene bridge as a means to 

avoid large changes in bridge oxidation potential as a function of bridge length because the 

oligomers exhibit relatively static oxidation potentials.48, 101, 109  In this chapter we add to that 

study by presenting the temperature dependence of kCT, and show that these molecules exhibit 

temperature dependence that is well described by the semi-classical Marcus equation.  As a 

consequence of their thermal and energetic uniformity, they are ideal candidates for exploring 

the transition from superexchange to incoherent hopping.  We will then show that their observed  
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Figure 9 Structure of Fluorene D-B-A molecules 
 

behavior as a function of distance is consistent with current models of thermally activated 

hopping and clarify the distance dependence in the weak decay limit.     
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emitters for OLED’s.110  When coupled with measurements of energy transfer,111 charge 
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3.2 Results and Discussion 

3.2.1 Variable Temperature Transient Absorption 

 The oligomers were prepared with a phenothiazine (PTZ) hole acceptor and a 

perylenediimide (PDI) hole donor, Figure 9.  Selective photoexcitation of the PDI component at 

532 nm with 150 fs pulses produces the locally excited state, 1*PDI (broad absorption at 715 nm), 

which dominates the transient absorption spectra at early times, Figure 10.  Intramolecular 

charge transfer produces the distal radical ion pair, PDI•--FLn-PTZ•+.  Formation of the charge 

transferred state can be monitored by the quenching of 1*PDI which can be inferred from decay 

of the excited state absorption feature or decay of the stimulated emission feature (610 nm).   

  

  

 

 

 

 

 

 

 

 

Figure 10 Transient absorption spectra of 1 in toluene with 532 nm excitation at A) 300 K and B) 210 K 
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Charge transfer can also be monitored directly as the transient absorption of the anion, PDI•-, 

which appears as a sharper feature (725 nm) overlapping with the more broad transient 

absorption of PDI1*, Figure 10A. 

 Transient absorption studies were conducted on 1-3 in toluene over a range of 

temperatures.  Charge separation kinetics were taken at 725 nm (absorption of PDI•-).  For 1 and 

2, all observed kinetics were monoexponential.  For 3, kinetics consistently showed a small fast 

(4-13%, 50 ps) component.  For our analysis, this component was kept constant for all 

temperatures.  The rate, kCT, is seen to decrease monotonically with temperature over the range 

studied.  To analyze the temperature dependences of the rates we use the semi-classical Marcus 

equation117 in the non-adiabatic limit,15  
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=Δ .  Use of Equation 3.3 in the adiabatic limit (no T dependence in 

prefactor) yields a marginally worse fit.  Employing a functional form of Equation 1, kCT=AT-

1/2exp(-Ea/kT),  we plot 1/T versus kCTT1/2
 on a natural logarithm scaled plot for 1-3 in Figure 3.  

Crucial parameters can be easily extracted from the slope and intercept, are summarized in  

Table 3, and are further discussed below.   

3.2.2 Aggregation 

 Our accessible temperature range for 2 and 3 is limited by two factors:  charge transfer 

yield and inhomogeneous broadening of the anion spectral feature.  The decline in yield is 

consistent with a temperature independent fluorescence lifetime of unsubstituted PDI of 4.4 ns:  
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as temperature is dropped, kCT slows and becomes comparable with the fluorescence lifetime, 

and the correspondingly lower yield of anion becomes more difficult to resolve from the broad 

overlapping 1*PDI transient absorption.  However, this reduction of yield alone cannot account 

for the broadening of the anion feature, Figure 10B.  Additionally, the stimulated emission 

feature is also significantly reduced at lower temperatures, Figure 10B. 

 Steady-state absorption in the same range of temperatures, Figure 12, shows significant 

changes from the room temperature spectra.  These changes are a result of the exciton 

coupling118 that accompanies aggregation, and have been seen before in many other PDI-

derivatives.98, 119  The loss of the stimulated emission is also consistent with aggregation-  

 

 

 

 

 

 

 

 

 

Figure 11 Semilogarithmic plot of kCTT1/2 vs 1/T for 1-3 and linear fits 
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symmetry forbidden from radiatively decaying back to the ground state in the absence of 

significant vibronic coupling.  The aggregation also broadens the anion transient absorption 

feature,119 likely as a result of multiple similar conformations (inhomogeneous broadening), 

making the anion more difficult to resolve from excited state absorption.  Interestingly, kCT 

shows no deviation from linearity even through the onset of aggregation.  This insensitivity to 

aggregation was also seen previously,119 and likely stems from the effect of a lower excited state  

 

 

 

 

 

 

 

 

 

 

 

Figure 12 Steady-state UV-vis absorption of 2 in toluene over a range of temperatures showing evidence of 
exciton coupling 
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energy, because of the rapid conversion to the lower exciton state, being compensated for by a 

lower ion pair energy, because of the additional stabilization in the aggregate.  

3.2.3 Rate Analysis 

 Examination of Figure 11 shows kCT to be well described by Equation 3.3 over the region 

studied.  This behavior is in stark contrast with highly non-monotonic behavior observed in 

similar systems,101, 108 in some cases over a comparable temperature range.  While the 

broadening mentioned above results in only a limited range of temperatures being accessible, 

more than enough temperature points are available to allow determination of the parameters of 

Equation 3.3 in the vicinity of room temperature, which are summarized in Table 1, and to 

establish behavior at room temperature as being activated.   

 Possessing more information about the temperature dependence of kCT, we can reinterpret 

the length dependence of kCT, presented in Figure 5A.101  The energetic barrier to charge carrier 

bridge occupation has been calculated to be approximately 0.1-0.2 eV101 using Weller’s 

estimation of the energy of a pair of charges embedded in a dielectric continuum.13  This value is 

very close to the value of 0.2 eV reported123, 124 for bridge occupation in DNA A-tracks125 of the 

form, GAn.  Bixon and Jortner105 have analyzed thermally induced hopping transport in A-tracks 

produced by Giese and coworkers,107 using a classical kinetic model,  

+−+−+− ⎯→⎯⎯⎯⎯ →←⎯⎯⎯⎯ →← − ABBDtk
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kk
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/
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*   (3.4)  

where k1 and k-1 refer to the rates of the charge carrier shifting on and off of the bridge from the 

hole donor, k is the rate of hopping between bridge sites, and kt is the rate of the hole shifting 

onto the final hole acceptor.  This last process is assumed to be irreversible due to fast relaxation 
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in the dense vibronic quasicontinuum of the lower energy final hole acceptor.14  The classical 

form of 3.4 is used instead of a quantum mechanical expression because of the rapid dephasing 

that occurs at each individual bridge site, a consequence of the finite and non-vanishing amount 

of time the charge resides on each bridge25 and coupling to each bridge’s own vibronic density of 

states.24  Bixon and Jortner’s expression for the rate of accumulation of charge at the final 

acceptor is  
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where N is the number of bridge sites.   

 When analyzed in the limit of kt>>k-1,k>>k1 (slow population of the bridge, fast transfer 

to the hole acceptor), one gets 

    
N

kk
k
CNkCT

1

11

')(

−−
+

=      (3.6) 

Where )/1/(' 11 kkkC −−= .  However, large scale motions required of the PTZ suggest that shift 

of the carrier onto the hole acceptor, kt, may be rate limiting.   In addition, the equilibrium angle 

between two fluorene units is considerably less than the angles between a fluorene unit and a 

hole donor or acceptor.101  Consequently, a more accurate limit may be k>>k-1,kt,k1, in which 

case the expression reduces to  
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Where )/('' 11 −+= kkkkC tt .  Both of these forms are very similar to forms derived by Segal, 

Nitzan, and coworkers,106 who also predicted a 1/(a+bN) form.  However, all of these 

expressions appear very different from the monoexponential form of Equation 3.2.  But in the 

limit of small β, Equation 3.2 can be Taylor expanded to low order and approximated as       
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where a is the length of a bridge monomer in Å. 

 Depending on the relative rates in Equation 3.8 as well as the specifics of the system, 

charge carrier occupation of the bridge can be directly probed spectroscopically126 or implied by 

a delay between the appearance of one ionized redox center and the other.127  However, in the 

absence of these signatures, the relation in Equation 3.8 shows that distance dependence alone is 

insufficient to distinguish between superexchange and thermally activated hopping because both 

mechanisms show such similar distance dependencies in the slowly-decaying regime.  The very 

small β values that are measured in some cases (in this case 0.09 Å-1) and the necessarily small 

energy gaps that are required in these cases strongly imply that transfer is being dominated by 

thermally activated hopping.  Analsysis of the distance dependence using Equations 3.6 or 3.7 

yields a β value of 0.06 Å-1, very similar to the value of 0.09 Å-1 using Equation 3.2.    

3.3 Conclusion 

 In summary, we have presented the temperature dependence of charge separation, kCT, in 

fluorenes oligomers covalently bound to a hole donor and hole acceptor.  This temperature 

dependence was well described by the semi-classical Marcus equation in the non-adiabatic limit 

and showed positive activation energies.  This simple description as well as static redox 
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potentials make fluorene oligomers an ideal system to explore the shift in mechanism from 

superexchange to hopping.  Analysis based on Bixon and Jortner’s kinetic model is in agreement 

with the soft exponential distance dependence that is experimentally observed.  Further analysis 

of this model suggests that distance alone cannot distinguish between superexchange and 

hopping, although small energy gaps strongly imply the latter.   
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Chapter 4 Scaling Laws for Charge Transfer in Multiply Bridged 

Donor/Acceptor Molecules in a Dissipative Environment 
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4.1 Introduction 

 The search for vectorial charge and excitation transfer in molecules and nanostructures is 

motivated by advances in the design of molecular electronic and photonic devices,3 insights into 

the microscopic processes in photovoltaics,1 and furthering our understanding of photosynthesis.4  

Studies in this last category have shown that multiple spatial pathways may contribute to the 

overall charge and exciton transfer rates.6, 37-39  The explanation of observed experimental rates 

advanced in some of these studies demands that coherences exist among different and not 

necessarily proximal spatial pathways.  However, the nature of the environment surrounding 

these paths will determine whether those coherences can survive.47, 50  Consequently, rules 

governing the additivity of multiple spatial pathways for charge and exciton transfer, rules that 

include a dissipative environment, must be addressed.  Beyond charge and exciton transfer in 

proteins, conductance measurements on self-assembled monolayers of molecules implicitly 

involve measurements on many molecules simultaneously, and any kind of extrapolation 

regarding the behavior of a single molecule must be made very carefully.  Conductance 

measurements on molecules in mechanically produced break junctions often result in integer 

multiples of some unit of molecular conductance,128 implying additive contributions from 

multiple molecules.      

 Several theoretical efforts have examined the additivity of multiple spatial molecular 

conduction channels.  Lang and Avouris,129 and Yaliraki and Ratner31 concentrated on 

“crosstalk” interactions between contributing molecules while Larsson,130 and Magoga and 

Joachim131 looked at scaling laws for transport through multiple equivalent spatial pathways.  

Magoga and Joachim predicted that as the number of spatially distinct pathways (N) increased, 
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the conductance should increase either linearly or quadratically (with N), depending on the 

system connectivity.  If the molecules were each individually connected to the leads, the linear 

law would apply, whereas if the molecules were connected by some molecular node before 

connecting to the lead, the quadratic law would apply.  Several efforts in a number of different 

experimental test beds have demonstrated a linear dependence, although some deviations 

appeared with large N.128, 132, 133  

 All of these theoretical studies investigated the coherent limit.  However, the environment  

is known to cause the system to lose coherence, 47, 50 and previous studies have shown that 

interference can be significantly affected by a dissipative environment.57, 134, 135  When applied to 

transport in Donor-Bridge-Acceptor (D-B-A) molecules, the inclusion of dephasing enables the 

operation of a new and qualitatively different transport regime:  the incoherent or hopping 

transport mechanism.  Calculations predicted different length dependencies for the purely 

coherent superexchange mechanism and the incoherent mechanism,22, 26, 106, 136 predictions that 

were later borne out experimentally.55, 56, 101, 137  The aim of this report is to make similar 

predictions about the dependence on N of superexchange and incoherent transport, and to 

explore more generally how decoherence affects the role of multiple spatial pathways in charge 

transfer in D-B-A molecules. 

4.2 Method  

Our calculation utilizes a simple and purely electronic138 tight-binding Hamiltonian which 

completely defines the system connectivity.  D and A sites are taken to be 
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Figure 13 Connectivities of multiple spatial pathway Donor-Bridge-Acceptor systems.  The red (bridge) and 
blue (node) sites are energetically degenerate.  The numbers denote the sites.   
 

degenerate and define the zero energy level of the system.  All bridge sites are taken to be ω 

above the D and A sites in energy.   All couplings are of magnitude V.  Following the approach 

of Bixon and Jortner, an absorbing boundary condition (an energy width of magnitude κ, with 

κ~1/T1) simulates the final deposition of a charge carrier within the vibrational manifold of the A 

site causing irreversible, as opposed to oscillatory, charge transfer.139   

 Equations of motion (EOM) are expressed using the density matrix formalism with 

dynamics determined by the quantum-Liouville equation.   
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of solution entails forcing the system to reach a non-trivial steady state (SS) followed by 

relating the flux through the system at this SS to the rate from the IVP.15  More specifically, the 

terms describing the dynamics of the D site are modified so that the population remains constant.  

This constant population keeps the system from reaching a trivial SS by replenishing population 

lost via the absorbing boundary condition.  There are two ways of executing this modification:136  

one method (termed “constant population”) involves modifying only the EOM of the diagonal 

elements of the density matrix (ρ) while the other (termed “constant amplitude and phase”) also 

involves modification of the EOM of the coherences associated with the D site.  We want to 

emphasize that our use of this forced SS method is to simplify solving our IVP, and so the latter 

method is chosen because of better agreement with the solution of the IVP.  Conditions for 

agreement between the SS and IVP methods have been addressed previously106 and will be 

further discussed below.  Related approaches have been used previously to look at charge 

transfer rates in D-B-A systems,26, 106, 136 most recently in multiple spatial pathway systems135 

and dendrimers.140  All EOM are given in the final section of this chapter. 

 Pure dephasing is added to the calculation by modulation of the EOM for the coherences 

in the density matrix linking the various sites.  We use the term “pure dephasing” to include any 

elastic process that destroys phase relationships within the wavefunction of the charge carrier as 

it passes through the sites of the system without directly affecting the populations.48,47  When 

applied to an ensemble of molecules, signals that rely on a coherent sum from members of the 

ensemble decay, often exponentially, with some characteristic time constant, called T2 in 

magnetic resonance literature.  However, the concept can also be applied to just a single member 

of an ensemble where the density matrix, instead of providing statistical information about the 

ensemble, reflects uncertainty in our knowledge about the state.  We include pure dephasing by 
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adding to the EOM for the coherences, ρij, i≠j, a decay term first order in ρij with rate constant γ, 

where essentially, γ=1/T2
*.  It is then apparent that dephasing over time converts the pure state 

(with maximum coherence jjiiij ρρρ =
) to a statistical mixture of diabatic states (with 

vanishing coherence).  This form of dephasing, affecting only the off-diagonal elements of ρ, 

arises from fluctuations in the energy levels of the diabatic states, and is caused by shifts in the 

diagonal elements of the Hamiltonian.  Skinner and Hsu have derived the first order rate process 

form of pure dephasing using both quantum mechanical and stochastic formulations.50    For a D-

B-A molecule in solution, vibrational interaction with the solution bath and intramolecular 

vibrations will likely be the dominant contributions.  Ignoring small fluctuations in the off-

diagonal elements of the Hamiltonian is valid in the weak electronic coupling regime.46  The 

value of γ (1/T2
*) and its temperature dependence will depend on vibrational coupling50 as well 

as the spectral density of the bath.46, 49  Assumption of a Markovian bath with vanishing 

correlation time yields the familiar Redfield picture.141  EOM of the off diagonal elements of ρ 

have contributions from both pure dephasing and relaxation, consistent with the Bloch relation,  

     1
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 In our model the diabatic states are part of an electronic site basis.  Consequently, 

dephasing results in a loss of the wavefunction’s ability to spread over multiple sites, and 

localization ensues.  Pure electronic dephasing rates of chromophores have been reported over a 

range of values, with coherence lifetimes T2
* >> 10 ps (γ << 3 cm-1) at liquid helium 

temperatures, and T2
*< 0.1 ps (γ >  300 cm-1) projected for chromophores in solution at room 

temperature.51   The rates are measured using spectral hole burning, photon echo or resonance 
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Raman techniques amongst others.53  More recently, two color photo echo techniques have 

explored the dephasing time between non- degenerate chromophores and even suggested that a 

protein sheath might play a role in preserving coherences.52, 142  The many solution studies of 

chromophores show electronic dephasing times loosely clustered in the range given above,53 

suggesting these are good values for a “typical” chromophore, although future two color 

experiments are necessary and should show the inter-chromophore dephasing rate to be sensitive 

to the vibronic coupling between chromophores and solvent and the solvent’s vibrational spectral 

density.51, 53, 54, 143, 144  The lifetime of the coherence between a fully occupied state and a weakly 

occupied state (although not yet a virtual state, which would have no dephasing based on 

Büttiker-Landauer tunneling time arguments25) is a more subtle issue and is currently under 

theoretical investigation.   Rational modulation of the electronic dephasing time could possibly 

be effected by altering the magnitude of solvent induced energetic fluctuations and correlation 

times which could be accomplished by varying solvent dipole moment, viscosity, and 

temperature.      

 The concept of a participation ratio (PR) has been introduced145 to give a measure of the 

delocalization of the wavefunction and recently applied146, 147 in the context of electron transfer.  

Mukamel and coworkers148, 149 have adapted the PR concept for the density matrix and used it as 

a measure of the coherence length.  They define two quantities, the population participation ratio 

(PPR)    
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and the coherence participation ratio (CPR) 
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The PPR ranges from 1 to N and gives a measure of the number of sites at which the charge 

carrier is likely to be found.  The CPR reflects the strength of the phase relationships between 

those sites and is indicative of delocalization.  

4.3 Results 

4.3.1 Rate Ratios 

 We begin by examining the system geometries shown in Figure 13, in the coherent limit.  

In the highly non-resonant regime, with ω>>V,κ (variables defined in the above text), we 

determined the analytical solutions for the rate constant of ET to take the form 
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where the charge transfer rate constant is seen to vary as the square of the number of pathways 

(N).  The rate expression’s dependence on L, the number of linear bridge units, has been 

discussed previously.26   
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Figure 14 Rate ratios for the 2 
(blue line) and 3 (red line) 
path systems, absolute rate 
for the 1 path system (black 
line) calculated with the 
enforced SS, and comparison 
with that rate calculated as an 
IVP (black circle).  The 
above values were calculated 
for increasing dephasing on 
the red and blue sights (A), 
just the blue sites (B), and 
just the red sites (C).   
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Magoga and Joachim131 have predicted this quadratic dependence (on N) for systems that 

converge to single molecular nodes before coupling to the band structure of an electrode. 

 The calculated ratio of the rates for the N-pathway system to the single pathway system is 

plotted in Figure 14.  The value of ω, the B energy gap, of 8000 cm-1 (1 eV) is consistent with a 

small aromatic bridge, while the V coupling between sites, 500 cm-1, corresponds to a typical 

coupling between individual phenyl rings.  The decay rate from the A site, κ, is set at 400 cm-1, 

following previous investigations.106  The small deviations from the N2 limit on the left hand side 

of the plots are indicative of the relatively weak but finite dephasing as well as not being 

completely in the highly non-resonant regime.  The absolute rate for the linear system (N=1) is 

shown for comparison. 

 Dephasing is initially added to the EOM for all of the coherences involving B (red and 

blue) sites, Figure 14A.  As the dephasing rate is increased, the rate ratios for the multiple 

pathway structures decrease and ultimately converge to unity.  In contrast, the absolute rate of 

the linear system increases with γ (until γ ≈ ω), as shown previously.26  Pure dephasing opens up 

an additional incoherent transport channel that quickly overwhelms the superexchange channel.  

This incoherent channel is seen to be independent of N, the number of pathways.  Just as the shift 

from superexchange to incoherent transport results in a different length dependence for ET, this 

same shift also results in a different dependence on the number of spatial pathways.      

 Modulation of the system parameters leaves Figure 14 qualitatively unchanged.  

Decreasing ω makes the rate ratio less sensitive to γ.  This is consistent with earlier work,26 as a 

smaller energetic barrier enhances the contribution of the coherent channel to a greater extent 

than it enhances the incoherent channel, allowing the coherent limit of the rate ratio to survive 



 86
over a larger range of dephasing strengths.  Modulation of V distorts the shape of the rate ratio 

curve, but the coherent and incoherent ratio limits are preserved, as long as the system remains in 

the highly non-resonant regime.  Changing κ has minimal effect, as long as κ remains small 

compared to ω.       

4.3.2 Initial Value Problem 

 To verify that the SS method returns the correct solution to the IVP, we also solved the 

IVP directly for several values of γ.  These values are also seen in the rate ratio plots (for N=1) 

and show good agreement with the SS method.  At higher values of γ the IVP rates become 

multiexponential and the rate calculated by the SS method may become irrelevant.  As discussed 

by Segal, Nitzan, and coworkers,106 the conditions for the system attaining a monoexponential 

decay (and thus agreeing with the SS method) entail the system reaching a pre-equilibrium very 

quickly compared to the total population decay.  If the system can attain this pre-equilibrium fast 

enough, the multi-site system behaves essentially as a single carrier reservoir and obeys first 

order kinetics.  This situation is similar to SS approximation behavior in simple classical 

chemical kinetics.  

 Previous studies of the influence of pure dephasing on ET have shown that the 

representation56, 130, 150  in which dephasing is introduced can significantly influence the transport 

behavior.  In the limit of extremely fast decoherence, these different representations correspond 

to different environment-induced super selection (einselection) operations, resulting in different 

“pointer states” being available for measurement.151  Consequently, we varied the dephasing 

behavior within the site basis, dephasing on just the nodes (the blue sites in Figure 13), Figure 

14B, and dephasing on just the degenerate bridge sites (the red sites in Figure 13), Figure 14C.  
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Dephasing on the nodes yields nearly identical behavior as dephasing on all of the B sites.  

However, dephasing only on the degenerate bridge sites yields qualitatively different behavior.  

Instead of converging to unity, the rate ratios converge to N.  Magoga and Joachim131 predicted a 

linear dependence on N for molecular junctions where multiple molecular pathways connected 

with the electrode without connecting first via a molecular node, while a linear dependence was 

also observed in several experimental junctions whose geometry has this character.132, 133  This 

different dephasing scheme also more weakly hinders the formation of the pre-equilibrium as 

compared to the other two dephasing schemes.  Consequently, it is possible to examine rate 

ratios at much higher values of γ, although values much greater than 102 cm-1 are likely 

unphysically large.   

4.4 Discussion 

4.4.1 Participation Ratios 

 To understand better this shift from quadratic to linear dependence we looked more 

closely at the pre-equilibrium.  As stated before, the formation of this pre-equilibrium is 

necessary for the validity of the SS approximation.  However, the nature of this pre-equilibrium, 

the values of the populations and coherences, may help us understand, mechanistically, the 

action of the different dephasing schemes. 

 In Figure 15, we plot the PPR and CPR with increasing dephasing strength for the 

different dephasing schemes for the N=2 system.  The PPR (solid lines) correctly captures the 

gradual shift to more population existing on the B sites at higher values of γ, although most of 

the population still resides on the D site.  When dephasing only operates on the degenerate 

bridge  
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Figure 15 Participation Ratios with different dephasing schemes 
 
sites (as in Figure 14C), less population accumulates on the B sites than other dephasing schemes 

at equivalent γ.  Maintaining population mainly on the D site is a necessary condition for 

agreement between the SS and IVP methods.106   

4.4.2 Percent Maximal Coherence 

 Unfortunately, the CPR shows very little change.  Because the value of the CPR is 

dominated by the stronger coherence values, it cannot give us information about potentially 

important changes in the weaker coherences.  To examine these changes, we adopt a strategy 

related to Mukamel and coworkers’ real space plotting of the density matrix.51  Rather than show 

the absolute values of the coherences, where even with a logarithmic scale, small changes in the 

weaker coherences would be difficult to see, we plot a quantity we term the “Percent Maximum 

Coherence (PMC),” which we define as 
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In a pure state (ie, ρ is idempotent), the PMC will be 100 while in a statistical mixture of 

states, the PMC is zero.  Notice that by definition, diagonal elements of the density matrix have a 

PMC of 100. In  Figure 16, PMC’s are plotted for the pre-equilibria formed for different 

dephasing schemes at selected dephasing strengths. 

 

 

 Figure 16 Plots of the Percent Maximal Coherence (PMC) of each position of the density matrix at increasing 
dephasing strength for three dephasing schemes: dephasing on the red and blue sites (A), the blue sites (B), 
and the red sites (C).  The numbers on the axes denote the different sites (from Figure 13). 
 
 The PMC plots can provide information as to which Liouville space pathways152 offer the 

greatest contributions for transport.  Positioning the decoherences on the nodes ( Figure 16B) 

compared to the full dephasing ( Figure 16A) treatment shows PMC plots that differ only in the 

coherences between degenerate bridge sites.  However, since these two decoherence schemes 
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show only marginal effect on the rate ratio, these coherences likely constitute an irrelevant 

Liouville space pathway, as is physically reasonable.   

 An interesting issue is the distinction between the scenario where the newly opened 

incoherent channel simply dominates the transport and the scenario where the dephasing actually 

reduces the absolute effectiveness of the coherent, superexchange channel.  One definition of 

superexchange defines the process as requiring passage through the ρDA or ρAD Liouville state.152  

At values of γ>10-3, the incoherent channel quickly becomes dominant (as evidenced by the 

increased absolute rate), while only at values of γ>10-1 does the PMC of ρDA decrease in 

magnitude.  This implies a reduction in the efficacy of superexchange at high γ, showing that 

both scenarios are correct:   the incoherent channel quickly overshadows the coherent channel, 

which, already reduced in relative contribution, eventually becomes reduced in absolute 

contribution. 

 The coherence ρDA retains its high PMC over a much larger γ with dephasing applied 

only on the degenerate bridges.  In our calculations on linear systems, we found that the impact 

of dephasing on a particular site was significantly enhanced by that site’s proximity to the 

starting point of the carrier.  While other explanations for dephasing contact effects have been 

suggested,150 we feel that this condition is likely causing the weaker effects in this dephasing 

scheme.  However, the origin of the different convergent rate ratio (Figure 14 A and B as 

compared to C) needs to be addressed.  In all parts of  Figure 16, the PMC of ρDA significantly 

diminishes at large dephasing strengths.  On the other hand, the PMC of ρ25 (the coherence 

between the nodes, red sites, see Figure 13) retains a relatively large value even into 

unphysically large dephasing ranges for  Figure 16C.  The absence of this Liouville path in the 

other decoherence schemes, as evidenced by the lack of PMC at that position, implies that this 
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path is responsible for the different convergent rate ratio.  This behavior makes sense when 

one looks at the subsystem made up of just the red and blue sites (a valid perspective since the 

coherence ρDA has already become negligible).  All of the sites in this subsystem are 

energetically degenerate and the coherences between the red sites have been destroyed (PMC=0).  

Without these interference terms to cause the N2 dependence, the two pathways will sum like 

classical microscopic rate processes, with ktot=N*kmicro. 

 As mentioned above, this situation is qualitatively similar to the one discussed by 

Magoga and Joachim regarding the N dependence of the conductance of molecules individually 

wired to the electrodes.  In that case also, the interference terms are destroyed, resulting in the N 

dependence.  However, in their work it is the band structure of the electrodes that causes the 

critical coherences to be destroyed, while in this case, it is the environment that causes those 

terms’ destruction.    

 In the coherent limit (no dephasing), the Liouville pathway connecting the D and A sites 

is dominant and the contributions from the multiple spatial pathways sum coherently to give the 

N2 dependence, as is expected for superexchange.  When we dephase on the nodes, all relevant 

coherences are destroyed and incoherent transport dominates.  In this situation, the localized 

charge carrier must essentially choose a single pathway, regardless of the number of pathways 

available, leading to the rate ratio of unity.           

4.5 Conclusion 

 In summary, we have examined charge transfer model systems representing D-B-A 

molecules with multiple spatial pathways, using a combination of enforced SS and IVP methods.  

After returning rate ratios that are in agreement with what others have predicted in the coherent 
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limit, we have shown that adding pure (or T2

*) dephasing significantly affects the rate ratio.  In 

addition, we observed different convergent rate ratios depending on which local decoherence 

scheme was applied.  We examined the differences between these schemes by looking at the 

Percent Maximum Coherence of the different elements of the corresponding density matrix of 

the pre-equilibrium attained.  Different decoherence schemes opened up different Liouville 

pathways that are responsible for the respective rate ratios.  These pathways show rate ratios that 

vary from an N2 dependence for full coherence, to an N dependence for dephasing only on the 

parallel bridge sites, to being N-independent for dephasing on the nodes.          

4.6 Equations of Motion 

Below are the details of our calculations.  All calculations were performed with Maple 8. 

EOM for N=1 are given below. 

For Decoherence  Scheme 1, Full Dephasing (on blue and red sites),  γij=γ for all i,j  

For Decoherence  Scheme 2, Dephasing on Nodes only (on blue sites),  γij=γ for i or j=2 or 4, 

γij=0 for all other i,j   

For Decoherence  Scheme 3, Dephasing on Degenerate Bridges only (on red sites),  γij=γ for i or 

j=3, γij=0 for all other i,j 

 = ( )ρ ,1 1 t 1
 

 = d
d
t ( )ρ ,1 2 t  − ( ) +  + V ( )ρ ,1 1 t ω ( )ρ ,1 2 t V ( )ρ ,1 3 t I

1
2 γ ,1 2 ( )ρ ,1 2 t

 

 = d
d
t ( )ρ ,1 3 t  − ( ) +  + V ( )ρ ,1 2 t ω ( )ρ ,1 3 t V ( )ρ ,1 4 t I

1
2 γ ,1 3 ( )ρ ,1 3 t
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 = d
d
t ( )ρ ,1 4 t  − ( ) +  + V ( )ρ ,1 3 t ω ( )ρ ,1 4 t V ( )ρ ,1 5 t I

1
2 γ ,1 4 ( )ρ ,1 4 t

 

 = d
d
t ( )ρ ,1 5 t −  + 

1
2 κ ( )ρ ,1 5 t V ( )ρ ,1 4 t I  

 = d
d
t ( )ρ ,2 1 t −  − ( ) +  + V ( )ρ ,1 1 t ω ( )ρ ,2 1 t V ( )ρ ,3 1 t I

1
2 γ ,2 1 ( )ρ ,2 1 t

 

 = d
d
t ( )ρ ,2 2 t −I ( ) +  −  − V ( )ρ ,1 2 t V ( )ρ ,3 2 t V ( )ρ ,2 1 t V ( )ρ ,2 3 t

 

 = d
d
t ( )ρ ,2 3 t −  − ( ) +  −  − V ( )ρ ,1 3 t V ( )ρ ,3 3 t V ( )ρ ,2 2 t V ( )ρ ,2 4 t I γ ,2 3 ( )ρ ,2 3 t

 

 = d
d
t ( )ρ ,2 4 t −  − ( ) +  −  − V ( )ρ ,1 4 t V ( )ρ ,3 4 t V ( )ρ ,2 3 t V ( )ρ ,2 5 t I γ ,2 4 ( )ρ ,2 4 t

 

 = d
d
t ( )ρ ,2 5 t −  −  − 

1
2 κ ( )ρ ,2 5 t ( ) +  +  − V ( )ρ ,1 5 t ω ( )ρ ,2 5 t V ( )ρ ,3 5 t V ( )ρ ,2 4 t I

1
2 γ ,2 5 ( )ρ ,2 5 t

 

 = d
d
t ( )ρ ,3 1 t −  − ( ) +  + V ( )ρ ,2 1 t ω ( )ρ ,3 1 t V ( )ρ ,4 1 t I

1
2 γ ,3 1 ( )ρ ,3 1 t

 

 = d
d
t ( )ρ ,3 2 t −  − ( ) +  −  − V ( )ρ ,2 2 t V ( )ρ ,4 2 t V ( )ρ ,3 1 t V ( )ρ ,3 3 t I γ ,3 2 ( )ρ ,3 2 t

 

 = d
d
t ( )ρ ,3 3 t −I ( ) +  −  − V ( )ρ ,2 3 t V ( )ρ ,4 3 t V ( )ρ ,3 2 t V ( )ρ ,3 4 t

 

 = d
d
t ( )ρ ,3 4 t −  − ( ) +  −  − V ( )ρ ,2 4 t V ( )ρ ,4 4 t V ( )ρ ,3 3 t V ( )ρ ,3 5 t I γ ,3 4 ( )ρ ,3 4 t

 

 = d
d
t ( )ρ ,3 5 t −  −  − 

1
2 κ ( )ρ ,3 5 t ( ) +  +  − V ( )ρ ,2 5 t ω ( )ρ ,3 5 t V ( )ρ ,4 5 t V ( )ρ ,3 4 t I

1
2 γ ,3 5 ( )ρ ,3 5 t

 

 = d
d
t ( )ρ ,4 1 t −  − ( ) +  + V ( )ρ ,3 1 t ω ( )ρ ,4 1 t V ( )ρ ,5 1 t I

1
2 γ ,4 1 ( )ρ ,4 1 t
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 = d
d
t ( )ρ ,4 2 t −  − ( ) +  −  − V ( )ρ ,3 2 t V ( )ρ ,5 2 t V ( )ρ ,4 1 t V ( )ρ ,4 3 t I γ ,4 2 ( )ρ ,4 2 t

 

 = d
d
t ( )ρ ,4 3 t −  − ( ) +  −  − V ( )ρ ,3 3 t V ( )ρ ,5 3 t V ( )ρ ,4 2 t V ( )ρ ,4 4 t I γ ,4 3 ( )ρ ,4 3 t

 

 = d
d
t ( )ρ ,4 4 t −I ( ) +  −  − V ( )ρ ,3 4 t V ( )ρ ,5 4 t V ( )ρ ,4 3 t V ( )ρ ,4 5 t

 

 = d
d
t ( )ρ ,4 5 t −  −  − 

1
2 κ ( )ρ ,4 5 t ( ) +  +  − V ( )ρ ,3 5 t ω ( )ρ ,4 5 t V ( )ρ ,5 5 t V ( )ρ ,4 4 t I

1
2 γ ,4 5 ( )ρ ,4 5 t

 

 = d
d
t ( )ρ ,5 1 t −  − 

1
2 κ ( )ρ ,5 1 t V ( )ρ ,4 1 t I  

 = d
d
t ( )ρ ,5 2 t −  −  − 

1
2 κ ( )ρ ,5 2 t ( ) −  −  − V ( )ρ ,4 2 t V ( )ρ ,5 1 t ( )ρ ,5 2 t ω V ( )ρ ,5 3 t I

1
2 γ ,5 2 ( )ρ ,5 2 t

 

 = d
d
t ( )ρ ,5 3 t −  −  − 

1
2 κ ( )ρ ,5 3 t ( ) −  −  − V ( )ρ ,4 3 t V ( )ρ ,5 2 t ( )ρ ,5 3 t ω V ( )ρ ,5 4 t I

1
2 γ ,5 3 ( )ρ ,5 3 t

 

 = d
d
t ( )ρ ,5 4 t −  −  − 

1
2 κ ( )ρ ,5 4 t ( ) −  −  − V ( )ρ ,4 4 t V ( )ρ ,5 3 t ( )ρ ,5 4 t ω V ( )ρ ,5 5 t I

1
2 γ ,5 4 ( )ρ ,5 4 t

 

 = d
d
t ( )ρ ,5 5 t −  − κ ( )ρ ,5 5 t ( ) − V ( )ρ ,4 5 t V ( )ρ ,5 4 t I

 

 

EOM for N=2 are given below. 

For Decoherence  Scheme 1, Full Dephasing (on blue and red sites),  γij=γ for all i,j  

For Decoherence  Scheme 2, Dephasing on Nodes only (on blue sites),  γij=γ for i or j=2 or 5, 

γij=0 for all other i,j   
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For Decoherence  Scheme 3, Dephasing on Degenerate Bridges only (on red sites),  γij=γ for i 

or j=3 or 4, γij=0 for all other i,j 

 = ( )ρ ,1 1 t 1
 

 = d
d
t ( )ρ ,1 2 t  − ( ) +  +  + V ( )ρ ,1 1 t ω ( )ρ ,1 2 t V ( )ρ ,1 3 t V ( )ρ ,1 4 t I

1
2 γ ,1 2 ( )ρ ,1 2 t

 

 = d
d
t ( )ρ ,1 3 t  − ( ) +  + V ( )ρ ,1 2 t ω ( )ρ ,1 3 t V ( )ρ ,1 5 t I

1
2 γ ,1 3 ( )ρ ,1 3 t

 

 = d
d
t ( )ρ ,1 4 t  − ( ) +  + V ( )ρ ,1 2 t ω ( )ρ ,1 4 t V ( )ρ ,1 5 t I

1
2 γ ,1 4 ( )ρ ,1 4 t

 

 = d
d
t ( )ρ ,1 5 t  − ( ) +  +  + V ( )ρ ,1 3 t V ( )ρ ,1 4 t ω ( )ρ ,1 5 t V ( )ρ ,1 6 t I

1
2 γ ,1 5 ( )ρ ,1 5 t

 

 = d
d
t ( )ρ ,1 6 t −  + 

1
2 κ ( )ρ ,1 6 t V ( )ρ ,1 5 t I  

 = d
d
t ( )ρ ,2 1 t −  − ( ) +  +  + V ( )ρ ,1 1 t ω ( )ρ ,2 1 t V ( )ρ ,3 1 t V ( )ρ ,4 1 t I

1
2 γ ,2 1 ( )ρ ,2 1 t

 

 = d
d
t ( )ρ ,2 2 t −I ( ) +  +  −  −  − V ( )ρ ,1 2 t V ( )ρ ,3 2 t V ( )ρ ,4 2 t V ( )ρ ,2 1 t V ( )ρ ,2 3 t V ( )ρ ,2 4 t

 

 = d
d
t ( )ρ ,2 3 t −  − ( ) +  +  −  − V ( )ρ ,1 3 t V ( )ρ ,3 3 t V ( )ρ ,4 3 t V ( )ρ ,2 2 t V ( )ρ ,2 5 t I γ ,2 3 ( )ρ ,2 3 t

 

 = d
d
t ( )ρ ,2 4 t −  − ( ) +  +  −  − V ( )ρ ,1 4 t V ( )ρ ,3 4 t V ( )ρ ,4 4 t V ( )ρ ,2 2 t V ( )ρ ,2 5 t I γ ,2 4 ( )ρ ,2 4 t

 

d
d
t ( )ρ ,2 5 t  = 

−  − ( ) +  +  −  −  − V ( )ρ ,1 5 t V ( )ρ ,3 5 t V ( )ρ ,4 5 t V ( )ρ ,2 3 t V ( )ρ ,2 4 t V ( )ρ ,2 6 t I γ ,2 5 ( )ρ ,2 5 t
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d
d
t ( )ρ ,2 6 t

1
2 κ ( )ρ ,2 6 t ( ) +  +  +  − V ( )ρ ,1 6 t ω ( )ρ ,2 6 t V ( )ρ ,3 6 t V ( )ρ ,4 6 t V ( )ρ ,2 5 t I−  −  = 

1
2 γ ,2 6 ( )ρ ,2 6 t − 

 

 = d
d
t ( )ρ ,3 1 t −  − ( ) +  + V ( )ρ ,2 1 t ω ( )ρ ,3 1 t V ( )ρ ,5 1 t I

1
2 γ ,3 1 ( )ρ ,3 1 t

 

 = d
d
t ( )ρ ,3 2 t −  − ( ) +  −  −  − V ( )ρ ,2 2 t V ( )ρ ,5 2 t V ( )ρ ,3 1 t V ( )ρ ,3 3 t V ( )ρ ,3 4 t I γ ,3 2 ( )ρ ,3 2 t

 

 = d
d
t ( )ρ ,3 3 t −I ( ) +  −  − V ( )ρ ,2 3 t V ( )ρ ,5 3 t V ( )ρ ,3 2 t V ( )ρ ,3 5 t

 

 = d
d
t ( )ρ ,3 4 t −  − ( ) +  −  − V ( )ρ ,2 4 t V ( )ρ ,5 4 t V ( )ρ ,3 2 t V ( )ρ ,3 5 t I γ ,3 4 ( )ρ ,3 4 t

 

 = d
d
t ( )ρ ,3 5 t −  − ( ) +  −  −  − V ( )ρ ,2 5 t V ( )ρ ,5 5 t V ( )ρ ,3 3 t V ( )ρ ,3 4 t V ( )ρ ,3 6 t I γ ,3 5 ( )ρ ,3 5 t

 

 = d
d
t ( )ρ ,3 6 t −  −  − 

1
2 κ ( )ρ ,3 6 t ( ) +  +  − V ( )ρ ,2 6 t ω ( )ρ ,3 6 t V ( )ρ ,5 6 t V ( )ρ ,3 5 t I

1
2 γ ,3 6 ( )ρ ,3 6 t

 

 = d
d
t ( )ρ ,4 1 t −  − ( ) +  + V ( )ρ ,2 1 t ω ( )ρ ,4 1 t V ( )ρ ,5 1 t I

1
2 γ ,4 1 ( )ρ ,4 1 t

 

 = d
d
t ( )ρ ,4 2 t −  − ( ) +  −  −  − V ( )ρ ,2 2 t V ( )ρ ,5 2 t V ( )ρ ,4 1 t V ( )ρ ,4 3 t V ( )ρ ,4 4 t I γ ,4 2 ( )ρ ,4 2 t

 

 = d
d
t ( )ρ ,4 3 t −  − ( ) +  −  − V ( )ρ ,2 3 t V ( )ρ ,5 3 t V ( )ρ ,4 2 t V ( )ρ ,4 5 t I γ ,4 3 ( )ρ ,4 3 t

 

 = d
d
t ( )ρ ,4 4 t −I ( ) +  −  − V ( )ρ ,2 4 t V ( )ρ ,5 4 t V ( )ρ ,4 2 t V ( )ρ ,4 5 t

 

 = d
d
t ( )ρ ,4 5 t −  − ( ) +  −  −  − V ( )ρ ,2 5 t V ( )ρ ,5 5 t V ( )ρ ,4 3 t V ( )ρ ,4 4 t V ( )ρ ,4 6 t I γ ,4 5 ( )ρ ,4 5 t
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 = d
d
t ( )ρ ,4 6 t −  −  − 

1
2 κ ( )ρ ,4 6 t ( ) +  +  − V ( )ρ ,2 6 t ω ( )ρ ,4 6 t V ( )ρ ,5 6 t V ( )ρ ,4 5 t I

1
2 γ ,4 6 ( )ρ ,4 6 t

 

 = d
d
t ( )ρ ,5 1 t −  − ( ) +  +  + V ( )ρ ,3 1 t V ( )ρ ,4 1 t ω ( )ρ ,5 1 t V ( )ρ ,6 1 t I

1
2 γ ,5 1 ( )ρ ,5 1 t

 

d
d
t ( )ρ ,5 2 t  = 

−  − ( ) +  +  −  −  − V ( )ρ ,3 2 t V ( )ρ ,4 2 t V ( )ρ ,6 2 t V ( )ρ ,5 1 t V ( )ρ ,5 3 t V ( )ρ ,5 4 t I γ ,5 2 ( )ρ ,5 2 t

 

 = d
d
t ( )ρ ,5 3 t −  − ( ) +  +  −  − V ( )ρ ,3 3 t V ( )ρ ,4 3 t V ( )ρ ,6 3 t V ( )ρ ,5 2 t V ( )ρ ,5 5 t I γ ,5 3 ( )ρ ,5 3 t

 

 = d
d
t ( )ρ ,5 4 t −  − ( ) +  +  −  − V ( )ρ ,3 4 t V ( )ρ ,4 4 t V ( )ρ ,6 4 t V ( )ρ ,5 2 t V ( )ρ ,5 5 t I γ ,5 4 ( )ρ ,5 4 t

 

 = d
d
t ( )ρ ,5 5 t −I ( ) +  +  −  −  − V ( )ρ ,3 5 t V ( )ρ ,4 5 t V ( )ρ ,6 5 t V ( )ρ ,5 3 t V ( )ρ ,5 4 t V ( )ρ ,5 6 t

 

d
d
t ( )ρ ,5 6 t

1
2 κ ( )ρ ,5 6 t ( ) +  +  +  − V ( )ρ ,3 6 t V ( )ρ ,4 6 t ω ( )ρ ,5 6 t V ( )ρ ,6 6 t V ( )ρ ,5 5 t I−  −  = 

1
2 γ ,5 6 ( )ρ ,5 6 t − 

 

 = d
d
t ( )ρ ,6 1 t −  − 

1
2 κ ( )ρ ,6 1 t V ( )ρ ,5 1 t I  

d
d
t ( )ρ ,6 2 t

1
2 κ ( )ρ ,6 2 t ( ) −  −  −  − V ( )ρ ,5 2 t V ( )ρ ,6 1 t ( )ρ ,6 2 t ω V ( )ρ ,6 3 t V ( )ρ ,6 4 t I−  −  = 

1
2 γ ,6 2 ( )ρ ,6 2 t − 

 

 = d
d
t ( )ρ ,6 3 t −  −  − 

1
2 κ ( )ρ ,6 3 t ( ) −  −  − V ( )ρ ,5 3 t V ( )ρ ,6 2 t ( )ρ ,6 3 t ω V ( )ρ ,6 5 t I

1
2 γ ,6 3 ( )ρ ,6 3 t

 

 = d
d
t ( )ρ ,6 4 t −  −  − 

1
2 κ ( )ρ ,6 4 t ( ) −  −  − V ( )ρ ,5 4 t V ( )ρ ,6 2 t ( )ρ ,6 4 t ω V ( )ρ ,6 5 t I

1
2 γ ,6 4 ( )ρ ,6 4 t
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d
d
t ( )ρ ,6 5 t

1
2 κ ( )ρ ,6 5 t ( ) −  −  −  − V ( )ρ ,5 5 t V ( )ρ ,6 3 t V ( )ρ ,6 4 t ( )ρ ,6 5 t ω V ( )ρ ,6 6 t I−  −  = 

1
2 γ ,6 5 ( )ρ ,6 5 t − 

 

 = d
d
t ( )ρ ,6 6 t −  − κ ( )ρ ,6 6 t ( ) − V ( )ρ ,5 6 t V ( )ρ ,6 5 t I

 

 

EOM for N=3 are given below. 

For Decoherence  Scheme 1, Full Dephasing (on blue and red sites),  γij=γ for all i,j  

For Decoherence  Scheme 2, Dephasing on Nodes only (on blue sites),  γij=γ for i or j=2 or 6, 

γij=0 for all other i,j   

For Decoherence  Scheme 3, Dephasing on Degenerate Bridges only (on red sites),  γij=γ for i or 

j=3 or 4 or 5, γij=0 for all other i,j 

 = ( )ρ ,1 1 t 1
 

 = d
d
t ( )ρ ,1 2 t  − ( ) +  +  +  + V ( )ρ ,1 1 t ω ( )ρ ,1 2 t V ( )ρ ,1 3 t V ( )ρ ,1 4 t V ( )ρ ,1 5 t I

1
2 γ ,1 2 ( )ρ ,1 2 t

 

 = d
d
t ( )ρ ,1 3 t  − ( ) +  + V ( )ρ ,1 2 t ω ( )ρ ,1 3 t V ( )ρ ,1 6 t I

1
2 γ ,1 3 ( )ρ ,1 3 t

 

 = d
d
t ( )ρ ,1 4 t  − ( ) +  + V ( )ρ ,1 2 t ω ( )ρ ,1 4 t V ( )ρ ,1 6 t I

1
2 γ ,1 4 ( )ρ ,1 4 t

 

 = d
d
t ( )ρ ,1 5 t  − ( ) +  + V ( )ρ ,1 2 t ω ( )ρ ,1 5 t V ( )ρ ,1 6 t I

1
2 γ ,1 5 ( )ρ ,1 5 t

 

 = d
d
t ( )ρ ,1 6 t  − ( ) +  +  +  + V ( )ρ ,1 3 t V ( )ρ ,1 4 t V ( )ρ ,1 5 t ω ( )ρ ,1 6 t V ( )ρ ,1 7 t I

1
2 γ ,1 6 ( )ρ ,1 6 t
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 = d
d
t ( )ρ ,1 7 t −  + 

1
2 κ ( )ρ ,1 7 t V ( )ρ ,1 6 t I  

 = d
d
t ( )ρ ,2 1 t −  − ( ) +  +  +  + V ( )ρ ,1 1 t ω ( )ρ ,2 1 t V ( )ρ ,3 1 t V ( )ρ ,4 1 t V ( )ρ ,5 1 t I

1
2 γ ,2 1 ( )ρ ,2 1 t

 

d
d
t ( )ρ ,2 2 t −I V ( )ρ ,1 2 t V ( )ρ ,3 2 t V ( )ρ ,4 2 t V ( )ρ ,5 2 t V ( )ρ ,2 1 t V ( )ρ ,2 3 t +  +  +  −  − ( = 

V ( )ρ ,2 4 t V ( )ρ ,2 5 t −  − )

 

d
d
t ( )ρ ,2 3 t  = 

−  − ( ) +  +  +  −  − V ( )ρ ,1 3 t V ( )ρ ,3 3 t V ( )ρ ,4 3 t V ( )ρ ,5 3 t V ( )ρ ,2 2 t V ( )ρ ,2 6 t I γ ,2 3 ( )ρ ,2 3 t

 

d
d
t ( )ρ ,2 4 t  = 

−  − ( ) +  +  +  −  − V ( )ρ ,1 4 t V ( )ρ ,3 4 t V ( )ρ ,4 4 t V ( )ρ ,5 4 t V ( )ρ ,2 2 t V ( )ρ ,2 6 t I γ ,2 4 ( )ρ ,2 4 t

 

d
d
t ( )ρ ,2 5 t  = 

−  − ( ) +  +  +  −  − V ( )ρ ,1 5 t V ( )ρ ,3 5 t V ( )ρ ,4 5 t V ( )ρ ,5 5 t V ( )ρ ,2 2 t V ( )ρ ,2 6 t I γ ,2 5 ( )ρ ,2 5 t

 

d
d
t ( )ρ ,2 6 t V ( )ρ ,1 6 t V ( )ρ ,3 6 t V ( )ρ ,4 6 t V ( )ρ ,5 6 t V ( )ρ ,2 3 t V ( )ρ ,2 4 t +  +  +  −  − (− = 

V ( )ρ ,2 5 t V ( )ρ ,2 7 t −  − ) I γ ,2 6 ( )ρ ,2 6 t − 

 

d
d
t ( )ρ ,2 7 t 1

2 κ ( )ρ ,2 7 t− = 

( ) +  +  +  +  − V ( )ρ ,1 7 t ω ( )ρ ,2 7 t V ( )ρ ,3 7 t V ( )ρ ,4 7 t V ( )ρ ,5 7 t V ( )ρ ,2 6 t I − 

1
2 γ ,2 7 ( )ρ ,2 7 t − 

 

 = d
d
t ( )ρ ,3 1 t −  − ( ) +  + V ( )ρ ,2 1 t ω ( )ρ ,3 1 t V ( )ρ ,6 1 t I

1
2 γ ,3 1 ( )ρ ,3 1 t
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d
d
t ( )ρ ,3 2 t  = 

−  − ( ) +  −  −  −  − V ( )ρ ,2 2 t V ( )ρ ,6 2 t V ( )ρ ,3 1 t V ( )ρ ,3 3 t V ( )ρ ,3 4 t V ( )ρ ,3 5 t I γ ,3 2 ( )ρ ,3 2 t

 

 = d
d
t ( )ρ ,3 3 t −I ( ) +  −  − V ( )ρ ,2 3 t V ( )ρ ,6 3 t V ( )ρ ,3 2 t V ( )ρ ,3 6 t

 

 = d
d
t ( )ρ ,3 4 t −  − ( ) +  −  − V ( )ρ ,2 4 t V ( )ρ ,6 4 t V ( )ρ ,3 2 t V ( )ρ ,3 6 t I γ ,3 4 ( )ρ ,3 4 t

 

 = d
d
t ( )ρ ,3 5 t −  − ( ) +  −  − V ( )ρ ,2 5 t V ( )ρ ,6 5 t V ( )ρ ,3 2 t V ( )ρ ,3 6 t I γ ,3 5 ( )ρ ,3 5 t

 

d
d
t ( )ρ ,3 6 t  = 

−  − ( ) +  −  −  −  − V ( )ρ ,2 6 t V ( )ρ ,6 6 t V ( )ρ ,3 3 t V ( )ρ ,3 4 t V ( )ρ ,3 5 t V ( )ρ ,3 7 t I γ ,3 6 ( )ρ ,3 6 t

 

 = d
d
t ( )ρ ,3 7 t −  −  − 

1
2 κ ( )ρ ,3 7 t ( ) +  +  − V ( )ρ ,2 7 t ω ( )ρ ,3 7 t V ( )ρ ,6 7 t V ( )ρ ,3 6 t I

1
2 γ ,3 7 ( )ρ ,3 7 t

 

 = d
d
t ( )ρ ,4 1 t −  − ( ) +  + V ( )ρ ,2 1 t ω ( )ρ ,4 1 t V ( )ρ ,6 1 t I

1
2 γ ,4 1 ( )ρ ,4 1 t

 

d
d
t ( )ρ ,4 2 t  = 

−  − ( ) +  −  −  −  − V ( )ρ ,2 2 t V ( )ρ ,6 2 t V ( )ρ ,4 1 t V ( )ρ ,4 3 t V ( )ρ ,4 4 t V ( )ρ ,4 5 t I γ ,4 2 ( )ρ ,4 2 t

 

 = d
d
t ( )ρ ,4 3 t −  − ( ) +  −  − V ( )ρ ,2 3 t V ( )ρ ,6 3 t V ( )ρ ,4 2 t V ( )ρ ,4 6 t I γ ,4 3 ( )ρ ,4 3 t

 

 = d
d
t ( )ρ ,4 4 t −I ( ) +  −  − V ( )ρ ,2 4 t V ( )ρ ,6 4 t V ( )ρ ,4 2 t V ( )ρ ,4 6 t

 

 = d
d
t ( )ρ ,4 5 t −  − ( ) +  −  − V ( )ρ ,2 5 t V ( )ρ ,6 5 t V ( )ρ ,4 2 t V ( )ρ ,4 6 t I γ ,4 5 ( )ρ ,4 5 t
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d
d
t ( )ρ ,4 6 t  = 

−  − ( ) +  −  −  −  − V ( )ρ ,2 6 t V ( )ρ ,6 6 t V ( )ρ ,4 3 t V ( )ρ ,4 4 t V ( )ρ ,4 5 t V ( )ρ ,4 7 t I γ ,4 6 ( )ρ ,4 6 t

 

 = d
d
t ( )ρ ,4 7 t −  −  − 

1
2 κ ( )ρ ,4 7 t ( ) +  +  − V ( )ρ ,2 7 t ω ( )ρ ,4 7 t V ( )ρ ,6 7 t V ( )ρ ,4 6 t I

1
2 γ ,4 7 ( )ρ ,4 7 t

 

 = d
d
t ( )ρ ,5 1 t −  − ( ) +  + V ( )ρ ,2 1 t ω ( )ρ ,5 1 t V ( )ρ ,6 1 t I

1
2 γ ,5 1 ( )ρ ,5 1 t

 

d
d
t ( )ρ ,5 2 t  = 

−  − ( ) +  −  −  −  − V ( )ρ ,2 2 t V ( )ρ ,6 2 t V ( )ρ ,5 1 t V ( )ρ ,5 3 t V ( )ρ ,5 4 t V ( )ρ ,5 5 t I γ ,5 2 ( )ρ ,5 2 t

 

 = d
d
t ( )ρ ,5 3 t −  − ( ) +  −  − V ( )ρ ,2 3 t V ( )ρ ,6 3 t V ( )ρ ,5 2 t V ( )ρ ,5 6 t I γ ,5 3 ( )ρ ,5 3 t

 

 = d
d
t ( )ρ ,5 4 t −  − ( ) +  −  − V ( )ρ ,2 4 t V ( )ρ ,6 4 t V ( )ρ ,5 2 t V ( )ρ ,5 6 t I γ ,5 4 ( )ρ ,5 4 t

 

 = d
d
t ( )ρ ,5 5 t −I ( ) +  −  − V ( )ρ ,2 5 t V ( )ρ ,6 5 t V ( )ρ ,5 2 t V ( )ρ ,5 6 t

 

d
d
t ( )ρ ,5 6 t  = 

−  − ( ) +  −  −  −  − V ( )ρ ,2 6 t V ( )ρ ,6 6 t V ( )ρ ,5 3 t V ( )ρ ,5 4 t V ( )ρ ,5 5 t V ( )ρ ,5 7 t I γ ,5 6 ( )ρ ,5 6 t

 

 = d
d
t ( )ρ ,5 7 t −  −  − 

1
2 κ ( )ρ ,5 7 t ( ) +  +  − V ( )ρ ,2 7 t ω ( )ρ ,5 7 t V ( )ρ ,6 7 t V ( )ρ ,5 6 t I

1
2 γ ,5 7 ( )ρ ,5 7 t

 

 = d
d
t ( )ρ ,6 1 t −  − ( ) +  +  +  + V ( )ρ ,3 1 t V ( )ρ ,4 1 t V ( )ρ ,5 1 t ω ( )ρ ,6 1 t V ( )ρ ,7 1 t I

1
2 γ ,6 1 ( )ρ ,6 1 t

 

d
d
t ( )ρ ,6 2 t V ( )ρ ,3 2 t V ( )ρ ,4 2 t V ( )ρ ,5 2 t V ( )ρ ,7 2 t V ( )ρ ,6 1 t V ( )ρ ,6 3 t +  +  +  −  − (− = 

V ( )ρ ,6 4 t V ( )ρ ,6 5 t −  − ) I γ ,6 2 ( )ρ ,6 2 t − 
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d
d
t ( )ρ ,6 3 t  = 

−  − ( ) +  +  +  −  − V ( )ρ ,3 3 t V ( )ρ ,4 3 t V ( )ρ ,5 3 t V ( )ρ ,7 3 t V ( )ρ ,6 2 t V ( )ρ ,6 6 t I γ ,6 3 ( )ρ ,6 3 t
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Chapter 5 Electron Transfer in Multiply-Bridged Donor-Acceptor 

Molecules: Dephasing and Quantum Coherence 
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5.1 Introduction 

 While phase coherence in macroscopic charge transport phenomena (including in 

conjugated polymers) is relatively unimportant,153 it can be very significant in micro- and 

nanoscale  charge transport.  Indeed, phase coherence has been shown to be crucial to the 

observation of Aharanov-Bohm effects in microscopic metal rings,154 to the explanation of 

amplified conformational sensitivity of electron transfer rates in photosynthetic proteins,37 and to 

the proposed mechanism of some quantum molecular devices.155-157  Consequently, dephasing 

processes will have a profound effect on these phenomena, requiring careful study of the 

mechanisms of these dephasing processes.  In this paper, we explore, for a few simple site 

models, the role of local pure dephasing in determining electron transfer rate constants in 

multiply-bridged donor-acceptor systems.  We believe pure dephasing to be relevant to a large 

range of physical and chemical behavior, and contrast its effects on electron transfer with the 

effects of an energy loss mechanism.  

 We consider a system with connectivity defined by Figure 17A in which Site D denotes 

the electron Donor, A the electron Acceptor, and B the covalently bound intervening chemical 

Bridge.  The system is immersed in a solvent bath where  dephasing can result from a number of 

interactions between the electron and the internal degrees of freedom of the molecular nuclei 

and/or the molecule’s environment.47  Elastic processes driven by coupling to the vibronic 

quasicontinuum of the B electronic state result in “phase erosion” and can cause the population 

buildup on the B site, that is the hallmark of sequential, or “hopping” transport.24  Inelastic (or 

relaxation) processes have become especially important in interrogation of the molecule in the 



 106
context of a M-M-M (metal-molecule-metal) transport junction,158 but they also cause the 

phase loss on the site A that is necessary for irreversible (ie, non oscillatory) electron transfer.15 

Figure 17 (A) Simple D-B-A connectivity, (B) Connectivity of a “Joachim” type molecular interferometer.  Bn 
levels are at an energy ω above the degenerate D and A levels 
 

This paper explicitly treats a system defined by the connectivity illustrated in Figure 17B.  

Here, the consequences of phase coherence are much more easily visualized as the output of a 

molecular interferometer.  Beginning with the work of Sautet and Joachim32, a number of reports 

have explored multiple spatial pathway electron transfer27, 30, 37, 38, 44, 56, 57, 131, 152, 159, 160.  Skourtis, 

Waldeck, and Beratan57 have shown that if the tunneling electron deposits energy into the 

vibronic manifold of a B site, then this inelastic interaction is sufficient to destroy coherence 

between the two pathways and may result in the recovery of effective communication between 

the D and A sites that was previously lost due to destructive interference.  For this system 

geometry we will show that elastic processes, i.e, dephasing without relaxation, can also destroy 

coherence between pathways and recover transport.  These elastic dephasing processes can be 

interpreted as the result of coupling to a solvent bath, and are thus general to a range of chemical 

phenomena. 
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5.2 Results and Discussion 

5.2.1 System, Dynamics, and Steady State.   

We adopt a simple tight-binding Hückel type Hamiltonian, with the connectivity defined 

by Figure 17B reflected in the off-diagonal coupling V between sites.  The energies of the D and 

A sites are taken to be degenerate and define the zero level of energy for the system.  The energy 

of all B sites is taken to be ω above the D and A sites.  This Hamiltonian is completely 

electronic;138 no vibrational degrees of freedom are included. 

 The density matrix formalism provides a convenient method to probe the nature of 

coherent interaction between sites.161  Dynamics are then calculated from the quantum Liouville 

equation  

ρρρ DLHi
+

−
= ],[
h

&      (5.1) 

where H is the Hückel Hamiltonian, ρ is the electronic density matrix, and LD contains any non-

Hamiltonian dynamics.  In all cases presented here, LD contains terms that phenomenologically 

induce the thermal relaxation arising from nuclear motions absent in our simple electronic 

Hamiltonian.  Such an approach is nearly universal when describing relaxation processes22, 51, 161 

beginning with NMR162.  Along with the simplification described below arising from making a 

steady-state assumption, this method has been used previously to show the loss of coherence in 

Raman scattering processes163 and to show the transition from coherent superexchange to 

incoherent “hopping” in intramolecular electron transfer26, 106, 136, 164.  Depending on the nature of 

LD, this approach can become equivalent to the calculation of transmission coefficients using the 

Green’s function formalism in the limit of relaxation to a continuum of sites.136   
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Following these previous examples, the wavefunction associated with the D site is 

maintained at constant amplitude and phase while population deposited on the A site is “relaxed” 

out of the site at with a rate C = κρAA, and rate constant, κ.  This relaxation is provided by an 

absorbing boundary.  Note that this relaxation only occurs on the A site and thus does not 

directly affect the coherences among the bridge sites that result in interferences.  The electron 

transfer rate is then calculated as a product of this rate constant, κ, and the ratio of the steady 

state populations on the D and A sites,  

    SS
DD

SS
AA

ETk
ρ
ρκ=       (5.2) 

 Pure dephasing is added via further extension of the LD term.  These terms are pure real 

values that are added in the off diagonal coherences among bridge sites in the density matrix.  

When the new dynamics are calculated using the quantum Liouville equation, such local pure 

real terms relax the inter-bridge coherences to zero, corresponding to a pure local dephasing on 

the bridge.  The rate constant for the process, γ, to be discussed later, can be viewed as a 

temperature dependent parameter that reflects the magnitude of thermal dephasing as a result of 

coupling to the bath.        

Rather than calculate the dynamics as the system reaches its steady state, which is 

computationally prohibitive for the larger dimensionality systems, ρ& is set to zero and the steady 

state populations are determined.  The steady state approximation has been verified for low 

dimensional systems (chapter 4).  Full computational details are presented in the appendix  
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5.2.2 Destructive Interference and Dephasing.   

 
 A general formulation of destructive interference during intramolecular electron transfer 

was first advanced by Joachim and coworkers44, 159 and is depicted in Figure 17B.  Both 

pathways to B sites from D are equivalent, but the couplings from B to A have different values.   

Figure 18 Recovery of transport with increasing pure dephasing rate in a system with connectivity defined by 
Figure 1(B).  V1 = 300 cm-1 ω = 500 cm-1 κ = 20 cm-1. 
 

Modulation of V2 significantly affects the overall electron transfer rate, with the rate going to 

zero due to complete destructive interference when V2 = -V1. This model was applied by Skourtis 

and coworkers57 in discussion of the observations of Zeng and Zimmt45 on symmetry-forbidden 

electron transfer.  This study is one of the only unambiguous experimental examples of 

destructive interference in D-B-A systems.  The symmetry prohibition of the electron transfer 

can be seen as resulting from destructive interference between two pathways of opposite 
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coupling sign.   Skourtis and coworkers predicted that the interference could be erased by the 

electron depositing energy inelastically on one of the B sites. 

As demonstrated in Figure 18, we also see complete destructive interference when V2 =     

-V1 in the coherent limit.  However, in addition to previously described inelastic processes, the 

interference can also be erased with no energy loss, by a pure dephasing process.  As the 

dephasing rate γ increases in magnitude, the value of kET rises from zero at V2 = -V1.  The 

destructive interference is seen to be completely destroyed and the transport recovered. 

 What is the physical basis of γ?  By destroying the coherences among B sites but not 

causing any (inelastic) relaxation processes, γ can be identified165 with T2
* processes in analogy 

with broadening in magnetic resonance162, 166, where (after separating out effects for field 

inhomogeneity) T2
* processes chiefly stem from dipolar interactions.167  However, pure 

dephasing can be recast as any interaction that alters phase of the relevant wavefunction 

components but does not affect population.  The form of that interaction is responsible for the 

dependency of the dephasing rate on temperature, solvent dielectric, or any other environmental 

parameter.168  For intramolecular electron transfer within the D-B-A molecule in solution, 

relevant contributors will include electrostatic interactions, vibrational motion changing the 

value of V, and collisions with the solvent bath.  These contributors could be seen as causing the 

recovery of transport in Figure 18.  Larger values of ω make the system more resistant to 

dephasing processes, with similar transport recovery being obtained only with correspondingly 

higher values of γ.  This behavior stems from a shorter contact time (analogous to the Landauer-

Buttiker time25, 169) on the bridge as a result of the larger gap.     

What is a realistic expectation for the range of values of γ?  Time resolved studies on the 

timescales (T2) for the dephasing of coherent interactions between optically prepared excitons in 
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conjugated polymers170, 171 and on Raman cross sections of chromophores in the bacterial 

photosynthetic reaction center172 put dephasing times in the range of tens to several hundred fs.  

This range of times translates into a range of energies from tens to many hundreds of cm-1.  

Though these experimental studies cannot separate T2 and T2
*, it seems reasonable to consider 

values of γ on the order of a thousand cm-1.  

The non-symmetric behavior of kET with V2 is also noteworthy.  This asymmetry is a 

consequence of the interference of two non-degenerate pathways in the presence of level 

broadening (contributed here from either κ or γ and κ).  This interference is qualitatively similar 

to the physical basis of the Fano resonance,173 which was derived to explain features of atomic 

excitation spectra174.  Indeed, the shape of Figure 18, which is relatively independent of the 

values of κ and ω, is strongly reminiscent of the familiar Fano lineshape.  The rise at larger 

values of V2 with non-zero values of gamma is a result of bridge occupation and hopping 

transport and has been discussed previously.26 

5.2.3 Benzene and Davidene.   

While orbital symmetry can introduce a negative sign in the coupling between a donor 

and acceptor, negative coupling can also be introduced by system connectivity.  One such system 

is defined in Figure 19A and, by design, strongly resembles benzene.  The calculated kET rate for 

this system with different A contact points is shown in Figure 19B.  In the coherent limit (γ = 0), 

effective coupling via the ortho and para linkages is non-zero, whereas coupling via the meta 

linkage is analytically zero.  As γ increases, transport via the ortho and para linkages is 

diminished while transport via the meta linkage rises.  As γ reaches extremely high values, 

transport via all three geometries attains the same value. 
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Figure 19 (A) “Benzene” type system connectivity, (B) Coalescence of ortho, meta, and para conductance with 
increasing pure dephasing rate. V = 300 cm-1 ω = 0 cm-1 κ = 20 cm-1, (C) A davidene molecule. 

 

While greater coupling via para or ortho connection compared to a meta connection 

between D and A sites is expected from general physical organic arguments,175 it can also be 

viewed as resulting from destructive interference between multiple pathways along the carbon 

chain.  Interference effects on the conductance of cyclic hydrocarbons has been addressed by 

several groups.27, 30, 32  The destructive interference is a result of the “parity rule,” 40, 41, 176 which 

stems from shifts in the phase of the molecular wavefunction as more atomic orbitals are added 

in a linear path.  An odd number of intervening orbitals are said to impart a “positive coupling” 

between the two distal orbitals, whereas the through-space interaction (as well as an even 

number of orbitals) is intrinsically a “negative coupling.”  The sign of the effective coupling is 
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important in the rationalization of spectra of excited state mixed valence compounds,177 and 

has also been implicated in the origin of STM images178 and in the explanation of destructive 

interference during electron transfer through organic molecules.44, 159   

    In the limit of complete coherence the meta effective coupling is identically zero, though 

we know that experimentally the meta effective coupling should be reduced but finite.  Using 

non-zero values of γ or lifting the energetic degeneracy of the atomic orbitals can provide the 

physically observed non-zero effective meta coupling, thus raising the question of which 

mechanism is more important, energy shift based on substituents or dephasing?  For benzene, it 

is unlikely that local pure dephasing is dominant.  The effects of dephasing are strongly 

dependent on the length scale over which the dephasing occurs.56  Our model demands that two 

bridge sites lose their coherence, requiring each to interact independently with its environment.  

This independence seems difficult to obtain on the length scale of a single benzene unit, since 

discrete solvent molecules are roughly of the same size scale as the entire benzene unit.  

Dephasing over several bonds could lead to reduced interference and may be operative in 

benzene.56  However, a D-B-A molecule built around a davidene179 core, as seen in Figure 3C, 

would provide an interesting vehicle to exaggerate the effects of dephasing.  While davidene is 

known to be non-planar,180 its twisted geometry is still highly symmetric and nearest neighbor 

interactions between the phenyl rings are still expected be dominant.  Fluctuations in coupling 

strength between the rings will likely constitute an important source of dephasing.  More 

importantly, phenyl units could interact with the solvent independently of each other, and the 

magnitude of the already weak meta coupling between units would make the system more 

sensitive to γ.  Consequently, by adjusting temperature and solvent conditions one could hope to 

approach regions of Figure 19B where dephasing effects cause a convergence of the electron 
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transfer rates measured in all three effective “ortho, meta, and para” connectivities of 

davidene.  Then, the electron transfer rate could provide a clear observation of the dephasing 

effect.              

5.3 Conclusion 

 In summary, we have shown that elastic pure local dephasing is capable of erasing 

interference effects in D-B-A molecules; whether the cause of the interference arises from the 

number of units in the pathway or from a negative coupling in one of the pathways, pure local 

dephasing can eliminate the destructive interference.  The issue of pure dephasing should be 

addressed in any system that is required or assumed to behave coherently.  The davidene series 

of molecules offers a considerable synthetic challenge, but the chance to observe experimentally 

the elimination of destructive interferences as a result of interaction with the environment would 

significantly enhance, in a simple model system, our understanding of the interplay of coherent 

and incoherent phenomena.   

5.4 Equations of Motion 

For the 4 site system depicted in Figure 17B, a tight-binding Hückel type Hamiltonian was 

constructed 
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Equations of motion were written for the terms comprising the density matrix. 

ρρρ DLHi
+

−
= ],[
h

&         (5.4) 
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111 =ρ  for all systems studied.  This constraint, along with the absorbing boundary, allows 

kET to be calculated as the flux through the system.136 

∗∗ += mnmnnm cccc &&&ρ       (5.5) 

∗∗∗ =+= mmmm ccccc &&&& 111ρ       (5.6) 

nnnn ccccc &&&& =+= ∗∗
111ρ       (5.7) 

where ∑=Ψ
n

nnc φ , nφ  are the atomic orbitals (comprising a “site basis”), and 

Ψ−= Hic nn φ
h

&  except for 1c& , which, trivially, is zero. 

LD includes the relaxation and pure dephasing terms, and can be decomposed into               

LD=LD-R + LD-D.  

Relaxation from the acceptor site (here n,m = 4) is simulated by defining  

44 δ
2
1δ

2
1

mnmnnmmRDn L κρκρφρφ −−=−     (5.8) 

where δ is the Kronecker delta and is formally equivalent to adding an imaginary component, 

κ
2
i

− , to the energy of the terminal site.   

Additional terms are added to the equations of motion for the coherences among bridge sites 

(here n,m = 2,3) to simulate pure dephasing.    

∑
=

− ⎟
⎠
⎞

⎜
⎝
⎛ −−−−=

3,2
)δ1(δ

2
1)δ1(δ

2
1

j
nmmjnmnmnjnmmDDn L γργρφρφ   (5.9) 

Equations of motion for 4-site system:  

111 =ρ           

)( 24121142112122 ρρρρρ VVVVi −−+−=&      
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)( 34231143213133 ρρρρρ VVVVi −−+−=&      

4443242134224144 )( κρρρρρρ −−−+−= VVVVi&      

214112111121 2
1)( γρρωρρρ −−+−= VVi&       

314123111131 2
1)( γρρωρρρ −++−= VVi&      

3234131142212132 2
1)( γρρρρρρ −−−+−= VVVVi&     

4131221141 2
1)( κρρρρ −+−= VVi&       

42424414241132222142 2
1

2
1)( γρκρρωρρρρρ −−−−−+−= VVVVi&   

43434424341133223143 2
1

2
1)( γρκρρωρρρρρ −−−−−+−= VVVVi&   

The equations of motion are solved by making a steady state approximation and setting all 

0=nmρ& .136   

kET is then defined as the ratio of the steady state populations on the acceptor and donor sites 

multiplied by the flux through the system from the relaxation term,  

SS
DD

SS
AA

ETk
ρ
ρ

κ=       (5.10) 

For the davidene system, a series of Hamiltonians are defined for the ortho, meta, and para 

connectivities 
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Equations of motion are written as above, with the ρ11 maintained at 1, relaxation from the 

acceptor site (n = 8) and dephasing between the bridge sites (n = 2-7).  kET is then calculated as 

above from the ratio of the steady state populations multiplied by the relaxation flux.   
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Chapter 6 Never Underestimate Your σ-System:  Charge Transfer 

Through Benzo-Annulated Bicyclo[2.2.2]octanes and Triptycene 
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6.1 Introduction 

 Covalently linked Donor-Bridge-Acceptor (D-B-A) molecules, where the bridge is 

comprised of a σ-bond network, have provided a means of elucidating many of the important 

aspects of intramolecular charge and energy transfer.  Saturated spacer groups provided the first 

unambiguous confirmation of the existence of the Marcus inverted region.8, 9  

Bicyclo[2.2.2]octane100 and norbornane181 spacers provided early means to determine the 

distance dependence of intramolecular charge transfer through the incremental increase in the 

length of an oligomeric bridge group.  The utility of these classes of molecules stems from their 

role as nearly rigid spacers or molecular rods.182  Despite earlier assumptions about their 

designation as inert spacers,21 systems containing saturated hydrocarbon bridges have been 

clearly shown to be  electronically relevant to intramolecular charge transfer21, 183 and to possess 

a rich electronic structure,33, 34, 39, 130 including interference effects.35  More recently, the 

majority of attention has moved away from looking at bridges having all σ-bonds to those with 

π-bonds.  Such a shift was motivated by the increased ability of these π-bridges to convey 

electronic communication between the π systems of the D and A groups by maintaining closer 

energetic resonance, suggested by McConnell’s expression,20 Equation 1,  

    ∏
= +

+

−−
=

N

i ADi

ii

AD

NAD
eff EE

V
EE
VVV

1 /1

1,

/1

1     (6.1) 

where Vij are matrix elements between the different subunit wavefunctions and Ei is the energy of 

a particular subunit. 

 The pursuit of greater electronic communication has been driven by the potential 

development of molecular electronic devices (molecular wires)3 as well as understanding 
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ultrafast energy and electron transfer in the photosynthetic reaction center and related 

sytems.98  Studies of π-bridges have revealed qualitatively new transfer regimes that depend on 

energetic resonance conditions.24, 26, 55, 56, 101  Albinsson and coworkers have recently shown a 

stark contrast between the efficacy of σ-  and π-type bridges by comparing a phenyl group and a 

bicyclo[2.2.2]octane group in equivalent positions in a D-B-A system.12, 184  Following the 

predictions of many earlier experimental and theoretical studies, charge transfer was strongly 

inhibited by the σ-bridge.   

 Other recent studies attempting to elucidate ultrafast charge transfer in biological systems 

have suggested that multiple spatial pathways,6, 37-39 possibly summing coherently, may 

contribute to the overall charge transfer rate.  As part of our ongoing efforts to understand charge 

transfer through multiple spatial pathways,56, 135, 185 we attempted to utilize the dichotomy 

between σ-  and π-type bridges to form model D-B-A molecules as systems with which to test 

predictions about the role of multiple spatial pathways in charge transfer.  We had hoped that a 

σ-system could provide a relatively inert scaffold on which to append multiple weakly 

interacting π-bridges.  In this way, one could maintain a constant geometry, and thus be able to 

compare meaningfully the effect of additional bridges. 

 For our σ-scaffold, we chose a 1,4 substituted bicyclo[2.2.2]octane (BCO) group.  An 

electron donor, pyrrolidinophenyl (PP), and acceptor, 9-cyanoanthracene (CA), were then 

attached via alkyne linkages to the bridge.   π-Pathways were then added by replacing the BCO 

with benzo-annulated BCO’s.  Up to three π-pathways could be added, with the three-phenyl 

system comprised of a bridge-head substituted triptycene, as seen in Figure 20.  While a few 

examples of charge and energy transfer systems using asymmetric bridgehead substituted 

BCO100, 183, 186 and triptycene187 bridges have been reported, and many reports have used various 
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benzo-annulated BCO molecules to investigate the relative importance of through space and 

through bond effects,188, 189 to our knowledge, this is the first report to examine the full series of 

four doubly bridgehead substituted benzo-annulated BCO’s. 

 

Figure 20 Structures of Donor-Bridge-Acceptor molecules with benzo-annulated BCO bridges 

6.2 Results 

6.2.1 Molecular Design 

 Compounds 1-4 were prepared in order to compare the influence of multiple spatially 

distinct π-pathways in equivalent geometries.  The D and A were chosen because of excellent 

spectroscopic and redox properties, as will be described later, and because they can connect with 

the bridge via alkyne linkage, which was believed to be capable of conveying electronic 

communication between the D/A and the bridge π-system.       

 The synthesis of 1-4 was executed using a building-block approach.  Aryl halides of the 

donor and acceptor were prepared in one step from commercial materials.  The synthesis of p-

1 2 3 4 
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iodopyrrolidinobenzene followed from a literature procedure,190 while 9-bromo-10-

cyanoanthracene191 was prepared from the dibromoderivative using CuCN.  The synthesis 

of the phenyl ethynylated BCO bridges comprised the main synthetic challenge.  The diethynyl 

BCO was prepared using variants of known procedures employed by Sukenik, 192 Kurreck,99 

Albinsson, 12 and coworkers, Figure 21.  The dialkyne derivative of triptycene was prepared 

using a modification of the procedure of Michl and coworkers,193 Figure 22. 

 

Figure 21 Synthesis of 1 a) KOC2H5, EtOH, 55% b) 1. NaH, DME 2. C2H4Br2, 71% c) HS(CH2)3SH, 
BF3•Et2O, CHCl3, 80% d) Raney Ni, EtOH, 98% e) LiAlH4, Et2O, 89% f) oxalyl chloride, DMSO, DCM, 
quant. g) CBr4, PPh3, Zn, DCM, hexanes, 53% h) n-BuLi, THF, 76% i) 1. iodophenylpyrrolidine, piperidine, 
CuI, Pd(PPh3)4 2. bromocyanoanthracene, TEA, CuI, Pd(PPh3)2Cl2, 9% 
 
 In contrast, the benzobicyclo[2.2.2]octane (BBCO) and dibenzobicyclo[2.2.2]octane 

(DBCO) derivatives with alkynes at the bridgeheads were unknown.  The preparation of BBCO, 

Figure 23, started from dimethyl-1,3-cyclohexadiene-1,4 dicarboxylate, which can be produced 

in multigram quantities from the corresponding saturated cyclohexyl derivative.194  The esters 

were reduced following Chu’s procedure195 and the alcohols were immediately protected with a 

tert-butyldimethylsilyl (TBDMS) group.  Reduction of the esters was necessary at this stage 

because they deactivated the ring system to a degree that made the diene inert toward Diels-  
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Figure 22 Synthesis of 4 a) TIPS acetylene, DEA, CuI, Pd(PPh3)2Cl2, 95% b) isoamyl nitrite, anthranilic acid, 
dioxane, 43% c) TBAF, THF, 73% d) 1. bromocyanoanthracene, TEA, CuI, Pd(PPh3)2Cl2 2. 
iodophenylpyrrolidine, piperidine, CuI, Pd(PPh3)4, 15% 
 
 

Alder reaction with benzoquinone and benzyne.  The protected diol, however, reacted easily with 

benzoquinone to form the BBCO core while attempted reaction with benzyne yielded a complex 

mixture of products.  Following procedures of Schmid196 and Lin,23 the Diels-Alder adduct was  

 

Figure 23 Synthesis of 2 a) 1. SOCl2, Br2, MeOH, hν 2. pyridine, 22% b)DIBALH, THF, 42% c)TBDMSCl, 
DMF, 66% d) p-benzoquinone, toluene, 83% e) NaBH4, CeCl3•7H2O, MeOH, DCM, quant. f) POCl3, 
pyridine, 68% g) H2, Pd/C, EtOH, EtOAc, 90% h) TBAF, THF, 95% i) PCC, DCM, 73% j) dimethyl-1-diazo-
2-oxopropylphosphonate, K2CO3, MeOH, 87% k) 1. bromocyanoanthracene, TEA, CuI, Pd(PPh3)2Cl2 2. 
iodophenylpyrrolidine, piperidine, CuI, Pd(PPh3)4, 5% 
 
 

reduced, and re-aromatized.  The remaining olefin was reduced and the alcohols deprotected.  

Arbitrary functionality could be added at this point at the bridgehead positions.  To construct the 

alkynes we first oxidized the alcohols to aldehydes.  The Corey-Fuchs procedure failed at this 
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point to produce the desired alkyne.  However, application of Bestman’s reagent197 afforded 

the alkyne directly from the aldehyde in good yield. 

 Synthesis of the DBCO system, Figure 24, began with the bis-chloromethylation of 

anthracene,198 followed by conversion to the bis-acetoxy derivative.199  Previous attempts to 

produce ethanoanthracenes relied on addition of maleic anhydride followed by hydrolysis and 

bisdecarboxylation with lead acetate.200  This route is, however, inconsistent and low yielding.  

The crucial step in our method is the high pressure Diels-Alder addition of ethene.  This addition 

has been reported previously,197 but was low yielding in our hands.  In contrast, the simple 

addition of toluene201 to the high pressure autoclave allowed the quantitative production of the 

ethanoanthracene derivative.  The acetoxy groups were hydrolyzed and the alcohols were 

oxidized to aldehydes.  The Bestmann reagent was again applied to convert the aldehydes 

directly to the alkyne. 

Figure 24 Synthesis of 3 a) paraformaldehyde, HCl(g), dioxane, 50% b) NaOAc, HOAc, 78% c) toluene, C2H4 
(2400 psi) d) EtOH, KOH, 93% e) PCC, DCM, 56% f) dimethyl-1-diazo-2-oxopropylphosphonate, K2CO3, 
MeOH, 92% g) 1. bromocyanoanthracene, TEA, CuI, Pd(PPh3)2Cl2 2. iodophenylpyrrolidine, piperidine, CuI, 
Pd(PPh3)4, 7%  
 

 Sonogashira coupling of the redox active groups to the BCO bridges proved to be 

difficult, partially because of the reactivities of the D and A aryl halides and partially because of 

the need to asymmetrically substitute the BCO bridge.  Coupling the 9-bromo-10-

cyanoanthracene frequently resulted in only the formation of the disubstituted adduct.  Coupling 

the p-iodopyrrolidinobenzene proved difficult because of the electron rich nature of the aryl 
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halide and susceptibility of the alkyne to degradation.  Other workers12, 202 have reported the 

successful use of piperidine to couple electron rich aryl halides to bicyclooctyl or triptycenyl 

alkynes and so we attempted using it as base and/or solvent.  After optimizing the conditions, we 

found that we could form the monosubstituted pyrrolidinobenzene adduct in acceptable yield.  

However, this monoalkyne quickly degraded with the application of heat or chromatography on  

silica.  Consequently, after washing with water, the crude monoalkyne was used in the next step  

without further purification.  The subsequent reaction of the monoalkyne with 9-bromo-10-

cyanoanthracene was successful and the final products 1-4, though still sensitive to silica gel, 

could be purified via conventional techniques including preparatory HPLC. 
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Figure 25 1H NMR spectra of the aromatic regions of 1-4 at 300 K in CDCl3.  Red circles denote peaks from 
CA, blue triangles denote peaks from PP, and green squares denote peaks from the bridge.  Notice the 
downshifting circles and squares. 
 

 The aromatic regions of the NMR spectra of 1-4 are shown in Figure 25.  As further 

evidence of the structure, one can see the progressive downfield shift of the protons on the donor 

and acceptor oriented toward the BCO bridge.  As more phenyl groups are fused to the bridge, 

these protons spend more time caught in the deshielding ring current of the bridge phenyl groups, 

resulting in this incremental shift down field. 
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6.2.2 Energy Levels 

 The donor and acceptor were chosen to meet specific redox and spectroscopic 

requirements and have been used in previous photoinduced electron transfer studies.129  

Compounds 5 and 6 were prepared as appropriate models, Figure 26. Cyclic voltammetry was 

performed and the results are summarized in Table 3 

Figure 26 Structures of model compounds with CA and PP 
 
These values were used to estimate the energy of the radical pair state by employing Weller’s 

expression,13 which relies on the Born dielectric continuum model.  The free energy change for 

charge separation, ΔGCS, from the locally excited CA group can then be calculated.  To calculate 

internal reorganization energies for the donor and acceptor, λI, we first geometry optimized the 

appropriate ions of 5 and 6.  Taking the difference in self-consistent field (SCF) energy of the 

charged and neutral species in this geometry yielded λI.  The solvent reorganization energy, λS, 

was calculated from Marcus’s formula117 assuming a dielectric continuum.  Finally, using the 
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classical Marcus expression,117 the activation barrier for charge separation can be calculated.  

Results for toluene and MTHF are shown in  

Table 3, and sample calculations are presented in a later section. 

Eox
 Ered

  ΔGCS λI λO ΔGCS
‡ 

Toluene -0.02 0.21 0.05 0.055 0.74 -1.27 
MTHF -0.57 0.21 0.72 0.034 

 
Table 3 Relevant electron transfer parameters for 1-4 

 

6.2.3 Spectroscopy 

 Ground state absorption spectra of 1-5 and another model compound, 7 (Figure 26), are 

shown in Figure 27.  The CA acceptor dominates the absorption in this region, although the 

progressive red shift of the bridge absorption can also be seen.  Comparison of 1-4 with 5 shows 

only minimal deviations, showing that the CA acceptor is effectively electronically isolated from 

the rest of the molecule.  In contrast, the absorption spectra of 7 is very different, indicative of 

significant communication between the donor and acceptor. 

 Photoexcitation of CA at either 416 or 430 nm results in efficient charge transfer to form 

the radical ion pair, PP+•-B-CA-•.  The transient absorption spectra are dominated by absorption 

of 1*CA at early times and CA-• at later times, as shown in Figure 28.  The observed CA-• 

absorption is qualitatively similar to the electrochemically generated anion of a related 

substituted CA compound.129  Transient absorption spectra of 5 in toluene shows only 1*CA 

while 1-4 and 7 show the distinct features of CA-•.  Transient absorption spectra of 1-4 show 

different λmax values for CA-•, while all the spectra are essentially identical in toluene, Figure 29.   
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Figure 27 Steady-state UV-vis spectra of 1-5 and 7 in toluene at 295 K. 
 
 Charge separation (CS) and recombination (CR) dynamics can be examined by 

measuring the rise and the fall of the CA-• feature.  Representative kinetics for 1-4 are shown in 

Figure 30, while time constants for CS and CR are summarized in Table 4.  The CS and CR time 

constants for 1-4 in toluene at 295 K are very similar.    CS in 7 is comparable or faster than the 

instrument response function (τIRF = 0.15 ps).  CS of 2 and 3 in MTHF at 295 K is marginally 

slower than that of 1 and 4.  CS times in glassy MTHF at 80K are faster than at room  
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Figure 28 Transient absorption spectra of 2 at 295 K in toluene. 
 

Figure 29 Transient absorption spectra of 1-4 at 295 K in a) toluene at 1029 ps and b) in MTHF at 239 ps 
 
 
temperature, with CS in 1 occurring marginally faster than 2-4.  CR for 1-4 in MTHF at 295 K is 

too slow to be accurately measured using our ultrafast transient absorption apparatus, but too fast 

to be measured with our nanosecond transient absorption apparatus, (τIRF = 7 ns), although the 

time constants are in the range of 2-4 ns.                              
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Figure 30 Transient absorption kinetics of 1-4 measured in a) toluene at 643 nm at 295 K  b) toluene at 655 
nm at 295 K c) MTHF at 613 nm at 295 K d) MTHF at 80K at 716 nm at 80 K 
 
 
 
 
 
 

 τCS (toluene) 
(ps) 

τCR (toluene) 
(ps) 

τCS (MTHF 300K) 
(ps) 

τCS (MTHF 80K) 
(ps) 

1 130±12 48000±5000 27±3 2.5±1.6 
2 145±17 45000±5000 44±5 6.5±1.0 
3 133±5 54000±4000 33±3 3.9±1.9 
4 141±10 55000±4000 22±4 6.7±2.7 

 
Table 4 Electron transfer time constants in benzo-annulated BCO’s 
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6.3 Discussion 

 Molecules 1-4 were designed to show the effect of an increasing number of π-pathways 

on the rate of charge transfer.  Implicit in our design was the assumption that any π-pathway 

would significantly accelerate charge transfer over a σ-pathway.  However, the essentially equal 

CS and CR rate constants of 1-4 show that the π system has no overall effect, contrary to our 

expectations from McConnell’s expression.  Clearly, the relative roles of the π- and σ-systems 

need to be re-examined. 

 The absence of an effect on the CS and CR rates of the bridge π-system is made 

additionally interesting by the work of Walton, Adcock and coworkers, which examined the 

hyperfine coupling between bridgehead radicals and functionality at the opposite bridgehead in 

bicyclo[2.2.2]octane and triptycene derivatives.203  They found significant hyperfine coupling  

Figure 31 Relevant orbitals for overlap with the bridge σ and π systems.  S refers to spatial overlap and F 
(mH) refers to the appropriate Fock matrix element 

 

SGTO = 0.51 
SExp   = 0.41 
F(i,,j)  = -33 

SGTO = 0.16 
SExp  = 0.18 
F(i,,j)  = -0.8  
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through the bicyclo[2.2.2]octane system to a variety of substituents at the other bridgehead, 

but found no coupling in the triptycene system for any of the substituents.  Hyperfine couplings 

are communicated via the same superexchange type interactions that mediate electron transfer 

because the magnitude of the hyperfine coupling is proportional to the local population of the 

radical at that nucleus.  Consequently, any model proposed for electronic interactions in our 

system must also be able to accommodate their results.  Our expectation was that the π-pathways 

would increase communication between bridgehead anchored groups.  Our experimental result is 

that the π-pathway has a negligible effect.  However, their experiments suggest that the π-

pathways decrease communication.  Coupling is suggested to be mediated via overlap between a 

series of anti-periplanar sp3
 hybridized orbitals.  Such an orientation is optimal for maximum 

overlap (Cieplak’s model).204, 205     

6.3.1 Contribution of the Bridge π-System  

 The charge separation rate of 7 was significantly faster than in 1-4, consistent with our 

expectations from Equation 6.1 and previous work12 and showing that a conjugated π-system 

does provide greater electronic communication than a σ-system.  To understand why our non-

conjugated π-pathways failed to accelerate kCT, we estimated the respective overlaps of the π 

system of the chromophores with the π and σ systems on the bridge, focusing on nearest and 

next-nearest neighbor interactions, as shown in Figure 31.  We examine the overlap on a per 

“rung,” basis ( i.e., though the σ system has three equivalent σ pathways, we will focus on one at 

time where each rung is a set of two methylene carbons) as well as focusing on the impact of one 

additional phenyl ring at a time, as seen in Figure 31.  The proximal alkyne pπ orbital will be 

considered the only point of communication between the chromophores and the bridge.      
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 Hydrogen-like angular functions were used206 with two types of radial functions.  We 

used the radial function of the slowest decaying carbon Gaussian-type orbital (GTO) for the 6- 

31G* basis set.  This primitive had a decay constant of 0.48 Å-2.  We also used a simple 

exponentially decaying radial function with a decay constant of 1.5 Å-1 which was based on the 

calculated β distance parameter for the through-space distance dependence of electron transfer, 3 

Å-1.17  Full calculation details including relevant bond angles are given in the Sample 

Calculations section.  The overlap between the alkyne p orbital and the bridge σ system is only 

two to three times larger than the overlap with the marginally more distant π system,  Figure 31. 

Figure 32 Application of Walton and Adcock’s orbital overlap model203 
 

 We had hoped that this disparity would be overcome by the more favorable energy resonance 

condition resulting from the denominator of Equation 6.1 due to the communication being 

between two π systems.   

 We also undertook Natural Bond Orbital36 (NBO) analysis to probe the significance of 

the interaction between the more distal π orbitals.  By expressing the Fock matrix in the local 

a b 
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NBO basis, we can examine the appropriate off-diagonal elements to probe these specific 

microscopic interactions.  Such an approach has been used to great advantage in pathways type 

analysis of transport in organic molecules.21, 33-35  In addition, direct examination of the matrix 

element avoids the use of a Mulliken “magic rule” type expression16 where the matrix element is 

assumed to be directly proportional to the orbital overlap, Equation 6.2, 

jiijjiij SHV ψψψψ =∝=         (6.2) 

where the ψi refer to the component wavefunctions. 

 In contrast to the simple analysis above, the NBO analysis shows a nearly vanishing 

matrix element between the alkyne and bridge π systems, Figure 31.  Clearly, our application of 

Mulliken’s “magic rule” proportionality is shown to be an inadequate description for our system 

and suggests caution in the blanket application of Equation 6.2.  The bridge π-system is 

effectively isolated from the π-systems of the chromophores.  Additionally, the isolation of the π 

systems is corroborated by measurements of hyperfine couplings of a phosphorus centered 

radical of X-irradiated 9-phosphinotriptycene.207  The radical shows no hyperfine coupling to 

any part of the triptycene and only dipolar coupling to the phenyl hydrogens proximal to the 

phosphorus.              

6.3.2  Contribution of the Bridge σ-System  

 If the matrix elements between the bridge π system and the chromophores are so small as 

to make the bridge π system effectively irrelevant, what is the origin of the dichotomy of the 

hyperfine couplings in Walton and Adcock’s203 results?  The authors suggest the dominance of 

an anti-periplanar arrangement of σ-orbitals whereby the dominant communication conduit is the 
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σ-bond oriented parallel to the bridgehead radical orbital and the C-H bond of the opposite 

bridgehead, Figure 32a.  The direct through-space interaction between the bridgeheads has been 

definitively shown to be irrelevant,40 while this “skipped” through bond mechanism (as opposed 

to going through consecutive bonds) is supported by measurements of hyperfine couplings in 

related adamantane radicals, where the coupling constants to two geminal hydrogens would be 

equivalent in the case of consecutive through bond coupling, but are significantly different due to 

the presence of anti-periplanar overlap.208  Fusing the phenyl rings to the BCO changes the 

hybridization of this bond, removing an energetic resonance condition, and decreasing the 

effective mixing, consistent with McConnell’s relation, Equation 6.1. This explanation can be 

conveniently adapted to suit our system geometry, as shown in Figure 32b.  Analogously, the p 

orbitals of the alkyne should be in good periplanar overlap with the σ bonds originating the 

bridgehead, which are in turn in good periplanar overlap with the σ bond at the opposite 

bridgehead, and sequentially, the p orbital at the opposite alkyne.  Because this model suggests a 

minimal importance for the central σ orbital (3 in Table 5), a change in hybridization of this 

orbital would be predicted to have minimal effect on Veff. 
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Table 5 Parameters from NBO analysis.  Energies given in mH.  εi, F(i,j) Veff(i,j,…) refer to the numbered 
orbitals above. Veff(i,j,…) are calculated using Equation 6.1. 
 
 

 NBO analysis for the bonding orbitals of the bridge σ system is summarized in Table 5.   

The analysis captures the effect of the changing hybridization that accompanies the addition of 

the phenyl ring by showing a decrease in bonding orbital energy by almost  3 eV (100 mH) as 

 No phenyl 
group 

With 
phenyl 
group 

ε1 -269 -271 

ε 2 -575 -603 

ε3 -576 -675 

F(1,2) -33 -30 

F(1,3) 9.7 8.0 

F(1,4) -1.5 -1.2 

F(1,5) 0.1 0.1 

F(2,3) -119 -134 

F(2,4) -30 -25 

Direct 
Veff 1,5 0.1 0.1 

1 step 
Veff 1,2,5 0.162 0.108 

Veff 1,3,5 0.306 0.158 

Veff 1,4,5 0.162 0.108 

2 step 
Veff 1,2,3,5 0.405 0.239 

Veff 1,2,4,5 -0.349 -0.206 

Veff 1,3,4,5 0.405 0.239 

3 step 
Veff 

1,2,3,4,5 
0.536 0.361 

 
Total 1.729 1.108 
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well as a shrinking of the off-diagonal Fock matrix elements between this NBO and other 

NBO’s, consistent with higher s character.  NBO analysis also captures the dominance of 

skipped through bond mixing over consecutive bond mixing in the antibonding orbitals (not 

shown), consistent with NBO analysis of BCO anions by Liang and Newton.33  Charge transfer 

in our system is likely proceeding via a hole transfer mechanism because the electron acceptor is 

first locally excited, so we will focus on the bonding orbitals.  However, mixing through the 

bonding orbitals shows comparable contributions from the skipped bond and consecutive bond 

mixing, again consistent with calculations on the cation.33  Because of destructive interference 

among the pathways not involving the changing bond (NBO 3 in Table 5), the NBO analysis 

predicts that the majority of through bond communication involves this bond.  Consequently, 

NBO analysis suggests significant contributions from NBO 3 to the total Veff and an effect from 

the significant perturbation of that bond accompanying introduction of a phenyl group, and so 

does not support the model in Figure 32.   

 For clarity, we reemphasize that the multiple interactions we are currently referring to are 

interactions within a single rung of the bridge, and not between different rungs.  We can suggest 

two possibilities for reconciling the NBO analysis and the experimental results.   

 One explanation simply restates that NBO analysis, though significantly informative, is 

ultimately qualitative in nature.36  The importance of looking beyond nearest neighbors has been 

consistently shown,17, 33, 34 but the dominance of a single interaction may be overlooked by the 

NBO analysis.  In this case, that interaction would necessarily not involve the central σ bond 

(NBO 3), and would preserve the above explanation.       
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 Another explanation suggests that interference between different orbitals within the σ 

system (whether it be constructive or destructive) is real, but is being wiped out by electronic 

dephasing.  Contributions from multiple spatial pathways require well defined phase 

relationships of the charge carrier wavefunction to be maintained at all sites along the multiple 

pathways.  The fidelity of this phase relationship can be conveniently expressed as the off-

diagonal element (coherence) of the density matrix.  Fluctuations in site energies (as well as 

inter-site coupling) that exist at finite temperature can destroy these phase relationships48, 50 and 

spoil the legitimacy of summing pathways coherently.57, 135, 185  However, these fluctuations must 

occur on a sufficiently fast timescale to influence the additivity of the different pathways. 

 A convenient method of estimating this time threshold is by calculating the Landauer-

Büttiker tunneling time,169 a concept adapted for Donor-Bridge-Acceptor molecules by Nitzan 

and co-workers25 and shown in Equation 6.3,   

     
E
N

tun Δ
=
hτ       (6.3) 

where N is the number of bridge sites and ΔE is the energetic gap between the bridge and the D 

and A. 

 Conceptually, this is the time scale at which bridge fluctuations must occur in order to 

influence the charge carrier using the bridge.  When the transfer is occurring via superexchange 

(large gap), fluctuations must be incredibly fast in order to influence the charge carrier.  This is 

consistent with the charge carrier never actually occupying the bridge and being consequently 

decoupled from its fluctuation.  On the other hand, charge transfer operating with small gaps or 

in the hopping regime should be responsive to relatively slow fluctuations, since the actual 
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occupation of the bridge makes the charge carrier more sensitive to fluctuations.  With a gap 

of over 2 eV (as estimated from the ionization potentials of BCO, 9.5 eV,42 and PP, 7.2 eV209), 

the corresponding tunneling times of <2 fs would suggest that if any interference did exist, it 

would survive the electronic dephasing. 

6.3.3 MTHF data at 300K 

 CS rates in MTHF show an increase over the toluene rates.  This increase is consistent 

with the predictions of Marcus theory following the activation barrier in Table 3.  In contrast to 

the charge separation rates in toluene, the rates measured in MTHF show a small, but 

experimentally reproducible difference in rates with 1 and 4 being slightly faster than 2 and 3.  

While we had initially viewed this difference in rates as a consequence of the altered σ-system, a 

more likely explanation can be drawn from the transient absorption in spectra, Figure 29.  While 

the spectra show only marginal differences in toluene, 1-4 show reproducible and relatively 

significant differences in MTHF.  Since the ground state absorption shows no difference among 

1-4, and the rates measured in toluene are essentially equivalent, the changes in rates and spectra 

in MTHF are likely coming from changes in solvation of the ions in the radical pair.   

 Achieving the necessary solvent polarization is central to the Marcus theory of electron 

transfer,117 comprising the critical reaction coordinate in the original formulation of the electron 

transfer reaction.  The first and second solvent shells provide the critical stabilization for the 

shifting charges.210, 211  The additional phenyl groups in 2-4 are located within the range of the 

first and second shells and so a consequent disruption of solvation seems reasonable.  Such a 

steric disturbance of the solvent packing has previously been suggested to influence redox 

behavior.148 
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 The presence of the spectral shifts in MTHF but not toluene is also suggestive.  Any 

solvation effect would be magnified in MTHF over toluene because of MTHF’s higher dipole 

moment.  However, toluene can still provide a stabilizing solvation environment via quadrupole 

interaction.212  One possibility for the difference in the spectra in the two solvents comes from 

the nature of the steric disturbance.  The phenyl group annulated to the bridge will likely not 

provide a significant perturbation to the packing of the homologous toluene solvent.  In contrast, 

the MTHF packing might be significantly altered and consequently show a bathochromic shift as 

bridge structure is altered.  That the rate does not vary monotonically with additional phenyl 

groups as well as the observation that it is the two three-fold symmetric species that show the 

fastest rates suggest symmetry has a role maintaining optimal solvation.  A similar non-

monotonic trend also suggesting the importance of symmetry was seen in the relative rates of 

bromine abstraction at the bridgehead position of a similar series of molecules.81                          

6.3.4 MTHF data at 80 K 

 Evaluation of charge separation rates in a frozen glass serves two purposes.  By reducing 

the population of high vibrational levels one can limit the conformational space explored by the 

molecule and learn about which conformations favor charge transfer.  In addition, lowering the  

temperature may reduce the electronic dephasing rate enough to observe properties that rely on 

coherent summation of the charge carrier wavefunction over multiple spatially distinct parts of 

the molecule.135, 185  Despite frequently being referred to as rigid spacers, oligomeric alkynes can 

contort significantly at finite temperature.213  Flexibility in D-B-A molecules can lead to the  
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electronic properties being dominated by conformations other than the equilibrium one.  This 

scenario was seen in molecules where charge transfer is symmetry-forbidden45, 214 and is 

elegantly captured in the simulations of Jones, Carpenter, and Paddon-Row.215 

Figure 33 Steady-state UV-vis of 1 at a variety of temperatures in MTHF 
 
 The ground state absorption spectra of 1 are shown in Figure 33at 300K, 160K and 80K.  

The sharpening of the features reveals two details about the system.  First, though 

cyanoanthracene derivatives have been known to aggregate,129, 216 no aggregation occurs here as 

the absorption spectra show no evidence for the requisite exciton coupling118 that accompanies 

aggregation.217  Second, the reduction in inhomogeneous broadening suggests that the ensemble 

of molecules is adopting fewer different conformations.  This is consistent with depopulation of 

excited conformational modes before solidification.  The sharpened features imply that the 

conformations under study in the glass are closer to the equilibrium conformation than in the 

solution phase. 
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Figure 34 Charge transfer trajectories for a model of 1 at different effective temperatures.  a) molecular 
dynamics snapshot with zero point energy (0K) in each of the modes and the trajectory b) showing charge 
shift. c) a molecular dynamics snapshot after equilibration at 300K with d) no charge shift in the trajectory 
 

 Molecules 1-4 all show significantly faster charge separation rates upon freezing.  Such 

behavior is reminiscent of the bacterial photosynthetic reaction center.5, 52  In that case the rate 

acceleration was explained as higher vibrations taking the system away from the bottom of the 

vibronic well, the optimal position for activationless charge transfer.11  However, non-vanishing 

activation energies, Table 3 , suggest this explanation is not valid in our system.  More likely, the 

rise in CS rate is due to a conformational gating effect,45, 101, 108, 214 whereby the deviations from 

equilibrium conformation result in a reduction of Veff.  These less efficient conformations are 

accessed more frequently at 300K than at 80K.  To test this hypothesis we followed the example 

of Jones and coworkers218 and performed molecular dynamics coupled with semiempirical 
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calculations to follow the charge transfer trajectories.  Our simulated molecule is a model of 

1 with a +1 charge, Figure 34.  When only the zero-point energy was injected into the normal 

modes of the computational model system (T=0K), only geometries close to the equilibrium 

geometry were observed, Figure 34a, and a charge shift occurred within several hundred 

femtoseconds of the simulation, Figure 34b.  In contrast, when additional energy was put into the 

system (T=300K), the geometry deviated significantly from the equilibrium position, Figure 11c, 

and charge shift was never observed, Figure 34d.  These simulations confirm our hypothesis 

regarding the increased efficacy of the equilibrium conformation.  An additional report detailing 

specific per-mode contributions is in progress.                                   

 The charge separation rate of 1 is seen to be marginally faster than 2-4, although 

differences among 2-4 are difficult to probe due to degradation of the sample experienced and 

the consequent size of the error bars.  The relative steric bulk of 2-4 compared to 1 may also play 

a role in how the molecule interacts with the MTHF matrix.  Since the trend here is loosely 

similar to that observed in solution and steric effects have been shown to be important, it is 

difficult to suggest that a lower electronic dephasing rate due to the lower temperature is a 

significant factor in the glass.  

6.4 Conclusion 

 We have prepared a novel series of molecules to test the effect of  additional π-pathways 

fused to a σ-scaffold on mediating electron transfer between two chromophores.  Surprisingly, 

the π-pathways were shown to have no role in the electron transfer, with all important 

communication occurring via the σ-system.  This behavior was also surprising, considering the 

work of Walton, Adcock, and co-workers, who saw large changes in the ability of a σ-system to 
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mediate electronic communication with the addition of fused π-pathways due to the changes 

in hybridization of the σ-bond orbitals.  We were able to adapt their qualitative physical organic 

explanation to explain the dichotomy of our two systems.  However, NBO analysis did not 

corroborate this rationale, either because of its own qualitative nature or because of the 

importance of electronic dephasing in effectively preventing the coherent addition of multiple σ-

pathways.  Charge separation rates in MTHF showed some differences between members of the 

series but were likely caused by differences in solvation.  Charge separation rates increased at 

lower temperatures because deviations from equilibrium conformation experienced more 

severely at high temperatures decrease the electronic communication.  This behavior was 

captured in molecular dynamics simulations coupled to semiempirical electronic structure 

calculations.          

 

6.5 Synthesis 

 

N

Br

10-Bromo-anthracene-9-carbonitrile191  500 mg (1.48 mmol) of 9,10 

dibromoanthracene and 133 mg (1.48 mmol) of CuCN (CAUTION, keep away from water) were 

combined in a round bottom flask with 20 mL of DMF.  The mixture was put under N2 and 

refluxed for 6 hours and left to cool overnight.  The DMF was distilled off under vacuum and 

after cooling, chloroform with a few drops of triethylamine were added.  The solid was washed 



 146
thoroughly with multiple aliquots of chloroform.  The combined fractions were then passed 

through a silica plug and dried to yield a crude solid.  Column chromatography on 100 mg 

portions of the crude material in 1:1 hexanes:chloroform yielded the pure compound (35%).    1H 

NMR (CDCl3) δ: 8.60 (d, J=9.4 Hz, 2H), 8.44 (d, J=9.4 Hz, 2H), 7.75 (t, J=7.6 Hz, 2H) 7.70 (t, 

J=7.6 Hz, 2H) 

 

N

I

 1-(4-Iodo-phenyl)-pyrrolidine190  Following literature procedure, 4.38 g (20.2 mmol) of 

p-iodoaniline, 4.31 g (20.0 mmol) of dibromobutane and 5.16 g (39.9 mmol) of 

diisopropylethylamine were combined with 10 mL of benzene and heated at 50 ºC for 18 hours 

and at reflux fo 12 hours.  The reaction mixture was cooled and the precipitate was filtered off 

and washed with 2M NaOH.  The solid was then recrystallized from ethanol to yield white 

crystals (19%).  The material could be additionally purified by dissolving in 1:1 

chloroform:hexanes and passing through a silica plug (19%).    

1H NMR (CDCl3) δ: 7.44 (d, J=9.0 Hz, 2H), 6.33 (d, J=9.0 Hz, 2H), 3.24 (t, J=6.6 Hz, 4H) 2.00 

(t, J=6.6 Hz, 4H) 
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O

OEtO

EtO

O

O

Diethyl 2,5-Dioxocyclohexane-1,4-dicarboxylate192, 219  The Dieckmann 

condensation from diethylmalonate was enacted following literature procedures.  The product 

was isolated in 55% yield.  1H NMR (CDCl3) δ: 12.19 (s, 2H), 4.23 (q, J=7.14 Hz, 4H), 3.17 (s, 

4H), 1.31 (t, J=7.14 Hz, 6H) 13C NMR (CDCl3) δ:  171.26, 168.38, 93.20, 60.71, 28.48, 14.19 

   

OEtO

EtO O

O

O

2,5-Dioxo-bicyclo[2.2.2]octane-1,4-dicarboxylic acid diethyl ester192, 220 The ester 

was formed from diethyl 2,5-Dioxocyclohexane-1,4-dicarboxylate via literature procedure99 in 

71% yield.  1H NMR (CDCl3) δ: 4.14 (q, J=7.14 Hz, 4H), 3.08  (d, J=2.6 Hz, 2H) 3.05 (d, J= 2.6 

Hz, 2H), 2.73  (s, 2H), 2.69 (s, 2H), 1.29 (t, J=7.14 Hz, 6H) 13C NMR (CDCl3) δ:  203.89, 

168.84, 62.07, 57.49, 42.08, 24.71, 14.31  

   

OEtO

EtO O

S

S

S

S
 Diethyl 2,5-bisdithianebicyclo[2.2.2]octane-l,4-dicarboxylate99, 192 The 

thiane was formed from the diketone via literature procedures99 in 80% yield  Excess thiol could 

be removed without excessive lab contamination by washing with dilute aqueous KOH.  1H 
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NMR (CDCl3) δ: 4.23 (m, 4H), 3.25 (m, 1H), 3.22 (m, 1H), 3.14-3.07 (m, 4H), 2.85 (m, 1H), 

2.82 (m, 1H), 2.79 (m, 1H), 2.76 (m, 1H), 2.74 (s, 1H), 2.71 (s, 1H), 2.66-2.59 (m, 2H), 2.09 (m, 

2H), 1.99-1.83 (m, 4H), 1.32 (t, J=7.1 Hz, 6H)   13C NMR (CDCl3) δ 172.32, 61.28, 53.59, 

49.53, 43.94, 27.17, 27.12, 25.04, 23.83, 14.21  

   

OEtO

EtO O

 Diethyl Bicyclo[2.2.2]octane-1,4-dicarboxylate99, 192  50 g of Raney nickel was 

measured out (while still in a water suspension) via weighing by difference.  The nickel was then 

activated (CAUTION, dry Raney nickel is extremely flammable).  The water was decanted off 

and replaced with absolute ethanol.  The ethanol was then decanted off and replaced with fresh 

ethanol.  This process was repeated (about 6 times) until a small aliquot of the nickel from the tip 

of a pipette, after drying on a paper towel, ignited.  A magnet was used to keep the nickel at the 

bottom of a test tube during this process.  The slurry in ethanol along with 400 mL of additional 

ethanol was then added to a round bottom flask equipped with a mechanical stirrer.  6 g of the 

thiane (13 mmol) was added and the system was thoroughly put under N2.  The reaction mixture 

was heated at incipient reflux for 3 days and then allowed to cool.  The solution was decanted 

and fresh ethanol was added to the remaining nickel slurry.  The slurry was sonicated and the 

solution decanted and combined with the previous fractions.  The combined fractions were put 

through a ceilite plug and dried to yield an oil and a yellow-green solid.  Chloroform was added 

and the solid was filtered off.  The chloroform was washed with water and dried to yield the 

product in 98% yield.  The remaining nickel slurry was quenched by slow addition of the slurry 
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to a large volume of bleach.   1H NMR (CDCl3) δ: 4.08 (d, J=6.9 Hz, 4H), 1.79 (s, 12H), 

1.22(t, J=6.9 Hz, 6H) 

OH

OH

Bicyclo[2.2.2]octante-1,4-dimethanol192 Following literature procedure, the diester  

was reduced to the diol in 89% yield.  1H NMR (CDCl3) δ: 3.27 (s, 4H), 1.42 (s, 12H) 

O

O

Bicyclo[2.2.2]octane-1,4-dicarboxaldehyde192  Following literature procedure, the diol 

was oxidized to the dialdehyde via Swern oxidation in quantitative yield and was quickly used 

for the next step.  1H NMR (CDCl3) δ: 9.47 (s, 2H), 1.71 (s, 12H) 

Br

Br

Br

Br 1,4-Bis-(2,2-dibromo-vinyl)-bicyclo[2.2.2]octane  Following a modification of a 

previous procedure,12 3.87 g (11.67 mmol) of carbon tetrabromide, 3.06 g (11.68 mmol) of 

triphenylphosphine, and 0.77 g (11.8 mmol) of Zn powder were combined and put under N2.  34 

mL of dry dichoromethane was added and the mixture was left to stir for 24 hours.  488 mg (2.94 

mmol) of bicyclo[2.2.2]octante-1,4-dicarboxaldehyde in 1 mL of dicholoromethane was added 

via syringe and the mixture was allowed to stir for another 24 hours.  37 mL of hexanes was then 

added and the slurry was filtered through a plug of silica to yield the product (53%), which was 
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unstable and quickly used in the next step.  1H NMR (CDCl3) δ: 6.41 (s, 2H), 1.82 (s, 12H)  

13C NMR (CDCl3) δ:  145.49, 85.65, 35.73, 29.71 

 1,4-bis-(ethynyl)-benzobicyclo[2.2.2]octane221  Following a modification of a 

literature procedure,12  740 mg (1.55 mmol) of 1,4-bis-(2,2-dibromo-vinyl)-bicyclo[2.2.2]octane 

was dissolved in 17 mL of dry THF under N2 and cooled to -78 ºC.  4.52 mL of a 1.6M solution 

of n-butyllithium was added and the solution was allowed to stir for 1 hour while at -78 ºC 

followed by 1.5 hours at room temperature.  The reaction was then quenched with water.  

Hexanes was added to the resulting suspension and the organic layer was separated, repeatedly 

washed with water, and dried with sodium sulfate.  Solvent was evaporated (CAUTION, the 

material sublimes under vacuum at elevated temperatures) and the material was purified via 

column chromatography (2:8 dichloromethane:hexanes) to yield the dialkyne (76%).  1H NMR 

(DCM) δ:  2.08 (s, 2H), 1.77 (s, 12H)   13C NMR (CDCl3) δ:  90.95, 68.14, 31.54, 25.97 

N

NC 10-[4-(4-Pyrrolidin-1-yl-phenylethynyl)-bicyclo[2.2.2]oct-1-

ylethynyl]-anthracene-9-carbonitrile (1) 5 mg (0.032 mmol) of (1-4-diethynyl-
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bicyclo[2.2.2]octane, 5 mg (0.018 mmol) of 1-(4-Iodo-phenyl)-pyrrolidine (columned 

immediately before use), 5 mg (0.004 mmol) of tetrakis(triphenylphosphine)palladium and a 

pipette tip of CuI were combined in a round bottom flask and put under N2.  1.5 mL of piperidine 

(distilled from CaH2 and sparged with N2) was added and the reaction was closely monitored by 

TLC (1:1 hexanes:chloroform).  After approximately 15 minutes, the reaction mixture was 

poured onto diethylether and washed repeatedly with water.  The organic fraction was dried 

(sodium sulfate) and the solvent was removed.  (CAUTION, the product decomposes with heat 

>60ºC or if put onto silica).  The crude product was then combined in a round bottom with 5 mg 

(0.018 mmol) of 9-bromo-10-cyanoanthracene, 2 mg (0.003 mmol) of 

bis(triphenylphosphine)palladiumdichloride, and a pipette tip of CuI and put under N2.  3 mL of 

triethylamine (distilled from CaH2) was added and the reaction was refluxed overnight.  After 

cooling the solvent was removed and the crude mixture was passed through a plug of silica 

(deactivated with triethylamine).  The crude mixture (3 mg) was then purified in small portions 

via preparatory scale reverse phase (C18) thin layer chromatography (1:1 

hexanes:dichloromethane)  to obtain the product in 9% yield.  The product was easily followed 

as the only visible yellow spot.  Additional purification was accomplished with preparatory 

HPLC (silica column) with a 3:97 acetonitrile:chloroform eluent.    

1H NMR (CD2Cl2) δ:  8.58 (d, J=9.3 Hz, 2H), 8.38 (d, J=8.4 Hz, 2H), 7.73 (m, 2H), 7.65 (m, 

2H), 7.18 (d, J=8.6 Hz, 2H) , 6.43 (d, J=8.6 Hz, 2H), 3.25 (m, 4H), 2.11 (m, 4H), 1.98 (m, 12H) 

ESI-HRMS (m/z) [M]+ calcd for C37H33N2, 504.25655; found, 504.25663. 
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O O

O O Cyclohexa-1,3-diene-1,4-dicarboxylic acid dimethyl ester194 The diester was 

synthesized from cyclohexane 1,4-dicarboxylic acid via literature procedure in 22% yield.   

OH

OH

(4-Hydroxymethyl-cyclohexa-1,3-dienyl)-methanol195 Following literature 

procedures, the diester was reduced with DIBALH in 42% yield.  The product was unstable and 

immediately used for the next step.   1H NMR (CDCl3) δ:  5.81 (s, 2H), 4.04 (s, 4H), 2.14 (s, 4H) 

OTBDMS

OTBDMS

1,4-Bis-(tert-butyl-dimethyl-silanyloxymethyl)-cyclohexa-1,3-diene  The crude 

diol (1.5 mmol) was combined with 670 mg (4.5 mmol) of TBDMSCl and 612 mg (9 mmol) of 

imidazole in 5 mL of DMF and stirred overnight.  The solvent was removed and the material was 

passed through a silica plug (dichloromethane).  The isolated material (90%) was quickly used 

for the next step.   1H NMR (CDCl3) δ:  5.86 (s, 2H), 4.13 (s, 4H), 2.13 (s, 4H), 0.91 (s, 18H), 

0.07 (s, 12H)   

OTBDMS

OTBDMSO

O 1,4,4a,8a-Tetrahydro-1,4-bis-( tert-butyl-dimethyl-silanyloxymethyl 

)-1,4-ethanonaphthalene-5,8-dione  100 mg (0.25 mmol) of the protected diene and 270 mg 
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(2.5 mmol) of p-benzoquinone were refluxed in 10 mL of toluene for 24 hours.  The solvent 

was removed and much of the excess p-benzoquinone was sublimed off.  The crude reaction 

mixture was purified via column chromatography (8:2 hexanes: chloroform) to yield the product 

(83%).  1H NMR (CDCl3) δ:  6.52 (s, 2H), 6.09  (s, 2H), 3.78 (m, 4H), 2.93 (s, 2H), 1.59 (m, 

2H), 1.34 (m, 2H), 0.89 (s, 18H),  0.07 (d, J=6.4 Hz, 12H)   13C NMR (CDCl3) δ:  198.85, 

142.23, 133.44, 65.85, 52.71, 45.41, 29.82, 25.88, 18.35, -5.55 ESI-HRMS (m/z) [M]+ calcd for 

C26H45O4Si2, 476.27781; found, 476.27773. 

 

 

 

OTBDMS

OTBDMSOH

HO 1,4,4a,8a-Tetrahydro-1,4-bis-( tert-butyl-dimethyl-silanyloxymethyl 

)-1,4-ethanonaphthalene-5,8-diol Following a variant of a literature procedure,23  3.02 g (6.33 

mol) of the dione was dissolved in 140 mL of a 1:1 mixture of methanol and DCM.  22.4 g (0.06 

mmol) of cerium chloride heptahydrate was added and the mixture was cooled to 0ºC.  1.44 g 

(0.038 mmol) of NaBH4 was then slowly added.  The mixture was then stirred for 3 hours at 

room temperature before being poured onto cold water.  The material was extracted into 

dichloromethane, washed with water, brine, and dried with sodium sulfate.  After the solvent was 

removed the resulting material (quantitative reaction yield) was used without purification for the 

next step.  1H NMR (CDCl3) δ: 6.42 (m, 2H), 6.13 (s, 2H), 4.24 (s, 2H), 3.92-3.70 (m, 4H), 2.00 

(s, 2H), 1.53 (d, J=7.3 Hz 2H), 1.12 (d, J=7.3 Hz, 2H), 0.91 (s, 18H), 0.10 (s, 12H)   13C NMR 

(CDCl3) δ: 135.82, 131.55, 67.38, 62.67, 48.73, 42.77, 30.82, 25.85, 18.25, -5.60 
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OTBDMS

OTBDMS

1,4-bis-( tert-butyl-dimethyl-silanyloxymethyl )-1,4-

ethanonaphthalene Following a variant of a previous procedure,196 3.04 g (6.033 mmol) of the 

diol was dissolved in 18 mL of pyridine (distilled from CaH2) and cooled to 0ºC.  4.86 g (2.9 

mL) of POCl3 was added dropwise and the solution was allowed to stir at room temperature for 3 

days, after which it was refluxed for 1 hour before being cooled at poured onto ice water.  The 

suspension was then extracted with hexanes, washed with water, 15% HCl, and more water.  

After drying over sodium sulfate, the material was passed through a plug of silica to yield the 

product in 68% yield.  1H NMR (CDCl3) δ: 7.23 (m, 2H), 7.10 (m, 2H), 6.39 (s, 2H), 4.34-4.21 

(m, 4H), 1.62 (m, 2H), 1.37 (m, 2H), 0.94 (s, 18H), 0.16 (s, 12H)  13C NMR (CDCl3) δ: 145.36, 

136.31, 124.40, 120.46, 65.19, 47.61, 29.89, 25.93, 18.38, 1.01 ESI-HRMS (m/z) [M]+ calcd for 

C26H45O2Si2, 444.28798; found, 444.28867. 

        

OTBDMS

OTBDMS

1,2,3,4-tetrahydro-1,4-bis-( tert-butyl-dimethyl-silanyloxymethyl )-

1,4-ethanonaphthalene  45 mg (0.1 mmol) of 1,4-bis-( tert-butyl-dimethyl-silanyloxymethyl )-

1,4-ethanonaphthalene was dissolved in 26 mL of a 3:1 mixture of ethanol and benzene.  60 mg 

of 10% Pd/C was added and the mixture was shaken in a Parr shaker for 12 hours under 

approximately 45 psi of H2.  The suspension was passed through a plug of silica to give the 

product in 90% yield.  1H NMR (CDCl3) δ: 7.29 (m, 2H), 7.20 (m, 2H), 3.95 (s, 4H), 1.68 (d, 
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J=7.2 Hz, 2H), 1.31 (d, J=7.2 Hz, 2H) 0.92 (s, 18H), 0.11 (s, 12H)  13C NMR (CDCl3) δ: 

144.09, 125.22, 121.56, 67.73, 40.25, 28.63, 25.93, 18.35, -5.49 

  OH

OH

1,2,3,4-tetrahydro-1,4-bis-(hydroxymethyl)-1,4-ethanonaphthalene 41 mg 

(0.09 mmol ) of 1,2,3,4-tetrahydro-1,4-bis-( tert-butyl-dimethyl-silanyloxymethyl )-1,4-

ethanonaphthalene was dissolved in 1 mL of dry THF.  2 mL of a 1 M solution of TBAF 

(prepared several hours before from solid TBAF hydrate dissolved in THF and left to stand on 

4Å sieves) was added and the solution was allowed to stir overnight.  Diethyl ether was added 

the solution was washed with water.  The solution was dried over sodium sulfate and evaporated 

to yield the product in 95% yield. 1H NMR (CDCl3) δ: 7.32 (m, 2H), 7.26 (m, 2H), 4.05 (s, 4H), 

1.74 (d, 4H), 1.38 (d, 4H)   13C NMR (CDCl3) δ: 143.32, 125.91, 121.33, 67.66, 40.12, 28.38 EI-

HRMS (m/z) [M]+ calcd for C14H18O2, 218.1302; found, 281.1309. 

   

O

O

1,2,3,4-tetrahydro-1,4-ethanonaphthalene-1,4-bis-(carboxaldehyde) 50 mg 

(0.23 mmol) of the diol was dissolved in 10 mL of DCM.  300 mg of pyridinium chlorochromate 

(PCC) was added and the mixture was stirred for 24 hours.  The reaction mixture was poured 

onto a plug of silica and eluted with DCM.  The product (73%) was clean by NMR and used 

without further purification for the next reaction.  1H NMR (CDCl3) δ: 10.22 (s, 2H), 7.30 (m, 

2H), 7.24 (m, 2H), 1.91 (d, 4H), 1.76 (d, 4H)  13C NMR (CDCl3) δ: 203.77, 139.87, 126.98, 

121.88, 50.05, 26.09  
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  1,4-bis-(ethynyl)-benzobicyclo[2.2.2]octane  42 mg (0.2 mmol) of the 

dialdehyde, 98 mg (0.51 mmol) of freshly columned dimethyl-1-diazo-2-oxopropylphosphonate 

(Bestmann’s reagent, prepared by literature procedure222), and 110 mg (0.8 mmol) of K2CO3 was 

combined in a flask and put under N2.  3 mL of MeOH (distilled from CaH2) was then added and 

the reaction was left to stir for 5 hours.  Diethyl ether was then added and the solution was 

washed with water, 5% NaHCO3, more water and was dried over sodium sulfate.  After removal 

of solvent, the product (87%) was pure by NMR and was used for the next step.  1H NMR 

(CDCl3) δ: 7.63 (m, 2H), 7.33 (m, 2H), 2.52 (s, 2H), 2.11 (d, 4H), 1.64 (d, 4H) 13C NMR 

(CDCl3) δ 139.84, 126.82, 122.52, 86.30, 72.79, 34.87, 33.08 EI-HRMS (m/z) [M]+ calcd for 

C16H14, 206.1090; found, 206.1093. 

   

N

NC  10-[4-(4-Pyrrolidin-1-yl-phenylethynyl)-benzobicyclo[2.2.2]oct-

1-ylethynyl]-anthracene-9-carbonitrile (2) 23 mg (0.11 mmol) of (1-4-diethynyl-

benzobicyclo[2.2.2]octane, 16 mg (0.06 mmol) of 1-(4-Iodo-phenyl)-pyrrolidine (columned 
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immediately before use), 12 mg (0.004 mmol) of tetrakis(triphenylphosphine)palladium and 

a pipette tip of CuI were combined in a round bottom flask and put under N2.  1.5 mL of 

piperidine (distilled from CaH2 and sparged with N2) was added and the reaction was closely 

monitored by TLC (1:1 hexanes:chloroform).  After approximately 15 minutes, the reaction 

mixture was poured onto diethylether and washed repeatedly with water.  The organic fraction 

was dried (sodium sulfate) and the solvent was removed.  (CAUTION, the product decomposes 

with heat >60ºC or if put onto silica).  The crude product was then combined in a round bottom 

with 20 mg (mmol) of 9-bromo-10-cyanoanthracene, 2 mg of 

bis(triphenylphosphine)palladiumdichloride, and a pipette tip of CuI and put under N2.  10 mL of 

triethylamine (distilled from CaH2) was added and the reaction was refluxed overnight.  After 

cooling the solvent was removed and the crude mixture was passed through a plug of silica 

(deactivated with triethylamine).  The crude mixture (14 mg) was then purified in small portions 

via preparatory scale reverse phase (C18) thin layer chromatography (1:1 

hexanes:dichloromethane)  to obtain the product in 5% yield.   Additional purification was 

accomplished with preparatory HPLC (silica column) with a 3:97 acetonitrile:chloroform eluent. 

  1H NMR (CD2Cl2)  δ:  8.74 (d, J=10.1 Hz, 2H), 8.44 (d, J=9.4 Hz, 2H), 7.81 (d, J=6.8 Hz, 1H), 

7.76 (m, 2H+1H), 7.70 (m, 2H), 7.36 (m, 2H+2H), 6.51 (d, J=9.2 Hz, 2H), 3.29 (m, 4H), 2.47 

(m, 2H), 2.31 (m, 2H), 1.99 (m, 4H+2H), 1.80 (m, 2H) ESI-HRMS (m/z) [M]+ calcd for 

C41H32N2, 552.25655; found, 552.25673. 

 



 158
Cl

Cl 9,10-Bis-chloromethyl-anthracene198 The product was prepared from 

anthracene via literature procedures in 50% yield and recrystallized from toluene. 1H NMR 

(CDCl3) δ: 8.39 (m, 4H), 7.66 (m, 4H), 5.62 (s, 4H) 

 

O

O

O

O 9,10-bis(acetoxymethyl)-anthracene199  The product was prepared from 9,10 

bis-chloromethylanthracene via literature procedure in 78% yield and recrystallized from 

benzene.   1H NMR (CDCl3) δ: 8.4 (m, 4H), 7.6 (m, 4H), 6.16 (s, 4H), 2.10 (s, 6H)   13C NMR 

(CDCl3) δ: 171.16, 130.69, 128.64, 126.32, 124.61, 58.73, 20.94 

 

O

O

O
O

9,10-bis(acetoxymethyl)-9,10-ethanoanthrace223 The product was prepared 

following variant201 of literature procedures.  The reactions was performed in a glass-lined high 
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pressure reactor (150 ml) equipped with stirring bar. The reactor was charged with 2 g of the 

anthracene derivative and 10 ml of dry toluene inside a nitrogen filled glove box. The reactor 

was then removed from the box and pressurized with 1100 psi of ethane (polymerization grade, 

MG industries) and immersed in a preheated oil bat at 190 C for 96 h. After completion of the 

reaction the solvent was removed under reduced pressure and the obtained white solid was dried 

under high vacuum.  The material was pure by NMR and isolated in quantitative yield.    

  

1H NMR (CDCl3) δ:  7.26 (m, 4H), 7.17 (m, 4H), 5.14 (s, 4H), 2.18 (s, 6H), 1.75 (s, 4H) 13C 

NMR (CDCl3) δ:  171.32, 142.94, 125.75, 121.29, 65.10, 45.03, 29.75, 21.02  

 

OH

OH 9,10-bis(hydroxymethyl)-9,10-ethanoanthracene223  Following literature 

procedures, a mixture of 1 g ( 2.9 mmol), 0.7 g KOH, 7 mL EtOH, and 0.7 mL water was 

refluxed under N2 for 20 hours.  After cooling, the solvent was removed under reduced pressure.  

The solid was suspended in DCM and 10% HCl was added the suspension was shaken 

vigorously.  The organic part was washed with more acid, then water, then brine and dried over 

sodium sulfate.  The solvent was then removed under reduced pressure to yield the product in 

93% yield.   

 1H NMR (CDCl3) δ:  7.44 (m, 4H), 7.18 (m, 4H), 4.74 (d, J=5.2 Hz, 4H), 1.82 (t, J=5.2 Hz, 2H), 

1.71 (s, 4H) 13C NMR (CDCl3) δ:  143.72, 125.65, 121.50, 64.19, 40.69, 29.72 
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O

O  9,10-ethanoanthracene-9,10-carbaldehyde  0.39 g (1.5 mmol) of the 

diol and 2 g (9.3 mmol) of pyridinium chlorochromate (PCC) were combined in 30 mL of DCM 

and stirred for 24 hours.  The reaction mixture was poured onto a plug of silica and eluted with 

DCM.  The product (56%) was clean by NMR and used without further purification for the next 

reaction 

NMR (CDCl3) δ:  10.74 (s, 2H), 7.25 (m, 4H), 7.08 (m, 4H), 1.80 (s, 4H) 13C NMR (CDCl3) δ:  

202.64, 140.51, 126.38, 121.74, 55.75, 26.96 

 9,10-bis(ethynyl)-9,10-ethanoanthracene  26 mg (0.1 mmol) of the 

dialdehyde, 50 mg (0.26 mmol) of freshly columned dimethyl-1-diazo-2-oxopropylphosphonate 

(Bestmann’s reagent, prepared by literature procedure222), and 55  mg (0.4 mmol) of K2CO3 was 

combined in a flask and put under N2.  3 mL of MeOH (distilled from CaH2) was then added and 

the reaction was left to stir for 5 hours.  Diethyl ether was then added and the solution was 

washed with water, 5% NaHCO3, more water and was dried over sodium sulfate.  After removal 

of solvent, the product (92%) was pure by NMR and was used for the next step.  NMR (CDCl3) 

δ:  7.79 (m, 4H), 7.31 (m, 4H), 3.00 (s, 2H), 2.09 (m, 4H) 13C NMR (CDCl3) δ:  140.53, 126.42, 

122.14, 82.00, 77.14, 43.60, 34.91 EI-HRMS (m/z) [M]+ calcd for C20H14, 254.1090; found, 

254.1097. 
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N

NC 10-[4-(4-Pyrrolidin-1-yl-phenylethynyl)-

dibenzobicyclo[2.2.2]oct-1-ylethynyl]-anthracene-9-carbonitrile (3) 8 mg (0.03 mmol) of (9-

10-diethynyl-benzobicyclo[2.2.2]octane, 5 mg (0.02 mmol) of 1-(4-Iodo-phenyl)-pyrrolidine 

(columned immediately before use), 5 mg (0.004 mmol) of 

tetrakis(triphenylphosphine)palladium and a pipette tip of CuI were combined in a round bottom 

flask and put under N2.  0.5 mL of piperidine (distilled from CaH2 and sparged with N2) was 

added and the reaction was closely monitored by TLC (1:1 hexanes:chloroform).  After 

approximately 15 minutes, the reaction mixture was poured onto diethylether and washed 

repeatedly with water.  The organic fraction was dried (sodium sulfate) and the solvent was 

removed.  (CAUTION, the product decomposes with heat >60ºC or if put onto silica).  The crude 

product was then combined in a round bottom with 5 mg (0.018 mmol) of 9-bromo-10-

cyanoanthracene, 3 mg (0.004 mmol) of bis(triphenylphosphine)palladiumdichloride, and a 

pipette tip of CuI and put under N2.  5 mL of triethylamine (distilled from CaH2) was added and 

the reaction was refluxed overnight.  After cooling the solvent was removed and the crude 

mixture was passed through a plug of silica (deactivated with triethylamine).  The crude mixture 

(4 mg) was then purified in small portions via preparatory scale reverse phase (C18) thin layer 
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chromatography (1:1 hexanes:dichloromethane)  to obtain the product in 7% yield.   

Additional purification was accomplished with preparatory HPLC (silica column) with a 3:97 

acetonitrile:chloroform eluent. 

1H NMR (CD2Cl2) δ:  8.90 (d, J=8.6 Hz, 2H), 8.50 (d, J=8.6 Hz,  2H), 7.91 (d, 2H), 7.86 (d, 2H), 

7.81 (m, 2H), 7.76 (m, 2H), 7.54 (d, J=8.8 Hz, 2H), 7.33-7.26 (m, 4H), 6.58 (d, J=9.0 Hz, 2H), 

3.33 (m, 4H), 2.40 (m, 2H), 2.19 (m, 2H), 2.03 (m, 4H) ES-HRMS (performed with a Q-TOF 

Ultima mass spectrometer at the University of Illinois at Urbana-Champaign) (m/z) [M+H]+ 

calcd for C45H33N2, 601.2644; found, 601.2641.  

TIPS

TIPS 9,10-Bis-[(triisopropylsilanyl)-ethynyl]-anthracene  1 g (2.98 mmol) of 9,10 

dibromoanthracene, 1.17 g (6.4 mmol) of TIPSacetylene, 83 mg 

bis(triphenylphosphine)palladiumdichloride, and 46 mg CuI were combined and put under a N2 

atmosphere.  42 mL of diethylamine (distilled from KOH) was added and the solution was put at 

reflux overnight.  After cooling, the solids were filtered off and the product was purified by 

column chromatography in hexanes.  The product was further purified by recrystallization from 

benzene.  A total of 848 mg (52%) was isolated. 

1H NMR (CDCl3) δ:  8.64 (m, 4H), 7.61 (m, 4H), 1.28 (m [overlap of doublet and septet], 42H) 

13C NMR (CDCl3) δ:  132.41, 127.25, 126.84, 118.77, 104.79, 103.29, 18.91, 11.58 
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TIPS

TIPS

9,10-Bis[(triisopropylsilyl)ethynyl]triptycene193  500 mg (0.925 mmol) of 

9,10-Bis-[(triisopropylsilanyl)-ethynyl]-anthracene was put in a round bottom flask under N2 

along with several grams of 3Å molecules sieves.  35 mL of dioxane (distilled from sodium 

metal and degassed) was added, followed by 0.8 mL (0.7 g, 6 mmol) of isoamyl nitrite.  The 

mixture was then heated to reflux.  809 mg (0.925 mmol) of anthranilic acid (recrystallized from 

water, dried thoroughly) in 20 mL of dry dioxane was then added, slowly, dropwise.  The 

reaction was allowed to reflux for several hours after addition was complete.  After removal of 

solvent, the crude reaction mixture was purified via column chromatography in hexanes to afford 

the product (28%).  1H NMR (CDCl3) δ: 7.69 (m, 6H), 7.01 (m, 6H), 1.20 (m [overlap of doublet 

and septet], 42H) EI-HRMS (m/z) [M]+ calcd for C42H54Si2, 614.3759; found, 614.3757.   

9,10-Diethynyltriptycene193  150 mg (0.244 mmol) of 9,10-

Bis[(triisopropylsilyl)ethynyl]triptycene was dissolved in 10 mL of THF and cooled to 0 ºC.  0.6 

mL of 1M TBAF was slowly added and the reaction was monitored by TLC.  After consumption 

of starting material, the reaction mixture was washed with water and dried with sodium sulfate.  
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Column chromatography (hexanes) afforded the product in 73% yield.  1H NMR (CDCl3) δ:  

7.77 (m 6H), 7.11 (m, 6H), 3.30 (s, 2H) 

N

NC 10-[9-(4-Pyrrolidin-1-yl-phenylethynyl)-triptycenyl-10-

ylethynyl]-anthracene-9-carbonitrile (4) 10 mg (0.033 mmol) of 9,10-diethynyltriptycene, 5 

mg (0.032 mmol) of 9-dibromo-10-cyanoanthracene, 4 mg (0.006 mmol) of 

bis(triphenylphosphine)palladiumdichloride and a pipette tip of CuI were combined and put 

under N2.  4 mL of triethylamine (distilled from KOH) was added and the reaction was refluxed 

overnight.  After cooling, the solvent was removed and the crude mixture was partially purified 

via column chromatography (chloroform).  The enriched material was combined with 15 mg 

(0.054 mmol) of 1-(4-Iodo-phenyl)-pyrrolidine, 6 mg (0.005 mmol) of 

tetrakis(triphenylphosphine)palladium, and 1 mg of CuI and put under N2.  Piperidine (distilled 

from CaH2 and sparged with N2) was added the reaction was stirred at room temperature for 30 

minutes with close monitoring via TLC.  The reaction was poured onto chloroform and washed 

repeatedly with water.  After drying over sodium sulfate, the solvent was removed and the crude 

product purified in small portions via preparatory reverse phase (C18) thin layer chromatography 

(1:1 hexanes:dichloromethane) for a total yield of 15%.  1H NMR (CD2Cl2) δ:  9.06 (d, 2H), 8.55 
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(d, 2H), 8.01 (m, 3H), 7.93 (m, 3H), 7.87-7.78 (m, 4H), 7.69 (d, 2H), 7.20 (m, 6H), 6.64 (d, 

2H), 3.36 (m, 4H), 2.05 (m, 4H) ESI-HRMS (m/z) [M]+ calcd for C49H32N2, 648.25655; found, 

648.25718.         

 

N

10-(3,3-Dimethyl-but-1-ynyl)-anthracene-9-carbonitrile (5) 18 mg (0.06 

mmol) of 9-bromo-10-cyanoanthracene, 61 mg (0.74 mmol) of 3,3 dimethyl-1-butyne, 4 mg 

(0.006 mmol) of Pd(PPh3)2Cl2, and <1 mg of CuI were combined in a flask.  3 mL of TEA 

(distilled from CaH2) was added and the mixture was refluxed for 24 hours.  The solvent was 

removed under reduced pressure and the crude material was purified via column chromatography 

(1:1 hexanes:chloroform).  The pure material was isolated in 94% yield.   1H NMR (CDCl3) δ:  

8.57 (d, J=8.4 Hz, 2H), 8.40 (d, J=8.4 Hz, 2H), 7.71 (t, J=8.5 Hz,  2H), 7.64 (t, J=8.5 Hz, 2H), 

1.56 (s, 9H) 13C NMR (CDCl3) δ: 132.68, 131.38, 128.86, 127.65, 126.94, 125.62, 125.20, 

117.37, 115.08, 104.87, 75.34, 31.06, 29.09 ESI-HRMS (m/z) [M]+ calcd for C21H17N, 283.1361; 

found, 283.13646. 
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N

1-[4-(3,3-Dimethyl-but-1-ynyl)-phenyl]-pyrrolidine (6) 15 mg  (0.055 mmol) of 1-

(4-Iodo-phenyl)-pyrrolidine, 85 mg (1.04 mmol) of 3,3 dimethyl-1-butyne, 8 mg (0.007 mmol) 

Pd(PPh3)4 and < 1 mg of CuI were combined in a flask.  1 mL of piperidine (distilled from CaH2 

and sparged with N2) was added and the mixture was allowed to stir at room temperature for 30 

minutes, at which point no starting material could be seen by TLC.  The mixture was poured 

onto ether and washed several times with water and dried over sodium sulfate.  The solvent was 

removed and the crude solid was purified via column chromatography (1:1 hexanes:chloroform) 

to yield the pure product (40%).  1H NMR (CDCl3) δ:  7.24 (d, J=8.7 Hz, 2H), 6.44 (d, J=8.7 Hz, 

2H), 3.27 (m, 4H), 1.99 (m, 4H), 1.30 (s, 9H)   
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N

N

10-[4-(4-Pyrrolidin-1-yl-phenylethynyl)-phenylethynyl]-anthracene-9-

carbonitrile (7) 15 mg (0.053 mmol) of 9-bromo-10-cyanoanthracene, 100 mg (0.79 mmol) 1,4-

diethynylbenzene, 4 mg (0.006 mmol) of Pd(PPh3)2Cl2, and <1 mg of CuI were combined in a 

flask.  5 mL of TEA (distilled from CaH2) was added and the mixture was refluxed for 24 hours.  

The solvent was removed under reduced pressure and the crude material was partially purified 

via column chromatography (7:3 hexanes:chloroform).  To the still crude material was added 25 

mg of 1-(4-Iodo-phenyl)-pyrrolidine (0.09 mmol), 4 mg (0.003 mmol) of Pd(PPh3)4 and < 1 mg 

of CuI.  The mixture was put under N2.  2 mL of piperidine (distilled from CaH2 and sparged 

with N2) was added and the mixture was allowed to stir for 30 minutes.  The reaction mixture 

was poured onto diethylether and washed several times with water and dried over sodium sulfate.  

After the solvent was removed under reduced pressure, the crude product was redissolved in 

chloroform and adsorbed onto silica.  Slow elution with a 4:6 chloroform:hexanes mixture 

afforded the pure product (9% over two steps).  1H NMR (CDCl3) δ: 8.73 (d, J=8.1 Hz, 2H), 8.47 
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(d, J=8.1 Hz, 2H), 7.79-7.69 (m, 6H), 7.59 (d, J=8.0 Hz, 2H), 7.43 (d, J=8.4 Hz, 2H), 6.53 (d, 

J=8.4 Hz, 2H), 3.34 (m, 4H), 2.04 (m, 4H)   

6.6 Sample Calculations 

6.6.1 Reorganization and Activation Energies. 

ΔGCS 
 
 The energy of the ion pair, ΔGIP was calculated using Weller’s13 expression 
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 Eox Ered rDA εs εsp rD rA 
MTHF .74 -1.27 16.4Å 6.97 37.5 5Å 5Å 
Toluene .74 -1.27 16.4Å 2.38 37.5 5Å 5Å 

IPCS GEG Δ−=Δ * , where E* is the excited state energy of CA, which was estimated from the onset of 
absorption to be 2.79 eV (445 nm) 
 
λI 

 
Ion geometries and single points were calculated using unrestricted B3LYP with the 6-31G* 
basis set. 

   
In 
Hartrees in eV 

Caanion in neutr geom: -865.226 -23361.1
Canion in anion geom: -865.229 -23361.2
  delta 0.003471 0.093728
     
PPcation in neutr geom: -676.824 -18274.3
PPcation in cation geom: -676.829 -18274.4
  delta 0.00417 0.112596
  total  lambda inner 0.206325

   
λO 
 
  The solvent component of the reorganization energy was calculated using Marcus’s expression 
employing a dielectric continuum.117 
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All parameters are in the table above except εo, which is 2.24 for toluene and 1.98 for MTHF. 
 
ΔGCS

‡ 

  The activation energy was calculated using the classical Marcus expression117 
( )

λ
λ

4

2+Δ
=Δ

GGt  

6.6.2 Overlaps 

 
 GTO refers to a radial function with 

24814.0)( rerR −=  
 EXP refers to a radial function with rerR 5.1)( −=  

 Angular function for p component: 
1
2

3 ( )cos θ
π

 

 Angular function for s component: 
1

2 π
 

 
All angular and radial functions were converted to Cartesian (x,y,z) coordinates before integrals 
were performed.  The radial independent variable, r, is in Å.  All integrals were performed using 
Maple 8.0. 
 

N
s

dxdydzdxdydz

dxdydz
S

zyxzyx

zyx 12

,,
22

,,
11

,,
21

12 ==
∫∫∫∫∫∫

∫∫∫

ψψψψ

ψψ
 

 
N (GTO) = 0.4690 
N (EXP) = 0.0741 
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Between alkyne p orbital and bridge π system 
 

 
 
rpa-p1=2.503Å   s12 (GTO)= 0.0510  s12(EXP)= 0.008245 
rpa-p2=2.954Å   s12 (GTO)= 0.0237  s12(EXP)= 0.004788 
 
Between alkyne p orbital and bridge σ system 
 
 
 
 
 

 
 
 
c1 = 0.816   <palk|pz> (GTO) = 0.2019  <palk|pz> (EXP) =0.02636 
c2 = 0.289   <palk|px> (GTO) = 0  <palk|px> (EXP) =0 
c3 = 0.5     <palk|s>   (GTO) = 0  <palk|s>   (EXP) =0 
c4 = 0 
 

rpa-p1 rpa-p2 

θ=66.3 

=  + 

S12 = c1 <palk|pz> c2 <palk|px> c3 <palk|s> c4 <palk|py> 

+

1.463Å 
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s12 (GTO) = 0.16475   s12 (EXP) = 0.02151   
 
 
 

 
 
c1 = 0.289    <palk|pz> (GTO) = 0.01228  <palk|pz> (EXP) =0.00061 
c2 = 0.816    <palk|px> (GTO) = 0.09353  <palk|px> (EXP) =0.01129 
c3 = 0.5   <palk|s>   (GTO) = 0.07150  <palk|s>   (EXP) =0.00995 
c4 = 0 
 
s12 (GTO) = 0.0728   s12 (EXP) = 0.00873   
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θ=66.3 

= + + 

S12 = c1 <palk|pz> c2 <palk|px> c3 <palk|s> c4 <palk|py> 

+

1.463Å 
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Chapter 7 Conclusion 
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 We take a few paragraphs to describe candidly what we believe to be the most 

important contributions of this thesis.   

The use of fluorene oligomers in Chapters 2 and 3 as a model system for studying 

distance dependence has offered an incredibly simple model for analysis.  It is structurally well 

defined and has components of well defined oxidation potential, unlike many DNA systems.  Its 

static oxidation potentials eliminate the complication of previous studies on conjugated 

materials.  It allows study in the most interesting regime, the range of small activation barriers 

and fast long distance charge transfer.  That it can be so well described by simple rate analysis 

suggests that our efforts in designing and synthesizing such a material were well worth it.   

    The conclusions of Chapters 4 and 5 regarding the illegitimacy of summing up 

contributions of multiple pathways in conditions where electronic dephasing is fast is perhaps the 

most important and least surprising conclusion in this thesis.  That phase relationships become 

destroyed when coupling to an environment is one of the essential transitions that bridge the 

quantum mechanical world and the classical one.  However, a number of reports in the recent 

literature have suggested that coherent summation of multiple pathways is important in large 

flexible biomolecules.  While these claims may be true depending on the rate of electronic 

dephasing, the issue of dephasing needs to be addressed explicitly for these systems.  Hopefully 

the work presented in these chapters will stimulate that particular discussion. 

Finally, while the data presented on the bicyclo[2.2.2]octane systems suggest, ultimately, 

that the system did not behave as was designed, it has allowed a fascinating window into the 

internal mechanism of electronic communication of the bicyclo[2.2.2]octane molecule.   That the 

NBO analysis still cannot capture the experimental behavior suggests the existence of some 
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fundamental incorrect assumption and we are still trying to figure out what that assumption 

is.  However, finding that assumption may reveal something new about how electronic 

communication is mediated in these simple systems, which was of course the hope all along.  

       

 

 

 



 175

Chapter 8 Experimental and Computational Methods 
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8.1 Purification and Characterization 

Proton nuclear magnetic resonance spectra were recorded on a Mercury 400 or INOVA 500 

NMR spectrometer using TMS as an internal standard.  Commercially available reagents were 

purchased from Sigma-Aldrich Co. or Farchan Laboratories and used without further purification 

unless otherwise noted. All solvents used for spectroscopy were spectrophotometric grade.  

Column chromatography was performed using Sorbent Technologies (Atlanta, GA) silica gel.  

C18 Reverse Phase prepTLC plates were also obtained from Sorbent.  Analytical HPLC was 

performed with a Hewlett-Packard 1100 instrument.  Preparatory HPLC was performed using a 

Dynamaxx Macro HPLC column on a Waters Prep LC 2000 system.  Laser desorption mass 

spectra were obtained with a PE Voyager DE-Pro MALDI-TOF Mass Spectrometer.  All high 

resolution mass spectrometry was done at Northwestern University unless otherwise noted, with 

an Agilent 6210 (ESI) or a ThermoFinnigan Magnetic Sector Mat 900 XL (EI) instrument.   

8.2 Steady State Absorption Spectroscopy 

Steady-state absorption and fluorescence measurements were performed, on a Shimadzu 

(UV-1601) spectrophotometer.  Critical wavelength regions were always maintained at an 

absorbance of less than 1.0.  Variable temperature studies were conducted using a Janis VNF-

100 cryostat with a Cryo-con 32B temperature controller and a home built quartz sample holder 

with a 1.6 mm (1/16th inch) pathlength.  Absorbance was maintained between 0.5 and 0.7 at 416 

nm. 
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8.3 Cyclic Voltammetry 

Electrochemical measurements were performed using a CH Instruments Model 660A 

electrochemical workstation.  For measurements in butyronitrile, acetonitrile, and methylene 

chloride the electrolyte was 0.1 M tetra-n-butylammonium perchlorate.  A 1.0 mm diameter 

platinum disk electrode, platinum wire counter electrode, and Ag/AgxO reference electrode were 

employed.  The ferrocene/ferrocenium couple was used as an internal reference for all 

measurements.  Microelectrode techniques with a 10 µm Pt working microelectrode were used to 

obtain oxidation potentials for the fluorene oligomers in toluene at 40°C containing 0.1 M tetra-

n-hexylammonium perchlorate 73.  

8.4 Femtosecond Transient Absorption Spectroscopy 

A Spectra-Physics Millenium V frequency-doubled CW Nd:YVO4 laser was used to 

pump a Coherent MIRA Ti:sapphire oscillator.  The 110 fs, 828-nm pulses from the oscillator 

were stretched to ~200 ps using a four-pass, reflective, single-grating pulse stretcher and were 

used to seed a homemade regenerative amplifier, which includes a Medox two-step Pockels cell 

and driver.  The amplifier was pumped at a 2 kHz repetition rate by a Quantronix 527DP 

frequency-doubled Nd:YLF laser (4.1 mJ/pulse).  The amplified Ti:sapphire pulse (0.5 mJ/pulse) 

was recompressed to approximately 120 fs by a four-pass, reflective, single grating compressor.  

The pulse energy after compression was 320 μJ/pulse.  Two 5% reflective beam splitters were 

placed in the output path to generate two 828-nm beams for white light generation.  The 

remaining 828-nm light was frequency doubled by using a 1-mm-type I LBO crystal to give 414-

nm 120-fs, 75-μJ pulses.59  The 828-nm light from the first 5% beam splitter was passed through 

a waveplate-polarizer pair to control its intensity, and a few microjoules were focused into a 1-



 178
mm sapphire disk to generate white light continuum pulses.  All reflective optics were used 

both to focus the 828-nm pulse into the sapphire and recollimate the white light output, thus 

limiting the chirp on the white light pulse to <200 fs from 450 to 750 nm.  The 828-nm light 

from the second 5% beam splitter was used to create a second white light continuum by focusing 

the 828-nm pulse into a 2-mm sapphire disk, using a 100 mm focal length (f.l.) lens.  This white 

light was used to seed the first stage of a two-stage optical parametric amplifier, which has been 

described previously.224  The first stage contains a Type II BBO crystal, which was pumped with 

about 20 μJ of 414-nm light focused into the crystal with a 300 mm f.l. lens.  After removal the 

IR idler beam and residual 414-nm pump light, the first stage produced transform-limited pulses 

having ~1.0 μJ/pulse from 460 to 750 nm.  This light was then focused into the Type I BBO of 

the second stage of the OPA with a 75 mm f.l. lens.  The second stage amplifies the first stage 

light upon overlap with the remaining 55 μJ/pulse of 414 nm pump light. The polarization of the 

pump and probe beams were offset by 54.7° (magic angle) before reaching the sample.  Time 

resolution was provided by spatially shifting the path length of the pump beam.  The instrument 

was outfitted with a CCD array detector (Ocean Optics PC2000) for simultaneous collection of 

spectral and kinetic data.225 Final powers measured immediately before the sample were 1.0-1.2 

μJ/pulse.  Room temperature samples were maintained at an absorbance of 0.5-0.7 at the 

excitation wavelength in a 2 mm cuvette.  Kinetic analyses were performed at several 

wavelengths using a Levenberg-Marquardt nonlinear least squares fit to a general sum-of-

exponentials function with an added Gaussian (0.3 ps i.r.f.) to account for the finite instrument 

response.  Low temperature studies were performed with a Janis cryostate as described above.   

 



 179
8.5 Nanosecond Transient Absorption Spectroscopy and Magnetic Field 

Effects 

All samples were subjected to four or five freeze-pump-thaw degassing cycles and kept 

in an airtight cuvette for the duration of the experiment.  The samples were excited with 5 ns, 0.5 

- 2 mJ laser pulses focused to a 5 mm diameter spot.  The pulses were produced using the 

frequency-tripled output of a Continuum 8000 Nd-YAG laser to pump a Continuum Panther 

OPO.  The probe light was generated using a xenon flashlamp (EG&G Electro-Optics FX-200) 

and detected using a photomultiplier tube (Hamamatsu R928) after dispersion by a 

monochromator with high voltage applied to only 4 dynodes.  The total instrument response time 

is 7 ns and is determined primarily by the laser pulse duration.  Between 50 and 100 shots were 

averaged per kinetic trace with a LeCroy 9384 digital oscilloscope and sent to a microcomputer, 

which calculated the ΔA.  Kinetic analyses were performed using a nonlinear least squares fit to 

a general sum-of-exponentials using the Levenberg-Marquardt algorithm accounting for the 

presence of the finite instrument response.  Samples were maintained at an absorbance of 0.5-0.7 

at the excitation wavelength in a 10 mm cuvette 

For experiments measuring magnetic field effects, the sample holder or was placed 

between the poles of a Walker Scientific HV-4W electromagnet powered by a Walker Magnion 

HS-735 power supply.  The field strength was measured by a Lakeshore 450 gaussmeter with a 

Hall effect probe.  Both the electromagnet and the gaussmeter were interfaced with the data 

collection computer, allowing measurement and control of the magnetic field to 1x10-5 T during 

data acquisition.  Due to the length of the sample runs (> 3 hr) a small amount of sample 

degradation was observed, resulting in a variation in the triplet yield/radical pair 
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population/recombination rate at zero field, A(B=0), over the course of the experiments.  To 

compensate for this, the magnetic field was reset to B = 0 mT every three kinetic traces and 

A(B=0) was plotted and fit with a polynomial or series of polynomials.  These functions were 

used to calculate the relative yield/population/rate as a function of applied field strength: 

)0(
)(

0 =Δ
Δ

=
BA

BA
T
T        

The results presented are an average of three or more experiments conducted on separate 

days with freshly prepared samples in spectrophotometric or freshly distilled ACS grade solvent. 

8.6 Time Resolved Fluorescence 

Time-resolved fluorescence data were collected using a home-built cavity-dumped 

Ti:sapphire oscillator226 coupled to a streak camera detection system (Hamamatsu C4334 

Streakscope).  The produced 24-μJ laser pulses at 791 nm with an 825-kHz repetition rate and 

~30-fs pulse-duration.  The laser pulses were frequency doubled in a nonlinear crystal (0.3 mm 

BBO) to produce 395 nm excitation pulses that were attenuated with a half-wave plate and 

polarizer to 60-600 pJ/pulse before the sample.  Synchronization between the laser pulse train 

and the streak camera was provided by the acousto-optic cavity dumper (NEOS N13389, 

N64389-SYN) and a photodiode-discriminator combination that detected the intracavity 

repetition rate of the laser (82 MHz).  The illumination and collection optics were in a standard 

90° geometry with the polarization of the excitation pulses and the detected fluorescence 

controlled by broadband polarizers.227  The samples were prepared in glass cuvettes, and the 

optical density at the 400 nm excitation wavelength was typically 0.020-0.035.  The instrument 

response function was 25 ps for our chosen window. 
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8.7 Computation 

All numeric and symbolic manipulations were undertaken using Maple 8.0 

In Chapter 2, all geometry optimizations and molecular orbital calculations were done 

using the semi-empirical AM1 model  The semi-empirical AM1 method was implemented in 

HyperChem (Hypercube, Inc., 1115 NW 4th Street, Gainesville, Florida 32601, USA). 

 In Chapter 6, all geometry optimizations and single point calculations were performed 

using the B3LYP functional with the 6-31G* basis set with Gaussian 98 (Frisch, M. J.; Trucks, 

G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; Cheeseman, J. R.; Zakrzewski, V. G.; J. A. 

Montgomery, J.; Stratmann, R. E.; Burant, J. C.; Dapprich, S.; Millam, J. M.; Daniels, A. D.; 

Kudin, K. N.; Strain, M. C.; Farkas, O.; Tomasi, J.; Barone, V.; Cossi, M.; Cammi, R.; 

Mennucci, B.; Pomelli, C.; Adamo, C.; Clifford, S.; Ochterski, J.; Petersson, G. A.; Ayala, P. Y.; 

Cui, Q.; Morokuma, K.; Malick, D. K.; Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; 

Cioslowski, J.; Ortiz, J. V.; Baboul, A. G.; Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz, P.; 

Komaromi, I.; Gomperts, R.; Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng, C. Y.; 

Nanayakkara, A.; Gonzalez, C.; Challacombe, M.; Gill, P. M. W.; Johnson, B.; Chen, W.; Wong, 

M. W.; Andres, J. L.; Gonzalez, C.; Head-Gordon, M.; Replogle, E. S.; Pople, J. A. Gaussian 98, 

Revision A.7; Gaussian, Inc.: Pittsburgh, 1998).  NBO analysis was performed using the NBO 

3.1 add-on with the B3LYP functional and 6-31G basis set.  Molecular dynamics were 

performed with MOPAC 2007, employing electronic structure calculations at the AM1/CI level 

with a 3 electron 2 orbital (HOMO, HOMO-1) active space.  
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Appendix A  
  

Fast Redox Switchable Diffraction Gratings 
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   Redox processes have proven to be an extremely convenient tool for modulation of a 

diverse number of device and materials properties.  Redox switchability has been cleverly 

incorporated to allow control over a number of optical properties, including 

hyperpolarizability,230, 231 and both the real and imaginary components of the refractive index, 

allowing construction of materials with variable absorption232 (electrochromic materials), 

variable reflectivity,233 and tunable optical diffraction gratings.234-237  Because they require mass 

transport, redox processes are ill-suited for the type of ultra-fast signal manipulation needed for 

optical communication and data processing.  However, for applications such as image display 

and processing that need only be considered fast on the human time scale, a timescale of tens of 

ms, redox processes offer an excellent approach to exert control over a system because of their 

frequent robustness and reversibility. 

 The diffraction efficiency of optical diffraction gratings has been controlled via redox 

processes in the past,234-237 although the time scale of the optical change was on the order of 

hundreds of seconds235 and the periodicity was static.  Other efforts have produced optical 

diffraction gratings with variable periodicity, but required potentials in excess of 45V.238  Redox 

processes with relatively fast responses have been used to modulate the imaginary part of the 

refractive index.192  However, modulation of the real part of the refractive index is less common, 

and is often accomplished via electrooptic materials that require applied fields in excess of a kV 

to yield a Δn of a tenth.239  In this communication we report control over the real component of 

the refractive index with a millisecond response time and requiring potentials less than 1.5V.  

We use this control to build a variable periodicity phase diffraction grating. 
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 Individually addressable ITO interdigitated microband electrodes (IAIME’s) on glass 

were obtained from Abtech Scientific.  Electrodes were 5 μm wide and spaced 5 μm apart.  

Thiophene was anodically polymerized on ITO following the method of Tourillon240.  While 

other groups have reported the need for significantly elevated potentials for the 

electropolymerization of thiophene on ITO241, we found that a slightly elevated potential (1.9V 

vs. Ag/Ag+, pseudoreference) was required for the first oxidation wave, and that the deposition 

cycle proceeded satisfactorily at the more traditional 1.7V for subsequent cycles.  The deposition 

was confirmed by AFM and optical microscopy, with the electrical quality of the film evident in  

Figure 35 a) Optical microscope image of IAIME with deposited thiophene.  B) AFM image of the same film. 
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b
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its orange color, as seen in Figure 35.  Two deposition cycles typically yielded film thickness 

of several hundred nanometers.  An optically transparent cell was constructed around the 

ITO/glass plate using a glass slide and rubber (Viaton) washer, defining a cell of approximately 

0.2 mL.  Platinum and silver wires were inserted through the washer to serve, respectively, as the 

counter and reference electrodes to enable potentiostating of the redox process.  The cell was 

filled with a 0.1M tetrabutylammonium perchlorate acetonitrile solution, with care taken to 

remove large air bubbles.  A linearly polarized 17 mW HeNe laser was then directed through the 

cell, perpendicular to the ITO plate.  Diffraction spots were clearly visible as a result of the 

periodicity of the electrodes and deposited polythiophene.  This “off,” or  “neutral” pattern can 

be seen in Figure 36a.  Upon oxidation of every other electrode (or all the electrodes originating 

from one side of the interdigitated array), an “on,” or “oxidized” pattern was observed, where 

new spots are visible at the mid points between the spots in the “off” pattern, as seen in Figure 

36b.  The observation of diffraction spots at half the distance from the principle spot is consistent 

with the doubling of the period of the array.  Spot intensity was quantitatively recorded by 

binning the signal from a commercial CCD camera, with the results shown in Figure 37.   

Subtraction of the “reduced pattern” from the “oxidized pattern” makes the formation of the 

“oxidized spots” highly conspicuous, while the concomitant loss of intensity of the “reduced 

spots” is also easily seen. 

 The doubling of the period of the diffraction grating implies that oxidation has altered the 

optical properties of the films, specifically the complex index of refraction.  Plieth et al.242 have  
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Figure 36 a) Diffraction pattern of the “off” or neutral state.  b) Diffraction pattern of the “on” or oxidized 
state.  The spot corresponding to the undiffracted beam was removed 
 
characterized the complex refractive index of both the reduced and oxidized forms of index do 

change.  However, Δk upon oxidation is negligible in the vicinity of the 633 nm emission from 

the HeNe laser.  This is consistent with both electrochemical forms of polythiophene having only 

weak absorption in the red.  An oxidatively caused opaqueness would also result in the alteration 

of the diffraction grating periodicity and is the mechanism of amplitude gratings.243  However, 

absorption of the incident light would be wasteful, and, fortuitously, is not occurring here.   In 

contrast, Δn is nearly -0.3 upon oxidation.  Such a large change in the real component of the 

refractive index accounts for the change in the observed interference pattern and defines the 

system as a phase grating.243 

 Step voltammetry combined with measurements of the strength of the new 

diffraction spots shows that the onset of the optical change coincides with the thin film oxidation 

and allows determination of the speed of the transformation.  By examining the signal intensity 

of the brightest spot of the “oxidized pattern” as a function of time after the potential step, we 

a

b

a

b
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measure a switching time, as seen in Figure 38.  In successfully fabricated devices, a 

potential step to 1.3 V can be repeated for over one hundred cycles without visible loss of device 

functionality.  Lower potentials yield slower switching speeds.  Higher potentials result in faster 

switching speeds, but cause a loss of device functionality.  The timescale of the transition, on the 

order of milliseconds, is noteworthy because it is significantly faster than previously reported 

redox active optical structures and is sufficiently fast on the human time scale to be used for the 

control of optical devices. 

 The oxidation process demonstrates first order reaction kinetics, saturating as the neutral 

species is consumed, and can be satisfactorily fit with an exponential with a time constant of 500 

ms, as shown in Figure 38.  The reduction, or un-doping process cannot be fit well by an 
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Figure 37 Binned diffraction of the a) “off” and b) “on” states along with the c) difference pattern.  Negative peaks 

indicate loss of intensity from the original diffraction spots 
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exponential, likely because the process is distorted because of the instrument response of the 

potentiostat.  The t90-10 for the transition is 0.3 ms.  The increased speed of the “off” transition is 

conspicuous in Figure 38.  Hysteresis in the doping and un-doping of poly thiophene has been 

observed previously, and likely stems from reorganization of positive charge carriers into more 

delocalized species that are then more easily reduced in the cathodic wave.244  Ultimately, the 

completion of both processes is limited by mass transfer of the counter-ion through the film.                 

 Conjugated polymers would seem to be excellent materials for redox switchable optical 

devices.  Their typically low redox potentials, a result of their extended π systems, allow facile 

switching between “on” and “off” states.  The large Δn upon oxidation is also a result of the 

extended conjugation.  High quality polythiophene has a typical polaron length of 4 thiophene 
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Figure 38 Time resolved response of the device determined from monitoring the (2,0) spot in the “on” pattern.  

Notice that the fall time is essentially limited by the response of the potentiostat 
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subunits240.  Consequently, oxidation will result in a significant and spatially large reduction 

of electron density, and thus polarizability.  The real part of the refractive index, n can be related 

to the microscopic polarizability, α, using the Lorentz model245 

     απNn 41+=      (A.1) 

where N is the number of oscillating electrons per unit volume.  Therefore, as the oxidation 

proceeds, the size of the polaron allows a significant Δα, while the relatively small size of the 

oxidizable area means that the polaron density, and thus N, will be quite high.  The result is a 

large macroscopic reduction of n.  The drawback of conjugated polymers is their typically large 

absorption in the visible region.  The absorption of polythiophene at 633 nm remains essentially 

unchanged upon oxidation,242 but the use of an optically transparent conjugated polymer, such as 

PEDOT, would be better suited for a device that required an optical window that covered the 

whole visible spectrum.    

 In summary we have demonstrated redox control over the real part of the refractive index 

and created a variable periodicity phase diffraction grating.  The switching speed and robustness 

of the system make it an encouraging prototype system for redox switchable optical devices 

based on modulating the real part of the refractive index.  Future work will look at alternative 

polymers, including PEDOT, to obtain larger optical windows and faster switching speeds, and 

at other applications employing the redox switchable paradigm.   
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